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Abstract

Vision—language—action (VLA) agents combine perception, language, and control
to perform general-purpose tasks, but their internal decision-making is poorly
understood and hard to steer. This opacity limits trust and safe deployment in
robotics (i.e., embodied Al). In this work, we show that discrete robot actions can
be steered by identifying a small number of meaningful features inside the residual
stream of a VLA policy. Using a Magma-style model with a ConvNeXt vision
encoder and a LLaMA-3-8B-Instruct decoder in the SimplerEnv simulator, we learn
behavior directions from contrastive pairs of inputs that differ only in the target
action (e.g., open vs. close gripper). Specifically, we use a sparse autoencoder
(SAE) fitted to the decoder’s residual stream to construct steering vectors in latent
space, which are then decoded back and applied at inference time. This intervention
reliably shifts the model’s action choice while preserving overall coherence. Our
analysis shows that steering is effective but not perfectly disentangled due to
inadvertent activations of related features during steering. These results provide
the first evidence that latent-space techniques can steer embodied multimodal
policies without retraining. More broadly, this work highlights that mechanistic
interpretability techniques (e.g., SAE) can provide handles to control action-level
behavior of complex agents.

1 Introduction

Interpreting and controlling the behavior of large neural networks is a central challenge in modern
AL [6,[16]. Mechanistic interpretability seeks to go beyond performance metrics by analyzing internal
components, such as attention heads, MLP neurons, and residual streams, to explain how specific
computations and concepts are represented and used [[18]]. This perspective not only improves our
understanding of model internals, but also opens the door to targeted interventions at inference time.

Recent work has shown that models can often be steered by editing their internal representations,
biasing them toward or away from specific behaviors without retraining [2, 21} 13,1419, 5, 3]]. Such
edits are typically derived from contrastive pairs of inputs that differ only in the target property,
yielding directions in representation space that can be added or subtracted from the residual stream
during inference. While this approach has been explored in language models for attributes such as
sentiment or honesty, its potential beyond the text domain (i.e., in embodied Al agents) remains vastly
untested.

In this work, we take a first step toward steering robotic action policies using mechanistic interven-
tions. We focus on vision—language—action (VLA) models such as Magma [23]], which combines
a ConvNeXt [L1] vision encoder with a LLaMA-3-8B-Instruct text decoder to map observations
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Figure 1: Anatomy of a vision-language—action (VLA) policy. Visual and textual inputs are encoded
into joint embeddings, processed by a language model, and mapped to action logits. Action normal-
ization produces the robotic control in the action space of a concrete robot. We are the first to explore
steering in the action space of robotic policies.

and instructions into action logits. We introduce a sparse autoencoder (SAE)-based steering method
that learns behavior-specific directions (e.g., open vs. close gripper) from contrastive robot scenar-
ios. These directions are constructed in the SAE latent space and decoded back into the residual
stream, where they are injected during inference. This minimal edit reliably shifts action selection
while remaining interpretable, providing a practical bridge between mechanistic interpretability and
embodied control.

1. We present the first proof-of-concept application of sparse autoencoder (SAE)—based steering
within the action space of a vision—language—action (VLA) policy.

2. We propose a lightweight pipeline that learns behavior-specific directions (e.g., open vs.
close gripper) from contrastive action pairs in the text decoder and applies them as inference-
time residual edits.

3. Through an empirical case study on Magma [23] in SimplerEnv [9], we demonstrate that
such edits can reliably bias a binary robotic action and reveal key challenges such as co-
activation and disentanglement of latent features, highlighting open directions for future
work on scalable multimodal steering.

2 Background

Residual streams in transformers: In decoder-only transformers, each layer L takes the residual
stream R(F) € R from the previous layer, applies attention and MLP sublayers, and adds the
result back into R) via residual connections [1]]. This residual stream can be interpreted as the
model’s current state of computation: a linear space in which many high-level features are represented
as directions. Probing or editing R(%) at specific tokens allows us to inspect or influence the model’s
intermediate computations.

Feature directions: A feature direction [2] v() € R%ww is a unit vector in the residual space of
layer L that corresponds to a feature or concept. Projecting R(“) onto v(%) yields a scalar activation

sB) = (R L)y,

which measures the strength of that feature at that layer and token. High positive (or negative)
activations often correlate with the presence (or absence) of the feature in the model’s current
computation.

Contrastive steering: One practical way to isolate feature directions is through contrastive pairs
of inputs that differ only in a target property (e.g., honest vs. dishonest answers, open vs. close
gripper) [21}, 13, 2]]. Subtracting their activations cancels out nuisance variation and highlights the
subspace tied to that property. From many such differences, one can extract a low-dimensional axis
(via averaging, PCA, or other methods) that serves as a steering direction v(L). At inference time,
adding or subtracting a scaled version o v(X) to the residual stream biases the model toward or away
from the target property:

R'®) = RW) 4 qo@),



Sparse autoencoders (SAEs): A sparse autoencoder learns an overcomplete, sparsely activated basis
for residual stream activations [24, 12| [7]]. Given R an SAE encoder maps it to a high-dimensional
latent vector z € R%en | where most components are zero for any given input. Each latent dimension
is intended to correspond to a more interpretable “feature neuron.” The decoder reconstructs the
residual stream from these latents. Steering can then be performed in latent space: contrastive pairs
define a vector in z-space, which is added before decoding back to R(%). This enables finer-grained
interventions, since edits can target individual features rather than arbitrary residual directions.

Mechanistic interpretability connection: Both residual-space and SAE-latent steering operate
directly on a model’s internal representations, shedding light on how features are encoded while
enabling intervention [8},[10]. By localizing edits to specific layers, tokens, and features, they bridge
interpretability and control, offering a way to probe and modulate model behavior without retraining.

3 Method

Setup. We use a Magma-style vision—language—action (VLA) policy: a vision encoder produces
embeddings that condition a LLaMA-3B-Instruct backbone. We insert a sparse autoencoder (SAE)
trained on the residual stream at layer 25 from SAE Lens[4]. The SAE encodes each residual vector
R ¢ Rémet jnto a sparse latent (L) g Rmen yig 7 = ReLU(Wepe R + benc ), and reconstructs back
to the residual space via R ~ Wyec2 + bgec-
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Figure 2: Our Inference-time intervention framework. The residual stream is passed through a sparse
autoencoder (SAE) to extract latent features and collect the feature activations of contrastive pairs.
The top three modules in the orange box constitute the pre-inference phase, run offline to prepare
steering vectors. During inference (pink box), the steering vector is injected back into the residual
flow, modulating downstream computation. This layer-agnostic design enables fine-grained and
interpretable control over model outputs.

Contrastive pairs for actions: We collect contrastive pairs (x;, x; ) that differ only in the target
action (e.g., “open” vs. “close” gripper) while holding all other inputs constant (similar scene and
prompt). To capture the relevant activations, we run an instrumented version of the model with a
feature extractor that records the residual stream at the action decision step, building contrastive
representations for each pair.

Token selection: We compute the steering direction using the hidden representation at the last
token of the input sequence. This choice follows standard practice in mechanistic steering and
activation-editing literature, where the final token embedding captures the model’s full contextualized
representation of the input and influences the subsequent output generation [19} 20} [17]]. We therefore
did not perform a token-sensitivity analysis, as the last-token representation is commonly used to
define steering vectors that summarize the model’s predicted behavior over the entire sequence.

Steering vector computation: We further process the qualified contrastive pairs by eliminating the
rarely activated features and those that often activate in both z;” and x;". For each pair (z}, z;),

we collect the SAE latents z(X) (z]") and 25 (x;

7 ), compute their difference Azi(L) =20 (xf) -
2(E)(x;), and average over all pairs:
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This yields a single steering vector in the SAE latent space that points in the direction of the target
action concept.

Control edit in latent space. At inference time, we hook into the SAE at layer L*, and then:

1. Encode the current residual vector R into latents 2.
2. Apply the edit 2’ = 2z + « ’Ul(atenz (or with a sign flip to bias toward the opposite action).
3. Decode back to residual space via R’ = Wyecz' + byec.

4. Replace the original residual R(") with R’ before passing to the next transformer block.

The scalar « controls edit strength; we sweep it to examine steering magnitude and side effects.

4 Results and Discussion
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Experimental Setup

o

We evaluate on SimplerEnv[[9], a simulated environment with
object manipulation tasks. In this section, we use the "put carrot
on plate" task from BridgeDataV2 [22]]. The policy backbone
is a Magma-style architecture composed of a ConvNeXt vision
encoder and a LLaMA-3-8B-Instruct text decoder. As Magma 0 Baseline Steered
backbone consisists of LLaMA, we adopt an existing SAE
from the SAE Lens library[4] that was trained on LLaMA-3-
8B-Instruct. This SAE is designed for the residual stream at the
25th layer of LLaMA, which we align with the corresponding
layer in the Magma text decoder. Thus, we insert the SAE
directly into the text portion of Magma and apply our latent-
space interventions there. We focus on the residual stream at the final action token.
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Figure 3: Effect of steering robot
arm gripper using open gripper as
the positive behavior (i.e., z;). Y-
axis is the ratio of open to closed
gripper simulation steps.
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tion in the residual stream has a signifi-

cant effect on the state of the gripper in the Figure 4: Top SAE features sorted by mean activation
robot action space. This demonstrates that difference. Feature 4909 is effective, but additional fea-
sparse autoencoder (SAE) latents provide tures also shift, showing unintended co-activations. We
a workable substrate for controlling vision— color the feature 4909 green to emphasize we inteded
language—action (VLA) agents at inference to steer it. The features in red are the features that are
time, where small, interpretable edits in la- steered unintendedly due to feature entanglement. The
tent space can reliably influence discrete gradient shows a decreasing impact of steering on fea-
robot behaviors without finetuning. tures.

Inadvertent co-activations. While steer-

ing feature 4909 effectively changes the gripper state in the action space, Figure [ shows that steering
feature 4909 alone results in many inadvertent co-activations. These co-activations are weaker but
persistent, indicating that SAE-based directions are not perfectly disentangled, making it difficult to
steer one feature in isolation. Dependeing on the context, the inadvertent activations may influence
policy behavior in unintended ways. Therefore, the central challenge is not only identifying useful
features, but also developing methods to mitigate inadvertent co-activations during intervention.



5 Limitations and Conclusion

Limitations and future work: Our study is restricted to simulations, a single binary behavior
(open/close gripper), and SAE models trained on the text-decoder portion of Magma rather than
the full multimodal pipeline. The SAE basis was pre-trained for LLaMA-3 and not optimized
for embodied control, making results sensitive to fit quality, contrastive pair construction, and
intervention layers. Also, we do not provide safety or robustness guarantees. Future work should
focus on improving disentanglement (e.g., orthogonalization or feature-subset selection), improving
SAE reconstruction [15], extending this technique beyond a simulator to an actual robot, and enabling
multi-skill steering.

Conclusion: We introduced a SAE-based steering method to steer robot actions in a multimodal
policy that is generated by the Magma model. By leveraging contrastive pairs to isolate action-specific
latents and decoding these edits back into the residual stream, we shifted gripper open/close decisions
in a controlled way. While unintended co-activations remain a challenge, this work demonstrates
that mechanistic interpretability techniques like SAESs can be repurposed for practical policy steering,
providing a foundation for more interpretable VLA control.
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