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Abstract

The rapid obsolescence of information in Large
Language Models (LLMs) has spurred the de-
velopment of various techniques for incorpo-
rating new facts. To address the ripple effects
of altering information, we introduce GMeLLo
(Graph Memory-based Editing for Large Lan-
guage Models), a straightforward yet highly
effective method that harnesses the strengths of
both LLMs and Knowledge Graphs (KGs). In-
stead of merely storing edited facts in isolated
sentences within an external repository, we uti-
lize established KGs as our foundation and dy-
namically update them as required. When faced
with a query, we employ LLMs to derive an
answer based on the relevant edited facts. Ad-
ditionally, we translate each question into a
formal query, tapping into the extensive data
within the KG to obtain a more nuanced answer
directly from it. In cases of conflicting answers,
we prioritize the response derived from the KG
as our final result. Our experiments demon-
strate a substantial enhancement of GMeLLo
over state-of-the-art (SOTA) methods on the
MQuAKE benchmark—a dataset specifically
designed for multi-hop question answering.

1 Introduction

As the widespread deployment of LLMs contin-
ues, the imperative to maintain their knowledge
accuracy and up to date, without incurring exten-
sive retraining costs, becomes increasingly evident
(Sinitsin et al., 2020). Several approaches have
been proposed in prior works to address this chal-
lenge, with some focusing on the incremental in-
jection of new facts into language models (Rawat
et al., 2020; De Cao et al., 2021; Meng et al.,
2022; Mitchell et al., 2022a). Interestingly, cer-
tain methodologies in the literature diverge from
the conventional path of updating model weights,
opting instead for an innovative strategy involv-
ing the use of external memory to store the edits
(Mitchell et al., 2022b; Zhong et al., 2023). As

Information evolves over time

Who is the current Boris ) Rishi
British Prime Minister? Johnson Sunak
Who is married to the Carrie __ Akshata
British Prime Minister? Symonds Murty

Figure 1: Dynamic nature of information: Changes
over time may trigger subsequent modifications. For
instance, a transition in the British Prime Minister, such
as from Boris Johnson to Rishi Sunak, necessitates cor-
responding adjustments, like the change in the British
Prime Minister’s spouse.

LLM:s operate as black boxes, modifying one fact
might inadvertently alter another, making it chal-
lenging to guarantee accurate revisions. In light of
this challenge, opting for an external memory sys-
tem, rather than directly editing the LLMs, emerges
as a prudent choice.

This paper introduces GMeLLo, an effective ap-
proach designed to synergize the strengths of LLMs
and KGs in addressing the multi-hop question an-
swering task after knowledge editing (Zhong et al.,
2023). An illustrative example is presented in Fig-
ure 1. Following an update regarding the infor-
mation of the British Prime Minister, it becomes
evident that the corresponding spouse information
should also be modified.

As depicted in Figure 2, our GMeLLo comprises
the following key steps:

* We utilize LLMs to translate edited fact sen-
tences into triples, employing these triples to
update the KG and ensure its information re-
mains up to date.

* Leveraging LLMs again, we analyze a query
to extract its relation chain, encompassing the
primary entity and its connections with other
unknown entities. After populating a template,
we convert the relation chain into a formal
query and use it to search the updated KG.



* Based on the query statement, we retrieve
the most pertinent edited facts and prompt
LLMs to generate an answer in accordance
with these facts.

* In instances where the answer provided by
the LLM conflicts with that from the KG, we
prioritize the answer from the KG as the final
response.

LLMs, trained on extensive sentence corpora
(Brown et al., 2020; Rae et al., 2022; Chowdhery
et al., 2023), are expected to encapsulate a wide
range of commonly used sentence structures. As a
result, they are invaluable tools for analyzing sen-
tences and extracting entities and relations. Once
the correct chain of relations and edited triples are
obtained, using a formal query to interrogate the
KG in a Knowledge-based Question Answering
(KBQA) (Cui et al., 2017) manner ensures pre-
cision in the retrieval process. In cases where
KBQA fails, we still have LLMs for question an-
swering (QA) to ensure comprehensive coverage.
GMeLLo outperforms current SOTA models on the
MQuAKE benchmark, affirming its effectiveness
in multi-hop question answering within an evolving
environment.

2 Related Work

The primary focus of this paper lies in exploring
enhancing the multi-hop question answering within
dynamic scenarios. Therefore, we delve into the
related topic of knowledge editing. As highlighted
in Yao et al. (2023), two paradigms exist for edit-
ing knowledge: modifying model parameters and
preserving model parameters.

2.1 Modifying Model Parameters

In the case of modifying model parameters, this can
be further categorized into meta-learning or locate-
and-edit approaches. Meta-learning methods, as
discussed in (De Cao et al., 2021; Mitchell et al.,
2022a), utilize a hyper network to learn the nec-
essary adjustments for editing LLLMs. The locate-
then-edit paradigm, as demonstrated in (Dai et al.,
2022; Meng et al., 2022, 2023; Li et al., 2023a;
Gupta et al., 2023), involves initially identifying
parameters corresponding to specific knowledge
and subsequently modifying them through direct
updates to the target parameters.

2.2 Preserving Model Parameters

In the case of preserving model parameters, the
introduction of additional parameters or external
memory becomes necessary. The paradigm of ad-
ditional parameters, as presented in (Dong et al.,
2022; Hartvigsen et al., 2022; Huang et al., 2022),
incorporates extra trainable parameters into the lan-
guage model. These parameters are trained on
a modified knowledge dataset, while the original
model parameters remain static. On the other hand,
memory-based models (Mitchell et al., 2022b;
Zhong et al., 2023) explicitly store all edited exam-
ples in memory and employ a retriever to extract
the relevant edit facts for each new input, guiding
the model in generating the edited output.

While previous evaluation paradigms have pri-
marily focused on validating the recall of edited
facts, Zhong et al. (2023) proposed MQuAKE,
a benchmark dataset comprising multi-hop ques-
tions with either counterfactual edits or temporal
edits. This dataset assesses whether methods cor-
rectly answer questions where the response should
change as a consequence of edited facts. While
both GMeLLo and MeLLo (Zhong et al., 2023) are
memory-based models targeting multi-hop ques-
tion answering in an evolving environment, they
differ in the following aspects:

* MeLLo uses in-context learning to guide
LLMs through splitting the question into
sub-questions, answering each, and check-
ing for contradictions with relevant edit facts.
GMeLLo, on the other hand, retrieves a few
relevant edit facts for the multi-hop question
and presents them along with the question to
LLMs for answering

 Rather than simply storing edited facts as iso-
lated sentences in an external memory, we
utilize LLMs to translate these sentences into
triples and update the KG. Additionally, an-
swers are obtained using KBQA to enhance
the precision of multi-hop QA within an evolv-
ing environment.

Given that KG is a multi-relational graph consist-
ing of entities as nodes and relations among them
as typed edges (Saxena et al., 2020), it provides
a more straightforward method for representing
multi-hop information. Moreover, GMeLLo offers
a means to seamlessly integrate the high precision
of KBQA (Cui et al., 2017) with the extensive cov-
erage of LLMs-based QA, enabling effective multi-



hop question answering in dynamic environments.

3 GMeLLo: Graph Memory-based
Editing for Large Language Models

In this section, we explore the details of our method,
GMeLLo. Figure 2 provides a visual representa-
tion of the GMeLLo framework.

3.1 Utilizing KGs for Storing the Updated
Correlated Facts to Enhance Multi-hop
Reasoning

KGs play a pivotal role in enhancing the capabil-
ities of LLMs by offering external knowledge for
improved inference and interpretability, as demon-
strated by recent studies (Pan et al., 2023; Rawte
et al., 2023). Apart from merely storing updated
information in an external memory, such as a list
of separate sentence statements as seen in conven-
tional approaches (Zhong et al., 2023), we utilize
the KG to maintain inherent connections and en-
sure the integration of the latest information.

In our approach, we utilize an off-the-shelf KG,
such as Wikidata (Vrandeci¢ and Krotzsch, 2014),
as the foundational source. Upon receiving updated
facts, we employ LLMs to extract entities and their
relationships, forming edited fact triples (Figure 2)
that are then used to update the KG.

We incorporate in-context learning (Dong et al.,
2023) to ensure the LLMs have a thorough under-
standing of the task. Furthermore, given the possi-
bility that LLMs may generate relations not present
in the KG’s predefined list (Chen et al., 2024), we
employ a retriever model to identify the most sim-
ilar relation from the KG’s list, which is detailed
in Section 4.1.6. This relation retrieve procedure is
also crucial during relation chain extraction.

3.2 Extracting the Relation Chain of a
Question Sentence Using LLLMs

With the world changing at a rapid pace, the train-
ing data for LLMs can quickly become outdated.
Nevertheless, the evolution of patterns tends to oc-
cur at a relatively slower pace when compared to
the intricate details. In this paper, we employ LLMs
to extract the relation chain from a sentence, en-
compassing the mentioned entity and relations with
other unidentified entities. To mitigate varied repre-
sentations of the same relation, we task LLMs with
selecting a relation from a predefined list. Take a
question sentence from the MQuAKE dataset as an
example,

* Question: What is the capital of the country
of citizenship of the child of the creator of
Eeyore?

* Relation Chain: Eeyore->creator->?x->child-
>?y->country of citizenship->?z->capital-
>%d

The presented question necessitates a 4-hop reason-
ing process. With "Eeyore" as the known entity in
focus, the journey to the final answer involves iden-
tifying its creator, moving on to the creator’s child,
obtaining the child’s country of citizenship, and
culminating with the retrieval of the country’s cap-
ital. The relation chain encapsulates all essential
information for arriving at the conclusive answer.

To ensure that LLMs comprehend the task of ex-
tracting the relation chain and generate output in a
structured template, we employ in-context learning
(Dong et al., 2023).

3.3 Converting the Relation Chain into a
Formal Query for Retrieving Updated
Information from KGs

Once the relation chain is obtained, the next step
involves integrating the known entity and the rela-
tions into a formal query template. For instance,
consider a KG represented in RDF! format and a
corresponding SPARQL? query. The relation chain
elucidated in Section 3.2 should be represented as
follows, underscoring the seamless integration of
the obtained information into a structured query
framework.

PREFIX ent: <http://www.kg/entity/>
PREFIX rel: <http://www.kg/relation/>
SELECT DISTINCT ?id ?label WHERE {

ent:EQ rel:RO ?x.

?x rel:R1 ?y.

?y rel:R2 ?z.

?z rel:R3 ?id.

?id rdfs:label ?label.

3
LIMIT 1

In this context, "ent" and "rel" serve as prefixes
for entity and relation, respectively. The identifier
"EO0" uniquely represents "Eeyore" within the KG,
while the identifiers for "creator," "child," "country
of citizenship," and "capital" are denoted as "R0",

1https: //www.w3.org/RDF/
2ht’cps: //www.w3.org/TR/sparql11-query/
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Figure 2: The illustration depicts our proposed method, GMeLLo. We begin by utilizing LLMs to extract entities
and relations from edited facts, resulting in a list of edited fact triples. These triples are then used to update a KG.
Similarly, we employ LLMs to extract relation chains from a given question. By populating this information into a
template, we generate a formal query suitable for use in KBQA (Lan et al., 2022). Simultaneously, we utilize LLMs
for question answering, providing an answer based on the relevant edited facts. In cases where the LLM’s answer
contradicts that of the KG, we defer to the KG’s answer as the final response.

"R1", "R2", and "R3" respectively. After identi-
fying the entity "?id", we retrieve its string label
"7label" as the final answer.

3.4 Enhancing Multi-Hop Question
Answering Using Knowledge Graph
Integration

When a question arises, we retrieve the "top-x" 3
relevant facts using the pretrained Contriever (Izac-
ard et al., 2022) model from a curated list of edited
fact sentences. We then prompt the LLMs to gener-
ate answers based on the question and these perti-
nent facts. Compared to the "split-answer-check"
pipeline in MeLLo (Zhong et al., 2023), this LLM-
based QA method is expected to be simpler and
yield more accurate results when the facts are pro-
vided accurately. However, addressing multi-hop
questions, especially those where the edited facts
pertain to intermediary hops, presents a challenge
in accurately retrieving the relevant information
and performing correct multi-hop question answer-
ing. This challenge is particularly pronounced
when dealing with a large volume of edited facts.
For instance, accurately identifying the relevant
fact given the question in Figure 2 and producing

3The "top-x" can be adjusted based on various scenarios.
In the majority of cases, it should not exceed 4.

the correct final answer is difficult. To address this
issue, we utilize answers from the KG to rectify
responses from the LLMs. Once the relation chain
and updated triples are derived accurately, the sys-
tem will yield the correct answer. If the answer is
not found within the KG, the system will output
nothing, which does not affect the performance of
the GMeLLo.

In conclusion, beyond tasking LLMs with ques-
tion answering, we harness their powerful capa-
bilities for analyzing both edited fact statements
and questions. Post-analysis, we convert the edited
fact sentences into edited fact triples, subsequently
updating the KG. Likewise, we transform the ques-
tion into a relation chain, culminating in a formal
query generated by filling a template, obtaining an
answer in a KBQA manner. Our approach lever-
ages KBQA to substitute LLM answers in cases
of inconsistency between the two responses. By
amalgamating the high precision of KBQA with
the expansive coverage of LLMs, our method ex-
cels in the multi-hop question answering domain
following knowledge editing.

4 Experiment

In the upcoming section, we will conduct experi-
ments to demonstrate the effectiveness of employ-



MQUAKE-CF MQUAKE-T

BaseModel — Method | " | 100" 121000 k=3000 k=1 k=100 k=500 k=1868
GPT-J-6B  MEMIT 123 9.8 8.1 18 48 10 02 0.0
GPT-J-6B MEND 115 9.1 43 35 382 174 127 46
GPT-J-6B  MeLLo 203 125 10.4 98 859 457 338 30.7
GPT-J-6B  GMeLLo 509 292 277 271 699 651 649  64.8
Vicuna-7B  MeLLo 203  11.9 11.0 102 844 563 526 513
Vicuna-7B. GMeLLo 431 204  18.1 175 750 59.0 572  57.0

Table 1: Performance results of GMeLLo (ours) on MQuaKE-CF and MQuaKE-T using either GPT-J-6B or Vicuna-
7B as the base language model. Following the methodology of Zhong et al. (2023), instances are grouped into
batches of size k, where k ranges from 1, 100, 1000, 3000 for MQuaKE-CF, and 1, 100, 500, 1868 for MQuaKE-T.
For instance, with the MQuAKE-CF dataset, when k=100, the 3000 samples are divided into 30 groups, with the

average performance reported as the final result. The metric used is multi-hop accuracy.

ing our GMeLLo methodology.

4.1 Experiment Setup
4.1.1 Dataset

Our experiment centers on the multi-hop question-
answering dataset, MQuAKE (Zhong et al., 2023).
This dataset comprises MQUAKE-CF*, designed
for counterfactual edits, and MQuAKE-T, tailored
for temporal knowledge updates. These datasets
enable the evaluation of methods under scenarios
involving counterfactual changes and real-world
temporal updates.

The MQuAKE-CF dataset comprises 3,000 N-
hop questions (N € {2,3,4}), each linked to one
or more edits. This dataset functions as a diagnos-
tic tool for examining the effectiveness of knowl-
edge editing methods in handling counterfactual
edits. The MQuAKE-T dataset consists of 1,868
instances, each associated with a real-world fact
change. Its purpose is to evaluate the efficacy of
knowledge editing methods in updating obsolete
information with contemporary, factual data.

4.1.2 Baseline Models

To demonstrate the effectiveness of our approach,
we conduct comparisons with the following state-
of-the-art knowledge editing methodologies.

e MEND (Mitchell et al., 2022a). It trains a
hypernetwork to generate weight updates by
transforming raw fine-tuning gradients based
on an edited fact.

*Our experiments on MQUAKE-CF are carried out on a

randomly sampled subset of the complete dataset, comprising
3000 instances (1000 instances for each of 2, 3, 4-hop ques-

tions), aligning with the experiments outlined in Zhong et al.
(2023).

* MEMIT (Meng et al., 2023). It updates feed-
forward networks across various layers to in-
corporate all relevant facts.

* MeLLo (Zhong et al., 2023). It employs a
memory-based approach for multi-hop ques-
tion answering, storing all updated facts in an
external memory.

Considering the significant costs associated with
training, deploying, and maintaining larger LLMs
(Li et al., 2023b), this paper primarily concentrates
on smaller LLMs, specifically GPT-J (6B) (Wang
and Komatsuzaki, 2021) and Vicuna (7B) (Chiang
et al., 2023).

4.1.3 Evaluation Metric

In line with our paper’s central emphasis on multi-
hop question answering, we utilize accuracy as
the primary metric, to evaluate the methods’ per-
formance in addressing multi-hop inquiries within
dynamic environments.

4.1.4 Knowledge Graph Setting

Considering Wikidata’s community-driven nature,
guaranteeing a dynamic and comprehensive dataset
across a spectrum of knowledge domains, we opt
for Wikidata (Vrandeci¢ and Krotzsch, 2014) as the
foundational KG for this experiment. Using LLMs
along with 10 <edited fact, edited triple> pairs as
samples in the prompt, we extract modified triples
from the revised facts with the intention of using
them to update the KG. To align the relationships
in the questions of test samples with those in Wiki-
Data (Vrandeci¢ and Krétzsch, 2014), we follow
the following steps:



* We select the first 500 item properties® from
WikiData as the base relations. Items repre-
sent either concrete or abstract entities, such
as a person (Piscopo and Simperl, 2019).

* Next, we employ GPT-3.5-Turbo® to examine
each multi-hop question in the test samples
to determine if it contains any of the base
relations.

» Afterward, we rank the frequencies of each
relation and choose the top 50 relations as
candidates for use in relation chain extraction
and edited fact triple extraction.

To stay updated with the latest information on
WikiData, we utilize the WikiData API service’
and the WikiData Query Service®. Since Wiki-
Data may contain items with identical labels®, we
map the entity string in the edited fact triples and
the relation chain to WikiData and select the first
match as the candidate. We then verify if this en-
tity corresponds to the intended one in the dataset.
The correctness of our KBQA result hinges on two
crucial criteria:

e The accurate extraction of both edited fact
triples and relation chains.

* A precise match between the entity id re-
trieved from the WikiData API service for
each entity string in the edited facts and rela-
tion chains and the intended entity id in the
dataset.

If the relation chain is found to be incorrect, we
conduct an online search on WikiData to determine
if the relation chain leads to an entity that could
potentially yield an incorrect answer for the specific
question, which takes about 1 second.

4.1.5 Prompt Setup and Post-Processing

Compared to MeLLo (Zhong et al., 2023), we
adopt a strict evaluation approach, assessing only
the first multi-hop question in the MQuAKE
datasets for our GMeLLo, instead of considering
all three and accepting any one correct. To enhance

5https://www.wikidata.org/w/index.php?tit1e=
Special:ListProperties/wikibase-item&limit=500&
offset=0

6https://platform.openai.com/docs/models/
gpt-3-5-turbo

"https://www.wikidata.org/w/api.php

8https://query.wikidata.org/sparql

9https://www.wikidata.org/wiki/Help:Label/
general_principles

the comprehension of the relation chain extraction
task by LLMs and ensure outputs adhere to a spec-
ified format, we utilize a 3-shot learning approach.
This approach entails presenting the model with
one 2-hop question sample, one 3-hop question
sample, and one 4-hop question sample.

We also implement the in-context learning
(Dong et al., 2023) for LLM-based QA. We pro-
vide 4 samples in the prompt for MQuAKE-CF:
one 1-edit sample, one 2-edit sample, one 3-edit
sample, and one 4-edit sample. When k>=100, we
retrieve 4 relevant edit facts for each test sample.
When k=1, the prompt consists of all the relevant
facts for a specific test sample, given that the edit
facts in the memory is less than 5.

To address the limitations of GPT-J and Vicuna
in conforming to the desired output format, we
establish a heuristic rule for extracting essential
information from their outputs. For instance, in the
context of relation chain extraction, this heuristic
is outlined as follows:

* Narrow the attention to the output sentence
containing the "->" indicator.

¢ Divide the sentence based on the "->" delim-
iter.

* Regard the initial segment as the predicted
entity. Subsequently, process the following
segments sequentially as relations, provided
they do not begin with "?".

4.1.6 Strategies for Managing Unforeseen
Relationships

As previously noted, since LLMs may produce re-
lations that are similar in meaning but not identical,
we employ the pretrained Contriever model (Izac-
ard et al., 2022) to retrieve the most similar relation
(i.e., the closest relation in the embedding space)
from the base list of relations. This replacement
is performed when undefined relations are encoun-
tered during both edited fact triple extraction and
relation chain extraction.

4.2 Main Results

As shown in Table 1, our GMeLLo demonstrates
significantly superior performance compared to
state-of-the-art models on the MQuAKE datasets,
including the MQuAKE-CF dataset and MQuAKE-
T dataset. Particularly noteworthy is its perfor-
mance when handling multiple edits simultane-
ously. When k=3000 and using GPT-J as the base
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Figure 3: The performance comparison of different
methods on MQUAKE-CF dataset when using GPT-J as
the base model. The evaluation is conducted with vary-
ing numbers of edited instances (k) selected for editing,
where k ranges from 1 to 3000.

model, GMeLLo shows an improvement of roughly
18% over MeLLo in MQuAKE-CF, and approxi-
mately 30% in MQUAKE-T.

As with many other approaches, we witness a
significant decline from k=1 to k=100. This is
understandable, as at k=1, all edited facts related
to a question are fed into the prompt for LLMs
to answer without requiring retrieval. However,
the performance stabilizes thereafter. The graph
in Figure 3 demonstrates that integrating KBQA
enables GMeLLo to maintain higher performance
levels, even with an increasing number of edits.

4.3 Ablation Study

To gain a comprehensive understanding of the per-
formance of various components, i.e., LLM-based
QA and KBQA, we conduct an experiment to illus-
trate the impact of LLM-based QA and KBQA as
the number of edits increases. As demonstrated in
Table 2, the performance of KBQA remains con-
sistent, as all edited facts are converted to triples
and all relation chains are extracted from the test
questions, regardless of the value of ’k’. However,
as the parameter 'k’ increases, more edited facts
are stored in the external memory. Consequently,
selecting the relevant edits and accurately answer-
ing the questions becomes increasingly challenging
for LLM-based QA.

As depicted in Table 2, when k=1 and all rele-
vant facts are provided to the LLMs for question
answering, the process proves to be more effective.
However, a more realistic scenario involves mul-
tiple edits occurring simultaneously, where each
question is asked separately (i.e., k>1). The per-
formance showcased in this table demonstrates the

effectiveness of our GMeLLo, highlighting that
KBQA serves as a valuable enhancement to LLM-
based QA within evolving environments.

4.4 The Impact of Entity Ambiguity on
WikiData

In Section 4.1.4, we emphasize the importance of
not only string matching but also the accurate map-
ping of entity strings to WikiData, ensuring pre-
cision in editing and searching. Table 3 reveals
that out of 6015 edited facts in the MQuAKE-CF
dataset, 1441 fail to map correctly to the intended
entities in WikiData. Within these 1441 inaccu-
rately transformed edit facts, 355 are correct in
terms of string matching alone but are erroneously
linked to unintended entities. Additionally, out of
3000 questions, the subject entity in 466 questions
does not correctly match the intended entities in
WikiData. Nearly half of these instances are cor-
rectly extracted by LLMs but are mismatched due
to entity ambiguity.

We acknowledge that while some entities gen-
uinely share the same labels but represent distinct
entities, such as multiple individuals bearing identi-
cal names, others are indeed identical entities. This
suggests that performance could further improve by
addressing this issue and working with an enhanced
KG, a direction we leave for future work.

4.5 Error Analysis

Table 2 illustrates that Vicuna exhibits superior
performance in directly handling the QA task,
particularly when provided with the exact edited
facts. Conversely, GPT-J excels in sentence analy-
sis tasks, showcasing its high performance in the
KBOQA task.

4.5.1 Inferior Performance of GPT-J in QA

Table 2 shows that the performance of GPT-J and
Vicuna in conducting QA tasks is comparable on
the MQuUAKE-CF dataset when k=1. However,
GPT-J exhibits notably lower performance on the
MQuAKE-T dataset under the same conditions.
Further analysis revealed that GPT-J struggles in
answering questions with only an edited fact per-
taining to its intermediary information, such as:

e Facts: The name of the current head of the
Philippines government is Bongbong Marcos

* Question: Who is the head of government of
the country that Joey de Leon is a citizen of?



MQUAKE-CF MQUAKE-T
BaseModel ~ Method -\ 100" k21000 k=3000 k=1 k=100 k=500 k=1868
GPT-J-6B QA 66.6 11.1 72 64 209 107 94 9.1
GPT-J-6B  KBQA 242 242 242 242 635 635 635 63.5
GPT-J-6B  GMeLLo 509 292 277 271 699 651 649  64.8
Vicuna-7B QA 69.8 156 72 944 569 529 520
Vicuna-7B. KBQA 140 140 14.0 140 373 373 373 373
Vicuna-7B GMeLLo 43.1 204  18.1 175 750 590 572  57.0

Table 2: Performance comparison as edited facts increase among various methods. QA involves directly using LLM
for answering the multi-hop questions. KBQA involves using LLM to transform edited fact sentences into triples,
update WikiData, convert question sentences into relation chains, and generate formal questions for answering in a
KBQA manner. GMeLLo combines these methods: opting for QA when KBQA yields no response and choosing

KBQA when QA and KBQA answers differ.

Model Edited Fact Relation Chain
GPT-J-6B  355/1441 205/466
Vicuna-7B  345/2033 206/317

Table 3: The error rate of entity mapping from entity
strings to entities in WikiData. Due to entity ambiguity
in WikiData, a single string may correspond to multiple
entities. In the context of GPT-J and MQuAKE-CF,
’355/1441° in the edited fact indicates that out of 1441
errors in correctly extracting the fact triple, 355 errors
stem from entity mapping.

* Predicted Answer: Benigno Aquino III
» Label: Bongbong Marcos

However, it is worth noting that all test samples
in MQuAKE-T contain only one edited fact. In
contrast, approximately 63.6% of test samples in
MQuAKE-CF consist of more than 2 edited facts,
which allows GPT-J to connect all the information
together, resulting in improved performance.

4.5.2 Inferior Performance of Vicuna in
KBQA

After analysis, we discovered that out of the 1868
test samples in the MQuUAKE-T dataset, 130 sam-
ples did not capture the fact triples correctly due
to not adhering to the output format. In addi-
tion, only 362 relation chains were accurately re-
turned, whereas GPT-J returned 1382 correct rela-
tion chains.

It is important to note that even if the relation
chain is incorrect, the KBQA system may still
provide the correct answer. For instance, in the
case of Vicuna, it consistently returns "citizen-
>country->head of government". Although this

is mapped to the predefined relation list as "coun-
try of citizenship->country->head of government",
whereas the golden chain is "country of citizenship-
>head of government", the predicted path still leads
to the correct answer.

In addition, while LL.Ms consistently identifies
relations accurately—such as "head of state,” "chief
of department,” and ’head of government’—it often
makes errors in their sequencing. To address this,
we employ Spacy'” to detect instances where the
object of an edited triple is not a person. If it is not,
we adjust the sequence of the object and subject in
the triple accordingly.

5 Conclusion

In this paper, we present GMeLLo, a method de-
signed for multi-hop question answering in dy-
namic environments. Except leveraging LLMs for
question answering, we also leverage the capabil-
ities of LLMs to extract the triples from edited
fact sentence to update KG, and use the capabil-
ities of LLLMs to analyze question sentences and
generate a relation chain, and finally get the for-
mal query by filling in a formal query template.
Finally, we combine KBQA and LLM-based QA
to bolster the multi-hop question answering ca-
pability within a dynamic environment. This ap-
proach capitalizes on the strengths of both LLMs
and KGs—Ileveraging the high coverage of LLMs
and the precision of using KGs. By utilizing LLMs
for analyzing most question sentences and QA, and
KBQA to provide accurate results, we achieve a
synergy between the two methodologies.

Ohttps://spacy.io/


https://spacy.io/

Limitations

Nevertheless, it’s important to note that this inves-
tigation is still in its early stages. Although our
performance surpasses that of baseline approaches
in the multi-hop question answering when editing
multiple facts simultaneously, we recognize the po-
tential for further improvement. Looking ahead,
our future plans involve enhancing GMeLLo in the
following key areas:

» Experiment with more sophisticated prompts,
such as Chain of Thought (CoT) (Wei et al.,
2022), to elevate performance.

» Mitigate the entity ambiguity in KGs to fur-
ther improve the performance.

* Pioneering the integration of the strengths in-
herent in both LLMs and KGs, we aim to
extend their application to diverse research
endeavors.
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A Appendix
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the details we used.
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A.1 Prompts

The prompts used for edited fact triple extraction,
relation chain extraction, and LLM-based QA are
depicted in Figures 4, 5, and 6. The edited triple
can be regarded as a specialized relation chain, with
only one relation between entities and all entities
known. All samples in the prompt are selected
from the complete MQuAKE-CF dataset, ensuring
they are distinct from the test samples.

Prompt for Transforming the Edited Sentences to Triples

Sentence: The headquarters of University of Cambridge is located in
the city of Washington, D.C.

Relation Chain: University of Cambridge->headquarters location-
>Washington, D.C.

Given the above samples, please help me analyze the relation chain
of the following sentence. All the relations should be selected from
['country of origin','sport’, ...].

Sentence: The chief executive officer of Boeing is Marc Benioff
Relation Chain:

Figure 4: The prompt used for transforming edited fact
sentences to triples.

Prompt for Transforming the Question Sentences to Relation Chains

Question: What is the birthplace of the author of "The Little Match
Girl"?

Relation Chain: The Little Match Girl->author->?x->place of birth-
>?y

Given the above samples, please help me analyze the relation chain
of the following sentence. All the relations should be selected from
['country of origin','sport’, ...].

Question: What is the continent where the CEO responsible for
developing Windows 8.1 was born?

Relation Chain:

Figure 5: The prompt used for transforming question
sentences to relation chains.

Prompt for LLM-based QA

Facts: Hans Christian Andersen was born in the city of Brittany
Question: What is the birthplace of the author of "The Little Match
Girl"?

Answer: Brittany

Facts: Windows 8.1 was developed by Boeing; The chief executive
officer of Boeing is Marc Benioff; California is located in the
continent of Europe; Marc Benioff was born in the city of California
Question: What is the continent where the CEO responsible for
developing Windows 8.1 was born?

Answer:

Figure 6: The prompt used in LLM-based QA.

A.2 Relations

After filtering by GPT-3.5-Turbo, the first 50
relations utilized in MQuAKE-CF dataset are:
['country of origin’,’sport’, ’country of citizen-
ship’, ’capital’, ’continent’, ’official language’,
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"head of state’, "head of government’, ’creator’,
“country’, "author’, "headquarters location’, ’place
of birth’,’spouse’, ’director / manager’, religion
or worldview’, ’genre’, ’work location’, ’per-
former’, manufacturer’, ’developer’, ’place of
death’, ’employer’, ’educated at’,”member of sports
team’, ’head coach’, ’languages spoken, writ-
ten or signed’, ’notable work’, ’child’, *founded
by’, ’location’, ’chief executive officer’, ’original
broadcaster’, *chairperson’, *occupation’, *position
played on team / speciality’, member of’, ’lan-
guage of work or name’, ’director’, ’league’, "home
venue’, 'native language’, ’composer’, *place of
origin (Switzerland)’, ’officeholder’, religious or-
der’, *publisher’, ’original language of film or TV
show’, ’ethnic group’, military branch’].

After GPT-3.5-Turbo filtering, the MQuAKE-T
dataset includes a total of 35 relations. The relation
list is ["head of government’, *country of citizen-
ship’, "head of state’, ’country of origin’, ’country’,
“headquarters location’, ’location’, ’sport’, ’per-
former’, *genre’, ’developer’, ’employer’, manu-
facturer’, ’place of death’, *place of birth’, "author’,
’member of’, ’capital’, 'member of sports team’,
"chief executive officer’, 'notable work’, ’director /
manager’, ’original broadcaster’, ’creator’, work
location’, ’educated at’, ’located in the administra-
tive territorial entity’, "head coach’, ’place of pub-
lication’, ’location of formation’, ’director’, ’pro-
ducer’, ’transport network’, *continent’, *child’]

A.3 Further Details

All experiments are conducted on NVIDIA RTX
AS5000 GPUs, with the temperature of LLMs set to
0 across all tasks.
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