Under review as a conference paper at ICLR 2026

FLOW ACTOR-CRITIC FOR OFFLINE REINFORCEMENT
LEARNING

Anonymous authors
Paper under double-blind review

ABSTRACT

The dataset distributions in offline reinforcement learning (RL) often exhibit com-
plex and multi-modal distributions, necessitating expressive policies to capture
such distributions beyond widely-used Gaussian policies. To handle such complex
and multi-modal datasets, in this paper, we propose Flow Actor-Critic, a new actor-
critic method for offline RL, based on recent flow policies. The proposed method
not only uses the flow model for actor as in previous flow policies but also exploits
the expressive flow model for conservative critic acquisition to prevent Q-value
explosion in out-of-data regions. To this end, we propose a new form of critic
regularizer based on the accurate proxy behavior model obtained as a byproduct of
flow-based actor design. Leveraging the flow model in this joint way, we achieve
new state-of-the-art performance for test datasets of offline RL including the D4RL
and recent OGBench benchmarks.

1 INTRODUCTION

Offline Reinforcement Learning (RL) seeks an optimal policy from a pre-collected dataset without ad-
ditional environment interactions, which may be costly or unsafe in real-world situations (Lange et al.|
2012} [Levine et al.,|2020). Despite such advantages, offline RL suffers from value overestimation for
out-of-distribution (OOD) actions due to its limited dataset coverage, which degrades performance.
Many methods have been proposed to deal with this OOD value overestimation based on techniques
such as constraining the target policy near the behavior policy of the dataset (Kumar et al.l 2019;
Fujimoto et al., 2019} |Wu et al., [2022; [Fujimoto & Gu, |2021}; Nair et al.,2020) or suppressing the
value function in the OOD region with penalization (Kumar et al., 2020; [Mao et al.,[2023)). These
methods have been shown to be effective for many offline RL tasks.

As offline RL datasets accumulate and grow diverse, however, their behavioral distributions become
complicated and sometimes multi-modal. Thus, simple behavior policy modeling becomes insufficient
and more expressive policies are required to model the behavior policy and its support. For example,
diffusion policies adopted from the vision domain have garnered strong attention from the RL
community as a candidate for expressive policies (Wang et al., 2022; |Chen et al.| 2022} [Hansen-
Estruch et al.}[2023;|Chen et al.,[2023;|Zhang et al.| [2025). Diffusion policies learn the underlying data
distribution using forward and reverse processes and can be trained efficiently by score matching with
noise models (Ho et al.}[2020; [Song et al.,2020). They have shown impressive offline performance.
Even with this advantage, diffusion models have a limitation that they can be used to construct an
actor capable of sampling actions close to the behavior policy, but the iterative nature of multi-step
processing of diffusion policies makes policy optimization computationally heavy.

Therefore, |Park et al.[| (2025) recently adopted the flow model (Dinh et al., 2014} Rezende et al.,
2014; Dinh et al.| [2016)) as an alternative for expressive policies. Although their work proposed
one-step flow actor and demonstrated promising results, they did not exploit the full advantage of
the flow policy. They only considered the actor design to maximize the conventional Q function
under a constraint on the distance of the target policy from a flow-based behavior policy estimate, but
overlooked the key fact that an accurate behavior density estimate itself is available with the flow
model in contrast to diffusion models.

In this paper, we adopt the flow model and fully exploit it in a joint way to optimize an offline RL
policy. We not only use the flow behavior policy model as the distance anchor of the target policy but
also use it for Q function penalization in the OOD region by identifying the OOD region based on the
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flow behavior density. Note that it has long been considered in offline RL that identifying the OOD
region is difficult, and many previous works circumvent this difficulty with indirect methods (Kumar
et al.;,2020; Mao et al.| 2023; |Wu et al., 2022)). However, the highly expressive flow behavior model
and accompanying density provide us with a rare opportunity to directly tackle this problem. Our
flow actor-critic (FAC) designed in such a way exhibits outstanding performance in many current
offline benchmark tasks.

2 PRELIMINARIES

2.1 OFFLINE REINFORCEMENT LEARNING

An RL problem is formulated as a Markov Decision Process (MDP) M = (S, A, P, pg,r,7), where
S is the state space, A is the d 4-dimensional action space, P (s'|s, a) is the transition dynamics, pg
is the initial state distribution, (s, a) is the reward function, and -y is the discount factor (Sutton
et al.,|1998)). The goal of offline RL is to find a policy 7w : S — A (.A) that maximizes the expected
discounted return J(mp) = E, pr [> oo ¥'7(s¢e,a¢)] from a static dataset D = {(s,a,r,s')}
collected by an unknown underlying behavior policy S. For a policy , the action value function is
defined as Q™ (s,a) = E [>_,2, 7'7(st,at)|s0 = s,a0 = a] and can be estimated by iterating the
Bellman operator 77Q(s,a) = r(s,a) + YEy < p(.|s,a),a’~n(|s) [@R(ssa")].

Support-Constrained Policy Optimization. The main challenge of offline RL is ()-value overes-
timation in the OOD action region outside the support of 5 (Kumar et al.,|2020; Mao et al., 2023)).
A typical approach to this problem is policy optimization under a distance constraint between the
target policy and the behavior policy (Fujimoto et al., 2019; Peng et al., 2019; [Wu et al., [2019} [2022)):

max Esp anr [Q(s,a)] st Esup[D(n(-|s), B(-]s))] < 9, (1)

where D is some distance or divergence measure. The rationale behind eq. (I) is that by restricting
the distance of 7 from S, the action from 7 does not fall into the OOD region of the estimated @,
avoiding the overestimated region of (). Practically, the hard constraint in eq. (I) is replaced with a
regularization term, yielding the following policy optimization (Kumar et al.,|2019; [Fujimoto & Gul
2021):

max Eonpar [Q(5,0)] = AEaun [D (n(:[s), B(1s))], @)

where A\ > 0 is a regularization coefficient. Note that eq. (2 can be viewed as the Lagrangian of the
problem ().

2.2 FLOW MODELS AND FLOW-BASED POLICIES

Normalizing flows are a popular framework for modeling complex data distributions (Dinh et al.|
2014; Rezende et al.,|2014). A continuous normalizing flow (CNF) is defined as a bijective function
¢y : RY — R? (Chen et al., [2018), specified by a time-dependent vector field v,, via the 1st-order
ordinary differential equation:

L 6u(@) = vu(0u(a)), dolw) =1, G
yielding
Tu = bu(z0) = 70 + / vu(wy)dt. 4
0

Given data samples 21 ~ p1(x) and a simple base distribution p (e.g., standard normal), we want
to learn the mapping ¢,, such that ¢g(zg) = xo at time u = 0 is transported to ¢ (zo) = x; at
time u = 1. Since ¢1(+) is a deterministic function, the density of p; can easily be computed

by the change of variables: logpi(z1) = logpo(zg) — log ’det (%(w“)) ‘ It is shown that the

determinant of the Jacobian can be replaced with the divergence of the vector field v,, (Chen et al.,
2018; Ben-Hamu et al.l 2022)). Thus, the data distribution density can be written as log p; (z1) =

10gp0 55'0 fO xy " Vu xu)du

A recent efficient way to learn a flow for a set of pairs {(z, 1)} is flow matching (FM), not requiring
complicated likelihood maximization (Lipman et al., 2022). FM learns the velocity field such that for
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a pair (xo, x1), the instantaneous movement velocity vector v, (z,,) matches the overall displacement
vector 1 — x¢ along the points on the line connecting z( and z1, i.e., z,, = (1 — u)zo + uxy. Thus,
when the velocity vector field is parameterized with 6, the loss for learning 6 is given by

i By tnie([0.1]). 1 ~p1 (@), zo~poe) [[V6(@us 1) = (21 = 20) 5], ®)
Once vy is trained, samples from p; can be generated by solving eq. @) with an integral solver by
setting 4 = 1, and the density of the samples is available as aforementioned.

Flow-based Policy. Constructing a policy from the flow model is straightforward. One can define the
flow function from the action space to the action space, depending on both time u and state s. Then,
by pairing z ~ N(0, I) and action a (from the behavior policy), the corresponding velocity vector
field parameterized with 1) is learned with the following loss (Lipman et al., 2022} [Park et al. [2025):

m,gn ]E(s,a)ND,ZNN(o,I),uNUnif([o,l]) [va(&u; s,u) — (@ — z)||§] ) (6)

where a,, = (1 — u)z + ua. We refer to the so-learned flow policy with (s, a) ~ D as the behavior
proxy policy 3y (-|s). Then, the behavior proxy density is given by

1
log By (als) = log po(%) —/ Vo - Uy (ay; s,u)du. )
0

One thing to note is that samples from a flow policy are stochastic samples for given s due to the
initial condition z ~ A/(0, I) even though the flow function itself is deterministic. Thus, we will use
the notation a(s, z) to show this dependency in the case of flow action, if necessary.

3 MOTIVATION: STRENGTH OF FLOW BEHAVIOR PROXY DENSITY

Now let us investigate how well the flow behavior proxy policy Bw (+|s) tracks the actual behavior
policy § in terms of both sampling and density estimation. For this, we conducted an experiment
with 8 being a 2-D Gaussian mixture with four modes, as shown in the leftmost plot in Fig. |1} For
comparison, we considered four other behavior cloning (BC) models: simple Gaussian, conditional
VAE (Kingma & Welling| 2013), and diffusion models with 10 and 50 denoising steps (Ho et al.}
[2020; [Sohl-Dickstein et al.} 2015} [Wang et al.| [2022). For the flow model, we used the Euler method
with 10 steps as an integral solver for both sampling and density evaluation (Lipman et al.} 2022}
2018). The results are shown in Fig. [T} In the case of VAE and diffusion models, we show
the ELBO since the density is not directly available. (Details of the experiment are in Appendix [D])

As expected, simple Gaussian with single mode cannot distinguish the in-distribution (ID) region
with its peak at the center of the four true modes on which the actual density is almost zero. VAE
finds the four modes but generates noticeable samples outside the dataset support. Furthermore,
amortized inference places probability density in low-density areas when the latent variable does not
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Figure 1: BC models on a synthetic four-component Gaussian mixture dataset: Top row - samples
from each BC model. Bottom row - log-density or ELBO plot.
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match the true posterior distribution, and hence the obtained ELBO is quite different from the true
density as seen in the bottom row of the figure. The diffusion model with 50 denoising steps tends to
generate samples within the in-distribution region, while the performance degrades with 10 denoising
steps. Note that the obtained ELBO of density is bad, almost not separating the four modes to make
it not suited for a density estimator, whereas the sampling performance is satisfactory. In contrast,
the flow behavior proxy model shows good sampling performance and, importantly, yields a very
strong estimate of the true density. Thus, the flow model can be used not only for an actor but also as
a density estimator that can be used to distinguish the ID and OOD regions. In the following section,
we present our algorithm to design both actor and critic, exploiting these two facts.

4 METHOD: FLOW ACTOR-CRITIC

4.1 CRITIC PENALIZATION WITH FLOW BEHAVIOR PROXY DENSITY

A typical way to prevent overestimation of Q values in the OOD region for offline RL is to learn a
penalized Q function. CQL (Kumar et al.| 2020) and SVR (Mao et al.l [2023), two representative
methods, use the following losses:

min 0 (Eoep anr [Q(5: @) = Eanp anp [Q(s, 0)]) + TD Loss

and

¢(als)
Blals)

respectively, where the TD loss is given by E 4 s/wp [(Q(s7 a) —T7Q(s, a))ﬂ, and ((als) in SVR

is a distribution covering the entire action range. It is known that the CQL penalization does not
properly implement the correct Bellman operator in the ID region (Mao et al.|[2023)). SVR fixes this
problem by using the difference of importance sampling (IS) integration when 3 does not dominate (.
Although SVR circumvents direct OOD region identification intelligently using the IS technique, the
main drawback is simple modeling of 3, such as Gaussian density, required to compute the IS ratio.
As seen in the previous section, when the true behavior distribution is complicated and multi-modal,
Gaussian modeling places high non-zero density on regions with nearly zero actual density. In such
cases, the IS ratio blows up incorrectly, and the performance can deteriorate severely.

l’I’lQiIlOé (ESND,GNC[(Q(Sa a) - szn)Q] - IEsr\/D,aNB |: (Q(Sa Cl) - szn)2:|) + D LOSS;

With the flow behavior proxy density Bw, a strong estimator for the 10
true behavior density S at our hands, we can directly identify the ID y P
and OOD regions and control the Q penalization term. To this end, we 0s

0.2

define the weight wh (s,a) as

0.0+

05 1.0 15 2.0
Ble

w (s,a) = max(0, 1 — (By(als)/e)) forsomee>0. (8) Figure 2: weight w?

The weight wh (s, a) vanishes in the well-supported region with Bw (als) > €, and increases linearly

as 3 decreases below the threshold e towards zero. The threshold e is introduced because j3,; is not
perfect even though it is strong. We want to exclude the weak spurious density from the ID region
but gradually. With this weight, we propose the following loss for critic learning:

min 0 Eqp, avr [wﬁ’w (5,0)Q(s, a)} 4 TD Loss, ©9)

where a > 0 controls the strength of penalization. In eq. (9, our penalization term is not in the
form of some difference as in CQL or SVR, but directly pinpoints the OOD region based on the
strong behavior density estimator Bz/w When Bw (als) > e, i.e., a € support(/5) with confidence, the
penalization term disappears. However, the penalization term gradually kicks in as the confidence
decreases below e.

Proposition 1. Let 3 be the underlying behavior policy, 3 be our proxy for B, w be the learned actor,
and Q) be the value function of . Consider the original Bellman operator T™Q(s,a) = r(s,a) +
VEg o P(|5,a), ar~r(|s) [Q(8's a")]. Then, in the tabular setting without function approximation, the
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objective (9) yields the following operator:
T7Q(s,a) if Blals) = e, Blals) >0
TieQUoi) = { T7Qs0) — § (5212 ) flals) <, Blals) >0 (10)
oo if Blals) = 0.

unless B(als) = 0 and wé(s, a) = 0 simultaneously.

Proof of Proposition [1fis in Appendix Note that it is highly unlikely that we have 3(a|s) = 0 and

w”(s,a) = 0 simultaneously by the definition of the weight w®* (s, a). The operator associated with
our new penalization maintains the original Bellman operator inside most of the ID support region,
while strongly suppressing the Q value in the OOD region. Furthermore, for a weak confidence of
the estimator, it gradually suppresses the Q value according to its confidence. Thus, when the proxy

ﬁw is a strong estimator of (3, the proposed penalization works properly.

Note that in our critic penalization, determining € is important. We consider two dataset-driven
methods for € design: (1) dataset-wide constant threshold min 4)~p By (a|s) and (2) batch-adaptive

threshold j3,,(a|s) using mini-batch samples B = {(s,a)} from D. The dataset-wide threshold
is robust when the underlying behavior density is sharp, being suited to datasets with wide state
coverage and low action diversity, and the batch-adaptive threshold adapts to local coverage and
multi-modality, being suited to datasets with limited state coverage and high action diversity. This
€ design based on minimum over the dataset ensures that thresholding with e does not exclude some
of the actual ID region of the dataset.

4.2 ENHANCED FLOW ACTOR OPTIMIZATION

The typical offline RL actor optimization is done with the objective (2). That is, the objective is to
maximize Q value while keeping near the behavior policy 3. One can apply this offline actor design
principle to flow-based actor (Park et al.,[2025)). In this case, the flow behavior proxy policy Bd, is
learned as described in Section[2.2] Then, the objective (2)) for the actual target policy 7y can be
implemented as follows (Park et al.| 2025):

H}%XESND@NW{; [th(S, O/)] - )‘ESN'D,ZNN(O,I) [HCL@(S, Z) - aw(s, Z)Hg} ) (1 1)

where ag (s, z) and ay (s, z) denote actions generated by 7y and Bd, given (s, z), respectively. Here,
ay (a, z) is realized with velocity modeling @ and integration (4) for full expressibility. However,
the target policy my implementation is simplified because the numerical multi-step integration based
on velocity modeling makes gradient backpropagation complicated. Thus, [Park et al.|(2025) used a
one-step flow policy, which transports z directly to a viaa flow ag( - ;s,u=1): A > A: z — a.
Although this one-step flow policy 7y has less expressibility than the multistep behavior proxy policy
Bw, it still has sufficient capability to express multi-modality, as shown in Appendix [C| Thus, we
adopt this one-step flow policy as our actor too.

In most cases of policy optimization via Q maximization with a distance constraint like
including Park et al.| (2025), simple Q¢(s, a), just trained with the Bellman error
Eg,a,50~p [(Qs(s,a) — T™Qj(s,a))?], is used, where ¢ is the target Q network parameter. The
rationale behind this is that the distance regularization term in (IT)) attracts the policy to the behavior
support although the Q function is overestimated in the OOD region. However, when near-optimal
actions are rare compared to sub-optimal ones in the dataset, weak regularization in drives value
maximization toward the OOD region on which unpenalized )4 has overestimated values, yielding
wrong actions. On the other hand, strong regularization induces the actor to imitate sub-optimal
actions mostly. In such cases, if we use weak distance regularization and a Q function well-penalized
at the OOD region in (TIJ), then maximizing such a Q function yields good actions within the ID
support. For such an idea to work, we need a Q function estimate precisely penalized at the OOD
region. Therefore, we use the critic penalized with highly expressive flow behavior proxy proposed
in Section4.T] We name this new actor-critic structure for offline RL based on the flow model flow
actor-critic (FAC). It will be shown that FAC sets new state-of-the-art performance for difficult tasks
of the OGBench in the experiment section soon.
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4.3 PRACTICAL IMPLEMENTATION

The practical implementation of FAC is provided in Algorithm[I} The proposed method comprises
three key components: a flow behavior proxy policy, a one-step flow actor, and twin critics to ensure
stable () value estimation (Fujimoto et al.| [2018)). The training procedure consists of two stages.

In the first stage, we train a flow behavior proxy policy Bw by eq. @ After training the proxy policy,
we evaluate behavior proxy density by eq. (/) for all state-action pairs in the dataset and store these
evaluations along with the transitions. These stored evaluations as the dataset-driven threshold allow
efficient identification of ID and OOD regions in the subsequent training stage.

In the second stage, we train penalized critics and a one-step flow actor concurrently. That is, the
critics Q4 are trained by eq. (9) with target critics for stable learning. The proposed critic penalization
applies behavior-aware weights derived from the behavior proxy density, both for the actor actions
and for the stored evaluations in the dataset. The actor 7 is trained by eq. (TT).

Algorithm 1: Flow Actor-Critic

Initialize one-step flow policy network 7, critic networks Q¢, , Q. , target networks Qg , Q3. and flow

behavior proxy network Bw
for each iteration do
Sample (s,a) ~ D, z ~ N(0,1), u ~ Unif ([0, 1]).

| Update Bw with eq. (@)

Q

ompute {3, (a|s)} for the samples in D by eq. (7) and store the evaluations to D.
for each iteration do

Sample (s,a,r,s") ~ D, z ~ N(0,T) and compute e.

Update Qg, witheq. (9), i€ {1,2}.

Update g with eq. ().

Gi < ppi + (1 — p)di, 1 € {1,2} for some p.

5 RELATED WORKS

Offline RL with Gaussian policies. Most methods with Gaussian policies can be grouped into two
complementary approaches: actor regularization (AR) and critic penalization (CP). AR methods
constrain the learned policy to the behavior policy in the dataset, such as TD3+BC (Fujimoto & Gul
2021)) imposing a simple behavior cloning regularizer and SPOT (Wu et al.| [2022) using VAE-based
ELBO to induce high-support actions. Other related AR methods extract the policy through value-
weighted regression (Peng et al.,[2019; Nair et al.,2020; |Lee et al.|[2021), such as IQL (Kostrikov:
et al.} [2021). On the other hand, CP methods, such as CQL (Kumar et al.,[2020), penalize value
estimates for policy actions, but the induced policy becomes overly conservative. To mitigate this,
MCQ (Lyu et al., [2022)) introduces pseudo target value, EPQ (Yeom et al.|[2024) uses state-dependent
penalty weights defined by VAE-based ELBO and a current policy, SAC-RND (Nikulin et al., [2023)
leverages RND-based anti-exploration bonus (Burda et al.,|2018)), and SVR (Mao et al., [2023)) uses
the property of importance sampling. Based on these approaches, ReBRAC (Tarasov et al., [2023)
shows that complementary use of AR and CP (Wu et al.| 2019) yields strong performance when this
joint approach is integrated with modern offline RL design choices.

Diffusion and flow-based policies. Expressive policies have recently emerged as alternatives for
modeling complex action distributions. The methods using such expressive policies can be categorized
by whether they maximize their @ function explicitly or implicitly. For diffusion-based methods,
explicit approaches, such as CAC (Ding & Jin, [2023)) and SRPO (Chen et al., [2023)), optimize
(Q-maximizing policies (Wang et al.| 2022} He et al., 2023 |Zhang et al.,2024). Implicit approaches,
such as IDQL (Hansen-Estruch et al., 2023), either use value-weighted regression (Lu et al., [2023};
Kang et al.| 2023} Ding et al.}[2024) or apply value-weighted sampling (Chen et al.,2022; |He et al.,
2024)). For flow-based methods, FQL (Park et al.l [2025)) trains a ()-maximizing policy using the
distance regularizer with a flow behavior proxy policy. Furthermore, Park et al.[(2025) has shown
that stable policy extraction for multistep flow policies is challenging: value-weighted regression
(FAWACQ), explicit ()-maximization (FBRAC), and value-weighted sampling (IFQL). Another method,
QIPO-OT (Zhang et al.,|2025)), trains a flow matching policy through value-weighted regression.
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Table 1: Evaluation over 50 singletasks of the OGBench. For each task category, we report the final
performance averaged across its 5 singletasks, over 8 seeds, with £ indicating the standard deviation.
Full evaluation results on the 50 singletasks are in Table

Gaussian Policies Diffusion Policies Flow Policies
Task Category BC IQL ReBRAC IDQL SRPO CAC FAWAC FBRAC IFQL FQL FAC (Ours)
antmaze-large-navigate 10.6 534 80.8 20.8 106 328 6.4 60.2 280 78.6 92.6+25
antmaze-giant-navigate 02 40 26.2 0.0 0.0 0.0 0.0 3.8 2.6 8.6 23.045.1
humanoidmaze-medium-navigate 2.0 32.8 21.8 0.8 14 528 19.4 38.4 604 574 75.6+3.6
humanoidmaze-large-navigate 04 24 2.6 0.6 0.2 0.6 0.2 22 11.0 42 8.3+55
antsoccer-arena-navigate 1.0 84 0.0 11.8 1.0 1.8 12.4 16.0 332 60.2 67.7+29
cube-single-play 54 830 90.6 946 79.6 852 81.2 78.6 792 958 98.8+1.4
cube-double-play 1.6 64 12.2 14.6 1.4 5.8 52 15.0 140 28.6 33.1457
scene-play 46 276 40.6 462 200 39.8 29.8 44.8 304 5538 71.3+76
puzzle-3x3-play 1.8 9.0 21.6 104 17.8 194 6.4 14.0 19.0 29.6  100.0:00
puzzle-4x4-play 02 74 14.0 29.2 10.6  14.8 0.4 13.2 252 172 323465
Average 2.8 234 31.0 229 143 253 16.1 28.6 303 436 60.3

6 EXPERIMENTS

6.1 EXPERIMENTAL SETUP

Benchmarks. We evaluate FAC on two offline RL benchmarks: recently introduced OGBench (Park
et al.,[2024) and standard D4RL (Fu et al.| |2020). OGBench offers diverse goal-conditioned locomo-
tion and manipulation environments, in which each task category consists of 5 singletask variants,
which are relatively more challenging than the DARL tasks. To align with standard offline RL, we use
50 reward based singletask variants and follow the 10 OGBench task categories. For D4RL, we use
9 MuJoCo tasks, 6 Antmaze tasks, and 8 Adroit tasks. The details are described in Appendix[G.I]

Baselines. We evaluate FAC against a total of 17 baselines and categorize them by policy class:
Gaussian, diffusion, and flow policies. For OGBench, we compare against Gaussian policy-based
baselines BC, IQL (Kostrikov et al.,[2021), ReBRAC (Tarasov et al.,[2023)), diffusion policy-based
baselines IDQL (Hansen-Estruch et al.,|2023), SRPO (Chen et al.| 2023)), CAC (Ding & Jinl, 2023)),
and flow policy-based baselines FAWAC, FBRAC, IFQL, FQL (Park et al.,2025). For D4RL, we
additionally compare against Gaussian policy-based baselines TD3+BC (Fujimoto & Gu, 2021},
CQL (Kumar et al.,[2020), MCQ (Lyu et al.,|2022), EPQ (Yeom et al.,|[2024), SAC-RND (Nikulin
et al.,|2023), SPOT (Wu et al.| [2022), and a flow policy-based baseline QIPO-OT (Zhang et al., 2025).
The details of the baselines are described in Appendix

Evaluation and hyperparameters. We report the final performance evaluated after 1M gradient
steps. All results are averaged over 8 random seeds and presented as mean + standard deviation.
For evaluation, the one-step flow policy trained by FAC samples one action at each time step. For
training FAC, we mainly tune two hyperparameters: the critic penalization coefficient « and the actor
regularization coefficient A. All remaining settings (e.g., dataset-driven threshold schemes) are fixed
per task domain. The complete configuration is in Appendix

6.2 PERFORMANCE ON THE OGBENCH BENCHMARK

The evaluation results aggregated from 50 singletasks of the OGBench are summarized in Table[T] and
the full evaluation results are in Table[3]in Appendix [F] FAC achieves the highest overall performance
across all methods. FAC yields a clear margin, compared to FQL among flow policy-based baselines,
CAC among diffusion policy-based baselines, ReBRAC among Gaussian policy-based baselines. In
particular, the comparison with Gaussian policy-based baselines highlights the benefit of expressive
policies on datasets with multi-modal action distribution, while the gap to diffusion policy-based
baselines and multi-step flow policy-based baselines (FAWAC, FBRAC, IFQL) reveals the practical
difficulty of optimizing iterative generators. Leveraging a one-step flow actor enables both FAC
and FQL to outperform other baselines. However, fusing flow-based critic penalization and actor
regularization, FAC improves performance over FQL, which is the actor regularization only.

On navigation tasks, FAC achieves the best performance on 3 out of 5 navigation tasks. Although
antmaze—-giant-navigate remains led by ReBRAC, reflecting that a joint critic penalization
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Table 2: Evaluation on 23 tasks of the DARL. We report the final performance averaged over 8 seeds,
with + indicating the standard deviation. For MuJoCo datasets, we use the following abbreviations:
m for medium, mr for medium-replay, me for medium-expert.

Gaussian Policies Diftusion Policies Flow Policies

MuJoCo Tasks TD3+BC IQL CQL MCQ EPQ SPOT ReBRAC IDQL SRPO CAC QIPO-OT FQL  FAC (Ours)
halfcheetah-m 483 474 440 643 673 584 65.6 51.0 604 69.1 54.2 60.3+1.1 65.0+15
hopper-m 59.3 663 585 784 1013 86.0 102.0 654 955 80.7 9.1 68.1+3.4 91.9+39
walker2d-m 83.7 783 725 91.0 87.8 864 82.5 825 844 831 87.6 77.2+25 85.2+09
halfcheetah-mr 44.6 442 455 568 62.0 522 51.0 459 514 587 48.0 49.3+05 55.4+27
hopper-mr 60.9 947 950 101.6 97.8 100.2 98.1 92.1 101.2 99.7 101.3 49.8+72 99.1+09
walker2d-mr 81.8 739 772 913 853 91.6 713 85.1 84.6  79.5 78.6 53.1+79 83.0+5.8
halfcheetah-me 90.7 86.7 91.6 875 957 869 101.1 959 922 843 94.5 99.6+6.5 101.9+56
hopper-me 98.0 91.5 1054 111.2 108.8 99.3 107.0 108.6 100.1 100.4 108.0 83.1+170  104.2+46
walker2d-me 110.1 109.6 108.8 114.2 112.0 112.0 111.6 112.7 1140 1104 110.9 106.1+1.8  108.4+0.6

Average 753 770 77.6 835 90.9 859 88.5 82.1 87.1 85.1 86.4 71.8 88.2

Gaussian Policies Diffusion Policies Flow Policies

Antmaze Tasks TD3+BC IQL CQL MCQ EPQ SAC-RND ReBRAC IDQL SRPO CAC QIPO-OT FQL FAC (Ours)
umaze 78.6 87.5 740 983 994 97.0 97.8 940 97.1 758 93.6 96.0 98.5+3.0
umaze-diverse 714 622 84.0 80.0 783 66.0 88.3 802 821 776 76.1 89.0 93.5+6.0
medium-play 10.6 712 612 525 85.0 38.5 84.0 845 80.7 56.8 80.0 78.0 88.0+9.6
medium-diverse 3.0 70.0 537 375 86.7 74.7 76.3 848 750 0.0 86.4 71.0 85.0+73
large-play 0.2 39.6 158 25 400 439 60.4 635 536 0.0 55.5 84.0 90.0+4.3
large-diverse 0.0 475 149 715 367 45.7 544 679 536 0.0 32.1 83.0 88.0+6.0

Average 27.3 63.0 50.6 464 71.0 61.0 76.9 792 737 350 70.6 83.5 90.5

Gaussian Policies Diffusion Policies Flow Policies
Adroit Tasks TD3+BC IQL CQL MCQ EPQ SAC-RND ReBRAC IDQL SRPO CAC FQL FAC (Ours)

pen-human 81.8 81.5 375 68.5 83.9 5.6 103.5 76.0 69.0 64.0 53.0 73.9+147
pen-cloned 61.4 772 392 494 918 2.5 91.8 64.0 61.0 56.0 74.0 103.2+11.1
door-human -0.1 3.1 9.9 23 13.2 0.0 0.0 6.0 3.0 5.0 0.0 5.5+33
door-cloned 0.1 0.8 0.4 1.3 5.8 0.2 1.1 0.0 0.0 1.0 2.0 4.1+39
hammer-human 0.4 25 4.4 0.3 39 -0.1 0.2 2.0 1.0 2.0 1.0 8.6+54
hammer-cloned 0.8 1.1 2.1 1.4 22.8 0.1 6.7 2.0 2.0 1.0 11.0 11.1+112
relocate-human -0.2 0.1 0.2 0.1 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.6+05
relocate-cloned -0.1 0.2 -0.1 0.0 0.1 0.0 0.9 0.0 0.0 0.0 0.0 0.5+04

Average 18.0 208 11.7 154 277 1.0 25.5 18.8 17.0 16.1 17.6 25.9

and actor regularization approach can be competitive even with Gaussian policies. For higher-
dimensional humanoid tasks, FAC outperforms ReBRAC, suggesting that the expressive actor
contributes in complex action spaces. In humanoidmaze-large-navigate, FAC is slightly
below IFQL on average but matches or exceeds this baseline on 4 of the 5 singletasks (refer to Table[3]
in the appendix for details).

On manipulation tasks, FAC outperforms all baselines across the board and achieves perfect suc-
cess on puzzle-3x3-play. In particular, the puzzle-play tasks for solving lights-out puz-
zle are designed to test combinatorial reasoning and trajectory stitching, on these tasks, FAC at-
tains 238% and 11% performance improvements over the strongest baselines (FQL and IDQL) on
puzzle-3x3-play and puzzle-4x4-play, respectively.

6.3 PERFORMANCE ON THE D4RL BENCHMARK

The evaluation results on 23 tasks of the D4RL are summarized in Table@ Overall, FAC is competitive
or superior across all three domains (MuJoCo, Antmaze, Adroit), indicating that the benefit of jointly
penalizing the critic and regularizing the actor with the expressive behavior proxy policy extends
beyond the OGBench and holds under diverse reward functions and state-action distributions. Among
methods with expressive policies, FAC attains the best overall performance across all three domains.

On MuJoCo tasks with dense reward functions, it is susceptible to value overestimation for OOD
actions. It is seen that FQL exhibits sensitivity to the value overestimation bias, while FAC matches
strong Gaussian policy-based baselines (MCQ, EPQ, ReBRAC). This demonstrates that the flow-
based critic penalization in FAC successfully mitigates the value overestimation.

On Antmaze tasks, as task difficulty increases from umaze to medium to 1arge, many baselines
including the strong baselines on the MuJoCo domain, diffusion policy-based baselines, and the
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Figure 3: Ablation studies. (a) Effect of flow-based critic penalization (CP) on performance across
three offline RL tasks under IV candidate actions. (b) Performances on the default singletask of
puzzle—-3x3-play across actor regularization coefficient A and critic penalization coefficient c.

multistep flow policy-based baseline (QIPO-OT) exhibit pronounced performance degradation. In
contrast, FAC maintains robust performance against difficulty and consistently improves over FQL.

On Adroit tasks that are notoriously challenging due to the high-dimensional action space and the
sparse dataset support, FAC is comparable to the strong Gaussian policy-based baselines (EPQ
and ReBRAC) in overall performance. In particular, FAC attains substantial improvements on
pen—-cloned and hammer—human tasks.

6.4 ABLATION STUDIES

Effect of the critic penalization. We investigate the impact of the proposed flow-based critic
penalization (CP) of FAC in terms of OOD action sampling by replacing our flow-based penalized
critic with an unpenalized conventional Q estimator (i.e., reducing to FQL). For this, we sample
N € {1,10, 30,50} candidate actions a(s, z) from the one-step flow actor with N i.i.d. z for given s,
and execute arg max, Q4 (s, a) at each step for each method, with X set to its best-performing value
for fair comparison. Note that as N increases, the chance of selecting an OOD action increases and
arg max, Q4(s, a) with the unpenalized () can check this. As shown in Fig.[3a| as IV increases, FQL
exhibits significant performance degradation, showing that OOD actions are drawn even with distance
regularization. In contrast, our method maintains nearly-invariant performance with increasing
N, demonstrating our flow-based CP together with actor regularization is very powerful to handle
possibly-occurring OOD actions.

Sensitivity to o and \. FAC substantially improves performance on puzzle-3x3-play-vO0.
Fig. Bb]shows a performance heatmap across critic penalization coefficient v and actor regularization
coefficient A on this default singletask, with each cell presenting the mean =+ standard deviation over 8
seeds. A broad range of high performance appears when both « and A are jointly active and balanced.
With adequate A > 1, performance is robust over o, whereas with too small A = 0.3, performance
becomes sensitive to .. These results demonstrate that jointly applying flow-based critic penalization
and flow actor optimization produces a synergistic effect, enabling reliable support-aware flow policy
optimization in the offline RL setting.

7 CONCLUSION

We have proposed flow actor-critic (FAC), which leverages a flow behavior proxy policy jointly for
critic penalization and actor regularization. The behavior proxy policy provides tractable behavior
densities that yield confidence weights for critic penalization so that the resulting operator preserves
the original Bellman operator in confident in-distribution region and penalizes value overestimation
for out-of-distribution actions in complex and multimodal datasets. The same proxy policy anchors the
flow actor near the dataset support while keeping it sufficiently expressive to concentrate on high-value
actions. This joint approach enables flow-based actor-critic optimization that is reliably constrained
within well-supported regions. Empirically, FAC achieves consistently strong performance across
tasks of the OGBench and D4RL benchmarks, effectively handling out-of-distribution actions and
maintaining high true returns under diverse reward structures and state-action distributions.
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A LIMITATIONS

The proposed method heavily relies on the fidelity and accuracy of density evaluation of the flow
behavior proxy policy for the underlying behavior policies. When the proxy policy fails to capture
the multi-modal dataset distribution, the critic penalization with the flow behavior proxy density can
suppress values in inappropriate regions, and the distance regularization for flow actor optimization
can attract the flow actor toward the regions. Moreover, FAC provides no mechanism for beneficial
exploration, and therefore its applicability to online RL or offline-to-online RL remains uncertain.
These limitations suggest future extensions: robust learning of the behavior proxy (Liu et al.,|2022)
to enable reliable support-aware policy improvement, and efficient exploitation strategies (Haarnoja
et al.| 2018)) for flow policies.

B THE USE OF LARGE LANGUAGE MODELS

We used large language models to refine and polish our writing.

13
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C FLoW BASED CRITIC PENALIZATION AND ACTOR REGULARIZATION ON A
DIDACTIC EXAMPLE

Ground Truth AR (A=100) AR+CP (A=1)
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Figure 4: Didactic comparison of AR and AR+CP on a Gaussian mixture dataset. Leftmost: action
histogram (blue bars) in the dataset overlaid with ground-truth return (blue line). Middle: AR variants,
each with the learned ) estimate (green dashed line). Rightmost: AR+CP. Red shading marks OOD
region.

In this appendix, we investigate whether the one-step flow actor has sufficient expressibility and
whether the proposed flow-based critic penalization is effective for the flow actor. For this, we
follow the regression approach from Ball et al.|(2023)) to construct a didactic multi-modal dataset
and compare two variants: AR+CP, which uses both flow-based critic penalization (9) and flow actor
regularization @, and AR, which ablates the critic penalization.

Fig. 4] visualizes, for each variant, sampled actions and learned critic values against the ground-
truth return, with out-of-distribution (OOD) regions shaded. The one-step flow actor captures the
multi-modal action distribution in both variants, confirming sufficient expressibility on this task. The
key difference appears in critic learning. AR tends to overestimate in the OOD region, which leads
to OOD action sampling under weak regularization and to over-imitation of sub-optimal actions
under strong regularization. In contrast, AR+CP preserves accurate values on the in-distribution
(ID) region and gradually suppresses values in the OOD region, thus the actor concentrates on
the well-supported high-value region even with weaker actor regularization. These observations
demonstrate how flow-based critic penalization complements flow actor regularization by aligning
critic learning with dataset support while retaining multi-modal expressibility.

C.1 IMPLEMENTATION

Dataset. We construct a dataset by generating a single 2-dimensional state, s = [0.5, —0.5], and
1-dimensional actions from a Gaussian mixture with two modes, concretely a ~ %N (u=-03,0 =
0.004) + %N(,u = 0.5,0 = 0.01). Since the dataset contains only a single state, instead of training
the Q functions by minimizing the Bellman error, we directly provide true returns for the dataset

actions, y(a) = 30(0.6 — a)? sin(27 x a + 1.37), enabling regression.

Network architecture. We use a [256, 256, 256]-sized MLP for all neural networks. The critic
network (), takes a state-action pair (s, a) as input and outputs a scalar estimate of the true return.

The behavior proxy policy 3, takes the state s, Gaussian noise z € R?4, and flow time u € [0, 1]
as inputs and then outputs the velocity field v,,. The one-step flow policy my takes the state s and
Gaussian noise z and then outputs a single action a.

C.2 ALGORITHMS

We train the AR+CP and AR variants by adapting the task in which the Q)4 regresses to the ground-
truth returns. For the variants, we use a behavior flow proxy policy trained with the flow matching
objective (6). Here, we restate the objective.

min B q)d,enn (0,0 umnit((o,1)) (06 (@us 5,0) = (@ = 2]
We use the Euler method with 10 steps as an integral (ODE) solver for action sampling and evaluating

behavior proxy density from Bq/,. The detailed objectives for the variants are presented below.
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Actor Regularization and Critic Penalization (AR+CP). In this regression case, AR+CP is a
variant of the full method using both flow-based critic penalization and actor regularization. The
objectives are given by

max Eowp [Eanr, [Q4(5,0)] = ABeunon) [llas(s, 2) — ay(s, 2)|3]]

rgijl aEsup, amr {w’gw(&a) . Q(S,a)} +Es a0 [(Q(Sﬂ) - y(a))z}

Actor Regularization (AR). In this regression case, AR is a variant without the flow-based critic
penalization. The objectives are given by

max Egwp [Ear, [Q4(5,0)] = ABeuno.n [llag(s, 2) — ay(s, 2)|3]]

min E. o [(Q(s. @) = (@)’]
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D BEHAVIOR CLONING MODELS

In Fig. |1} we compare the flow behavior proxy model against other behavior cloning (BC) models.
Specifically, we investigate data sampling as well as log-density or Evidence Lower Bound (ELBO)
evaluations when employing a flow matching model (Lipman et al., 2022), a simple Gaussian
probability model, a conditional VAE (Kingma & Welling, [2013};|Sohn et al.,[2015)), and diffusion
models with T = {10, 50} denoising steps (Ho et al., 2020).

D.1 IMPLEMENTATION

Dataset. We construct a dataset by generating a single state, s = [0.5, —0.5,0.5, —0.5], and 2-

dimensional actions from a Gaussian mixture with four modes, a ~ + Zle N(p;, 2 = 0.0081),
where 11; € {[~0.5, —0.5],[~0.5,0.5], [0.5, —0.5], [0.5, 0.5]}.

Network architecture. We use a [512, 512, 512, 512]-sized MLP for all neural networks. For the flow
matching model, we implement one neural network: velocity prediction network that takes the state
s, Gaussian noise z € R4, and flow time u € [0, 1] and then outputs velocity estimate v, € R4,
For the Gaussian model, we use one neural network: Gaussian probability model, N (-|ug, 7). For
the conditional VAE, we implement two neural networks: (1) Encoder network that takes the state s
and one action a then outputs latent variable z, and (2) Decoder network that takes the state s and
latent variable z then outputs an action estimate. For the diffusion models, we use one neural network:
conditional e prediction network that takes the state s, diffusion time ¢, and latent variable x € R
and then outputs e-estimate.

D.2 TRAINING OBJECTIVE AND ACTION SAMPLING

Flow Matching model. We train a flow matching model with the flow matching objective (6) and
restate it:

min B a)n, a0, umtiir(lo,1)) (00 (@i s,u) = (a = 2)|2]

For action sampling, we solve the following integral equation using the Euler method with 10 steps:

1 1
azz—i—/ vudu:z—i—/ vy (ay; s, w)du,
0 0

where a, = [ vedt, and z ~ N(0, I).

Gaussian model. A Gaussian model is trained by maximizing log-likelihood:
max Ey op [log plals)] = Esanp [log N(alig(s), 4 (5))]

We can easily sample actions from the Gaussian model.

Conditional VAE model. We train Encoder and Decoder models, g4(z|s, a) and py(als, z), respec-
tively, by minimizing the ELBO of log-likelihood (Kingma & Welling} 2013). The objective is given
by

max By onp [logp(als)] > Esonp [Esng, [logpo(als, 2)] = Dielgs(zls, a)lp(2))]
where the prior distribution p(z) is set to A'(0, I).

For action sampling, we sample z ~ N (0, I), and feed the state s and z to the Decoder model.

Diffusion model. We train an e-prediction model implemented as in DDPM (Ho et al., 2020).

HEIZ)H B oUnif({1,...T}),c~N(0,1),(s,a)~D |Il€ — €o(v/ara + V1 — aye, s,t)||°] (12)

where oy =1 — B, and &y = Hizl a,. Following (Xiao et al.l 2021)) as in (Wang et al., 2022}, we

use the beta schedule §; = 1 — exp (7% _ (Bmarng)(izt*l)).
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For action sampling, we first sample a noise ar ~ N'(0,T), and then iteratively generate actions
through the reverse process of the diffusion model:

ag Bi /A
- — 60(3,%»75) + Btg
\/at \/O[t(l 7@[;)
where € ~ A(0, ). Note that in the diffusion model, the denoising time ¢ = 0 corresponds to the
data index ag, while ¢ = T' corresponds to the noise index a7, which is the opposite of the indexing
convention in flow-based models.

at71|at =

D.3 LoOG-DENSITY AND ELBO FOR ARBITRARY ACTIONS

Flow Matching model. We can directly evaluate the log-density using the Instantaneous Change of
Variables (Chen et al.|2018)), which is a property of Continuous Normalizing Flows.

. 1 d . 1
logplals) =Togpo(2) + | - 1ogpu(als)du =108 po(2) — [ Vay - vulauis, i
0 0

where a,, = a — fu v¢dt, and the base distribution pg is set to normal distribution. We also use the 10
step count of the Euler method. Note that 2 is obtained from a = a; due to the bijective property of
Continuous Normalizing Flows.

Gaussian model. We can easily compute log-density.
log p(als) = log N (a|pae(s), og(s))

Conditional VAE model. Since the VAE model cannot compute log-density exactly, we instead
evaluate ELBO, which is a lower bound of its log-density. Using a normal distribution as the prior
p(z) and implementing both the encoder g4 and decoder py as Gaussian probability models, ELBO
can be computed in a straightforward manner:

logp(als) > Ezng, [logpe(als, 2)] = Dki(gs(z]s, a)llp(2))

Diffusion model. Diffusion model (Sohl-Dickstein et al., [2015) defines a forward process that
gradually perturbs data to noise through a Markov chain, and a reverse process that learns to
reconstruct data by denoising procedure that inverts the forward process. In the diffusion model, its
log-likelihood is optimized via a variational lower bound (ELBO).

DDPM (Ho et al.| [2020) simplifies the ELBO by reparameterizing the reverse process as the e-
prediction objective (12)), which allows the ELBO to be expressed in a tractable form while retaining
its variational interpretation.

In the RL setting, we define the forward process q(a¢|a;—1,s) = N (as; /1 — Bras—_1, B¢ 1) and the
reverse process pg(as—1|at, s) = N(as—1; po(s, as, t), Xo(s, az, t)), following (Sohl-Dickstein et al.|
2015). We therefore compute the ELBO as follows:

po(ao.r|s) }
logp(als) > E, |log ————~
gp(als) > E, { gq(a1:T|a075)

=E, [logps(aolar,s) = > Dxr(q(ar—1lar, ao, s)||pe(ai-1lat, s))
t>1

— Dx(q(ar|ao, 5)[lp(ar))], (13)
where p(ar) is a normal distribution.

We already have the predefined beta schedule {/3;} and the trained e-prediction model, we can choose
the forward process as in DDPM (Ho et al., 2020):

po(ar—1las, s) = N(ar—1; po(s, az, t), B 1),
1—ay_1
1—a,

where Bt =

Using notable properties of the diffusion model (Sohl-Dickstein et al., 2015)
q(at|ao, s) = N (as;Varao, (1 — ay)I)
q(ai—1las, ag,s) =N (at—ﬁ/]t(atv@O)aBtI) )
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v O” 1[3 Lag + F(l aat 1 g, and the KL- divergence between two multivariate

where ji;(as, ag) =
Gaussian dlstrlbutlons DKL(N(ul, )||N(u2, 9)),

1 det (X
D (M [N2) = 5 {tr (35"51) + (2 — 1) " 25" (2 — pa) — dua + log d:tng; }

where d 4 denotes the dimension of the action space, each term of the ELBO can be computed as

- /1'9(87 ai, 1)”2

d -
log pg(aolai, s) = —7A log(2731) —

[l (ata aO) - MQ(Svatvt)HQv

Dk (q(at—1l]as, ag, s)||pe(at—1]as, s)) =

Di(g(arlao, s)lplar)) = 5 (arag ap — da (ar + log(1 — ar))
cols,

where ,U/Q(S,at,t) = 1at (a/t - \/7 S, G, ))
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E PROOF

Proposition 1. Let 3 be the underlying behavior policy, B be our proxy for B, w be the learned actor,
and @ be the value function of . Consider the original Bellman operator T™Q(s,a) = r(s,a) +
YEg o P(|s,0), a’~r(|s) [Q(S', a")]. Then, in the tabular setting without function approximation, the
objective (]2) yields the following operator:

T7Q(s,a) if Blals) > €, Blals) >0
TacQ(s,a) = S T™Q(s,a) — § (W) if Blals) <e, Blals) >0 (10)
—00 if Blals) =0.

unless B(als) = 0 and w'é(s, a) = 0 simultaneously.

Proof. In the tabular setting, we can replace a ~ D with a ~ j. Then, the objective (9) can be
rewritten as

aEsup, grr {w'é(s, a) - Q(s, a)] +Esp,anp |(Q(s,a) — TTQ(s, a))z]

(als) ot
e Q) + (@) - T (14)

=Esup,a~p |:Oé wﬁ(s, a)
We set the derivative of (T4) to zero:

wB(s,a)w(a\s)
B(als)

leading to the solution Q*(s, a), given by

(&7 wé s,a)mials
@ (5.0) = TEcQ(s. @) = TQ(s.0) = & (HH> |

+2(Q(s,a) = T"Q(s,a)) =0,

2 Blals)
Now consider three cases:
i) When f(als) > e and B(als) > 0, w?(s,a) = 0. So, TieQ(s,a) = T™Q(s, a).
ii) When B(als) < e and B(als) > 0, wP(s,a) > 0. So, TAcQ(s,a) = TQ(s,a) —

a wé(s,a)ﬂ'(a|s)

2 B(als)

iii) When f(als) = 0, the ratio 7(a|s)/B(a|s) = oo for any a with wB(s, a)m(als) > 0. Then, its
negative becomes —
The only case requiring special care is that 7(a|s) > 0 and $(a|s) = 0 and w? (s,a) = 0 simultane-
ously. The ratio w” (s, a)/3(als) may cancel out for 3(a|s) = 0 and w”(s,a) = 0. But, it is highly
unlikely that we have 3(a|s) = 0 and w” (s, a) = 0 simultaneously by the definition of the weight
w?(s,a).

O
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F ADDITIONAL RESULTS

Table [3] presents evaluation results on the 50 singletask variants in the OGBench. For each task
category, we select the best hyperparameters on its default task and evaluate the remaining tasks with
the same ones. The detailed experimental settings are provided in Appendix[G.3]

Table 3: Full evaluation results on the OGBench. (x) indicates the default task in each task category.
We report the final performance averaged over 8 seeds, with & indicating the standard deviation.

Gaussian Policies Diffusion Policies Flow Policies
Task BC IQL ReBRAC IDQL SRPO CAC FAWAC FBRAC IFQL FQL FAC (Ours)
antmaze-large-navigate-singletask-task 1-v0 () 0 48 91 0 0 42 1 70 24 80 94.03.0
antmaze-large-navigate-singletask-task2-v0 6 42 88 14 4 1 0 35 8 57 86.0+57
antmaze-large-navigate-singletask-task3-v0 29 72 51 26 3 49 12 83 52 93 97.5+21

antmaze-large-navigate-singletask-task4-v0 8 51 84 62 45 17 10 37 18 80 89.5+77

antmaze-large-navigate-singletask-task5-v0 10 54 90 2 1 55 9 76 38 83 96.0+4.8
antmaze-giant-navigate-singletask-task1-v0 (x) 0 0 27 0 0 0 0 0 0 4 6.5+52

antmaze-giant-navigate-singletask-task2-v0 0 1 16 0 0 0 0 4 0 9 37.5+150
antmaze-giant-navigate-singletask-task3-v0 0 0 34 0 0 0 0 0 0 0 0.5+1.4

antmaze-giant-navigate-singletask-task4-v0 0 0 5 0 0 0 0 9 0 14 20.0+17.9
antmaze-giant-navigate-singletask-task5-v0 1 19 49 0 0 0 0 6 13 16 50.5+29.4
humanoidmaze-medium-navigate-singletask-task1-v0 (x) 1 32 16 1 0 38 6 25 69 19 71.5+147
humanoidmaze-medium-navigate-singletask-task2-v0 1 41 18 1 1 47 40 76 85 94 88.0+12.1
humanoidmaze-medium-navigate-singletask-task3-v0 6 25 36 0 2 83 19 27 49 74 95.5+33

humanoidmaze-medium-navigate-singletask-task4-v0 0 0 15 1 1 5 1 1 1 3 25.0+90
humanoidmaze-medium-navigate-singletask-task5-v0 2 66 24 1 3 91 31 63 98 97 98.0-+2.1

humanoidmaze-large-navigate-singletask-task 1-v0 (x) 0 3 2 0 0 1 0 0 6 7 15.0+198
humanoidmaze-large-navigate-singletask-task2-v0 0 0 0 0 0 0 0 0 0 0 0.0+£00

humanoidmaze-large-navigate-singletask-task3-v0 1 7 8 3 1 2 1 10 48 11 20.5+18.4
humanoidmaze-large-navigate-singletask-task4-v0 1 1 1 0 0 0 0 0 1 2 4.5:112

humanoidmaze-large-navigate-singletask-task5-v0 0 1 2 0 0 0 0 1 0 1 1.5+2.1

antsoccer-arena-navigate-singletask-task 1-v0 2 14 0 44 2 1 22 17 61 77 82.0+438
antsoccer-arena-navigate-singletask-task2-v0 2 17 0 15 3 0 8 8 75 88 93.5+42
antsoccer-arena-navigate-singletask-task3-v0 0 6 0 0 0 8 11 16 14 61 62.5+115
antsoccer-arena-navigate-singletask-task4-v0 (x) 1 3 0 0 0 0 12 24 16 39 53.0+56
antsoccer-arena-navigate-singletask-task5-v0 0 2 0 0 0 0 9 15 0 36 47.5+153
cube-single-play-singletask-task 1-v0 10 88 89 95 89 71 81 73 79 97 99.0+1.9
cube-single-play-singletask-task2-v0 () 3 85 92 96 82 80 81 83 73 97 100.0-0.0
cube-single-play-singletask-task3-v0 9 91 93 929 96 98 87 82 88 98 100.0+0.0
cube-single-play-singletask-task4-v0 2 73 92 93 70 91 79 79 79 94 98.5430
cube-single-play-singletask-task5-v0 3 78 87 90 61 80 78 76 77 93 96.5+33
cube-double-play-singletask-task1-vO 8 27 45 39 7 21 21 47 35 61 60.0+11.3
cube-double-play-singletask-task2-v0 (x) 0 1 7 16 0 2 2 22 9 36 37.5+100
cube-double-play-singletask-task3-v0 0 0 4 17 0 3 1 4 8 22 31.5+108
cube-double-play-singletask-task4-v0 0 0 1 0 0 0 0 0 1 5 4.0+37

cube-double-play-singletask-task5-v0 0 4 4 1 0 3 2 2 17 19 32.5462
scene-play-singletask-task 1-v0 19 94 95 100 94 100 87 96 98 100 100.0+0.0
scene-play-singletask-task2-v0 (x) 1 12 50 33 2 50 18 46 0 76 100.0-0.0
scene-play-singletask-task3-v0 1 32 55 94 4 49 38 78 54 98 97.0+28
scene-play-singletask-task4-v0 2 0 4 0 0 6 4 0 5 58.0+38.4
scene-play-singletask-task5-v0 0 0 0 0 0 0 0 0 0 0 1.5+42

puzzle-3x3-play-singletask-task1-v0 5 33 97 52 89 97 25 63 94 90 100.0-00
puzzle-3x3-play-singletask-task2-v0 1 4 1 0 0 0 4 2 1 16 100.0+0.0
puzzle-3x3-play-singletask-task3-v0 1 3 3 0 0 0 1 1 0 10 100.00.0
puzzle-3x3-play-singletask-task4-v0 (x) 1 2 2 0 0 0 1 2 0 16 100.0+0.0
puzzle-3x3-play-singletask-task5-v0 1 3 5 0 0 0 1 2 0 16 100.0-0.0
puzzle-4x4-play-singletask-task1-v0 1 12 26 48 24 44 1 32 49 34 52.0+25.1
puzzle-4x4-play-singletask-task2-v0 0 7 12 14 0 0 0 5 4 16 7.5+15

puzzle-4x4-play-singletask-task3-v0 0 9 15 34 21 29 1 20 50 18 62.0+134
puzzle-4x4-play-singletask-task4-v0 (x) 0 5 10 26 7 1 0 5 21 11 35.0+124
puzzle-4x4-play-singletask-task5-v0 0 4 7 24 1 0 0 4 2 7 5.0+5.1
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G EXPERIMENTAL DETAILS

We implement the proposed algorithm in JAX (Bradbury et al.,[2018) on top of an official implemen-
tation of |Park et al.| (2025).

G.1 BENCHMARKS

We evaluate our proposed method on 50 singletasks of OGBench (Park et al.,|2024) and 23 tasks of
D4RL (Fu et al.l [2020).

OGBench. We evaluate FAC across the following tasks from 10 navigation and manipulation
environments:

* antmaze-large-navigate-singletask-task{1l,2,3,4,5}-v0

* antmaze—giant-navigate-singletask-task{1l,2,3,4,5}-v0

. humanoidmaze—medium—navigate—singletask—task{l ,2,3,4, 5}—VO

* humanoidmaze-large-navigate-singletask-task{1,2,3,4,5}-v0

* antsoccer—-arena-navigate-singletask-task{1,2,3,4,5}-v0

* cube-single-play-singletask-task{1,2,3,4,5}-v0

. cubefdoublefplayfsingletaskftask{l ,2,3,4, 5}7\70

* scene-play-singletask-task{1l,2,3,4,5}-v0

* puzzle-3x3-play-singletask-task{1l,2,3,4,5}-v0

* puzzle-4x4-play-singletask-task{1,2,3,4,5}-v0
OGBench provides a suite of environments and datasets for offline goal-conditioned RL.
We use datasets from 5 navigation environments (antmaze-large, antmaze-giant,
humanoidmaze-medium, humanoidmaze-large, antsoccer—arena) and 5 manipula-
tion environments (cube-single, cube-double, scene, puzzle-3x3, puzzle—-4x4).
Each dataset offers 5 singletask variants. For offline RL evaluation, we use the reward-based
singletask variants whose rewards are relabeled to align with the singletask specification. In naviga-
tion tasks, a semi-sparse reward function is used, the agent receives a reward of 0 on successfully
reaching the goal position and -1 otherwise. In manipulation tasks, each singletask is composed of

multiple subtasks, and the agent receives the negative of the number of unsuccessful subtasks as its
reward.

The navigation environments include antmaze and humanoidmaze, where a quadrupedal agent
and a humanoid one are required to reach goal positions in a given maze, and ant soccer, where a
quadrupedal agent dribbles a ball to a goal position. The manipulation environments include cube,
where a robot arm is required to pick and place colored cubes, and scene, where a robot arm
executes a sequence of subtasks, and puzzle, where a robot arm solves a lights-out puzzle.

D4RL. We evaluate FAC across the following tasks from the MuJoCo, Antmaze, Adroit domains:

* halfcheetah-medium-v2

* hopper-medium-v2

* walker2d-medium-v2

* halfcheetah-medium-replay-v2
* hopper-medium-replay-v2

* walker2d-medium-replay-v2

* halfcheetah-medium-expert-v2
* hopper-medium-expert-v2

* walker2d-medium-expert-v2

* antmaze-umaze-v2

e antmaze-umaze-diverse-v2
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* antmaze-medium-play-v2

* antmaze-medium-diverse-v2
* antmaze-large-play-v2

* antmaze-large—-diverse-v2
* pen—human-v1l

* pen—-cloned-vl

* door—-human-v1l

* door—-cloned-vl

* hammer-human-v1l

* hammer-cloned-vl

* relocate-human-vl

* relocate-cloned-vl

D4RL provides standard offline RL datasets for locomotion (MuJoCo domain), navigation (Antmaze
domain), and dexterous manipulation (Adroit domain). In the MuJoCo domain, we evalu-
ate on halfcheetah, hopper, walker2d with three datasets medium, medium-replay,
medium-expert. medium dataset consists of transition rollouts from a partially trained be-
havior policy, and medium-replay dataset is the full replay buffer of the behavior policy, and
medium-expert dataset mixes trajectories from the medium and expert-level behavior policies.
In the Antmaze domain, we use {umaze, medium, large}-sized mazes with two datasets play
and diverse. The two datasets contain transitions to reach from start positions to goal positions.
In the Adroit domain, we use pen, door, hammer, relocate tasks with two datasets human
and cloned. The human dataset consists of tele-operated demonstrations, and the c1oned dataset
contains transition rollouts from a behavior-cloned policy trained on the human dataset.

G.2 BASELINES

We primarily present the official reported performance from each baseline paper for benchmark
datasets. For datasets that are not reported in the baseline papers, we refer to performances from
other papers reporting performance for those datasets. For datasets without reported performances
from other papers, we reproduced the results using an official implementation of baselines, tuning
hyperparameters.

Specifically, all results for our method and the reproduced baselines are reported as the mean +
standard deviation over 8 random seeds.

For OGBench, we obtain the reported performances of BC, IQL, ReBRAC, IDQL, SRPO, CAC,
FAWAC, FBRAC, IFQL, FQL from [Park et al.| (2025).

For D4RL-MuJoCo domain, we obtain the reported performance of TD3+BC, CQL from Kostrikov.
et al.| (2021). Additionally, we reproduce FQL and tune a broader range of hyperparameters than
the ones recommended in the original paper. The hyperparameters and training settings for FQL are
summarized in Table ] & [5] In particular, we consider normalizing ()-values in the actor objective,
following TD3+BC (Fujimoto & Gul, [2021). Empirically, enabling or disabling this (J-normalization
exhibits almost similar performance. To maintain consistency with default hyperparameter settings of
FQL, we therefore report results obtained without the ()-normalization in the actor objective.

For D4RL-Antmaze domain, we obtain the reported performance of TD3+BC from Kostrikov et al.
(2021), the reported performance of MCQ from |Yeom et al.[(2024)), ones of SAC-RND from (Tarasov:
et al.| 2023)), and the reported performance of CAC from the original paper and [Park et al.| (2025)).

For D4RL-Adroit domain, we obtain the reported performance of TD3+BC, IQL, SAC-RND from
Tarasov et al.[(2023) and the reported performance of IDQL, SRPO, CAC from [Park et al.| (2025).
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Table 4: Hyperparameters for FQL on the D4ARL-MuJoCo domain.

Hyperparameters Value

Learning rate 0.0003

Optimizer Adam (Kingma & Ba,[2014)
Gradient Steps 1000000

Minibatch size 256

MLP dimension [512, 512,512, 512]
Nonlinearity GELU (Hendrycks & Gimpel, |2016)
Target network smoothing coefficient 0.005

Discount factor y 0.99

Flow steps 10

Flow time sampling distribution Unif([0, 1])

Clipped double Q-learning True

BC coefficient A Table

Q-normalization in actor loss False

Table 5: BC Coefficient A for FQL on the D4RL-MuJoCo domain.

Tasks (Datasets) BC coefficient \
halfcheetah-medium-v2 3.0
hopper-medium-v2 100.0
walker2d-medium-v2 300.0
halfcheetah-medium-replay-v2 30.0
hopper-medium-replay-v2 100.0
walker2d-medium-replay-v2 300.0
halfcheetah-medium-expert-v2 30.0
hopper-medium-expert-v2 100.0
walker2d-medium-expert-v2 300.0

G.3 OUR ALGORITHM
G.3.1 IMPLEMENTATION DETAILS

We describe the implementation details for flow actor-critic (FAC).

Network architecture. We use a [512, 512, 512, 512]-sized MLP for all neural networks. We apply
layer normalization (Ba et al.l[2016) to critic networks. The critic network ()4 takes a state-action
pair (s, a) as input and outputs a scalar estimate of the expected return under the one-step flow policy

7g. The behavior proxy policy 3, takes state s, Gaussian noise z € R%4, and flow time u € [0, 1] as
inputs and outputs the velocity field v,,. The one-step flow policy 7y takes state s and Gaussian noise
z and then outputs a single action agy (s, 2).

Flow matching proxy. We use the flow matching objective @ (Lipman et al.| |2022; |Park et al.,
2025). We use the Euler method with 10 steps to sample actions a.; (s, z) and evaluate behavior proxy

density Bw(a|s).

Specifically, the proxy density can be evaluated exactly via the Instantaneous Change of Variables
(Chen et al., [2018)), which requires the divergence of the velocity field V., - v, (ay; s, ). This is the
trace of a Jacobian with respect to a,,, and it scales as O((d 4)?) (Grathwohl et al., 2018)), which may
be prohibitive for high-dimensional action spaces. To reduce computational cost without introducing
bias, we can approximate the divergence using Hutchinson’s unbiased estimator (Hutchinson, |1989;
Adams et al, 2018), lowering the complexity to O(d 4). In practice, we adopt this estimator for
OGBench-Humanoidmaze and D4RL-Adroit domains, which have action space dimension d4 > 8,
and using the estimator exhibits performance comparable to exact evaluation.

Critic learning. We use twin critic networks to improve stability (Fujimoto et al.,|2018). For the
empirical Bellman operator in the critic loss, we can aggregate them either by the arithmetic mean of
the two @ values or by their minimization. We present the aggregation choices in Table 6]
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One-step flow policy learning. Following (Fujimoto & Gu}, [2021)), we apply the ()-value normaliza-
tion in the one-step flow actor loss to balance the ()-maximizing term and the distance regularization

term, i.e., max,, Eqr, [Qfg:)’la)} + )\D(WQ,B,/,), where |Qy| = ﬁ Y m | Qe (8m,a)| with mini-

batch {s,, }*_, and actions a ~ 74(+|s,,). In practice, this normalization reduces the sensitivity to
the actor regularization coefficient A and enables a common tuning range across offline RL tasks.

Training and Evaluation. We train FAC for 1M gradient steps on all the tasks of OGBench and
DA4RL. We evaluate it every 100K updates using 25 episodes. At evaluation, the actor samples exactly
one action at each time step. One thing to note is that we report the last performance measured after
IM gradient steps.

G.3.2 HYPERPARAMETERS

All hyperparameters are summarized in Table [ & The critic penalization coefficient «
and actor regularization coefficient A are important in our method. The entire set of the two
hyperparameters (a, A) used across all tasks is @ € {0.05,0.1,0.5,1.0,5.0,10.0} and \ €
{0.0003,0.001,0.003,0.1,0.3,1.0, 3.0, 10.0}. For task-specific hyperparameters and a narrow range
for tuning hyperparameters, please refer to Table

Another important hyperparameter is the type of dataset-driven threshold ¢ in the weight f7% (s, a).
As described, for datasets where the state coverage is broad but the action diversity is limited, we use
the dataset-wide constant threshold (OGBench: Antmaze, Antsoccer tasks / D4RL: Antmaze tasks).
For all remaining tasks, we use the batch-adaptive threshold.

Other hyperparameter is the use of clipped double Q-learning. With twin critics, the empirical
Bellman target can be computed using either the minimization or the mean of the two @ values for
state-action pairs. We use the minimization on the D4RL tasks, and the mean on OGBench tasks
other than Antmaze tasks.

Table 6: Hyperparameters for our method

Hyperparameters Value

Learning rate 0.0003

Optimizer Adam (Kingma & Bal 2014)

Gradient Steps 1000000

Minibatch size 256

Epochs for flow proxy model 250 (default), 125 (D4RL : MuJoCo)

MLP dimension [512, 512,512, 512]

Nonlinearity GELU (Hendrycks & Gimpel, |2016)

Target network smoothing coefficient p  0.005

Discount factor y 0.995

Step count of the Euler method 10

Flow time sampling distribution Unif([0, 1])

Q-normalization in actor loss True

Clipped double Q-learning Min (D4RL: default/ OGBench:Antmaze)
Mean (D4RL: Null / OGBench: default)

Estimator for evaluating 3y (a|s) Exact (D4RL: default / OGBench: default)

Hutchinson’s estimator with 8 probes

(D4RL:Adroit /OGBench:Humanoidmaze)
Dataset-driven threshold e Batch-adaptive (D4RL: default / OGBench: default)

Dataset-wide constant

(DARL:Antmaze /OGBench:Antmaze, Antsoccer)
Critic penalization coefficient o Table
Actor regularization coefficient A Table
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Table 7: Critic penalization coefficient o and actor regularization coefficient A of FAC

(a) OGBench
Tasks (Datasets) « A
antmaze-large-navigate-singletask-task{1,2,3,4,5}-v0 05 0.1
antmaze-giant-navigate-singletask-task{1,2,3,4,5}-v0 1.0 0.1

humanoidmaze-medium-navigate-singletask-task{1,2,3,4,5}-v0 0.5 0.3
humanoidmaze-large-navigate-singletask-task{1,2,3,4,5}-v0 05 0.1

antsoccer-arena-navigate-singletask-task{1,2,3,4,5}-v0 1.0 0.1
cube-single-play-singletask-task{1,2,3,4,5}-v0 05 100
cube-double-play-singletask-task{1,2,3,4,5}-v0 1.0 1.0
scene-play-singletask-task{1,2,3,4,5}-v0 1.0 1.0
puzzle-3x3-play-singletask-task{1,2,3,4,5}-v0 1.0 1.0
puzzle-4x4-play-singletask-task{1,2,3,4,5}-v0 50 03

(b) D4RL: MuJoCo domain

Tasks (Datasets) « A
halfcheetah-medium-v2 0.05 0.0003
hopper-medium-v2 5.0 0.1
walker2d-medium-v2 5.0 0.03
halfcheetah-medium-replay-v2 ~ 0.05  0.0003
hopper-medium-replay-v2 5.0 0.1

walker2d-medium-replay-v2 5.0 0.1
halfcheetah-medium-expert-v2 0.5 0.003
hopper-medium-expert-v2 5.0 0.3
walker2d-medium-expert-v2 5.0 0.03

(c) D4RL: Antmaze domain

Tasks (Datasets) « A
antmaze-umaze-v2 1.0 0.1
antmaze-umaze-diverse-v2 1.0 0.1
antmaze-medium-play-v2 0.5 0.03
antmaze-medium-diverse-v2 5.0 0.1
antmaze-large-play-v2 5.0 0.03
antmaze-large-diverse-v2 1.0 0.03

(d) D4RL: Adroit domain

Tasks (Datasets) o A

pen-human-v1 10.0 0.3
pen-cloned-v1 1.0 0.1
door-human-v1 1.0 3.0
door-cloned-v1 5.0 10.0
hammer-human-v1 0.5 0.03
hammer-cloned-v1 0.5 1.0

relocate-human-v1 5.0 10.0
relocate-cloned-v1 5.0 10.0
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