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ABSTRACT

Partial differential equations (PDEs) underlie our understanding and prediction of
natural phenomena across numerous fields, including physics, engineering, and
finance. However, solving parametric PDEs is a complex task that necessitates
efficient numerical methods. In this paper, we propose a novel approach for solving
parametric PDEs using a Finite Element Operator Network (FEONet). Our pro-
posed method leverages the power of deep learning in conjunction with traditional
numerical methods, specifically the finite element method, to solve parametric
PDEs in the absence of any paired input-output training data. We demonstrate the
effectiveness of our approach on several benchmark problems and show that it out-
performs existing state-of-the-art methods in terms of accuracy, generalization, and
computational flexibility. Our FEONet framework shows potential for application
in various fields where PDEs play a crucial role in modeling complex domains
with diverse boundary conditions and singular behavior. Furthermore, we provide
theoretical convergence analysis to support our approach, utilizing finite element
approximation in numerical analysis.

1 INTRODUCTION

Solving partial differential equations (PDEs) is vital as they serve as the foundation for understanding
and predicting the behavior of a range of natural phenomena Courant & Hilbert (1953); Bender (2000).
From fluid dynamics, heat transfer, to electromagnetic fields, PDEs provide a mathematical framework
that allows us to comprehend and model these complex systems Gershenfeld & Gershenfeld (1999);
Lin & Segel (1988). Their significance extends beyond the realm of physics and finds applications in
fields such as finance, economics, and computer graphics Simon et al. (1994); Mortenson (1999). In
essence, PDEs are fundamental in advancing our understanding of the world around us and have a
broad impact across various industries and fields of study.

Numerical methods are essential for approximating solutions to PDEs when exact solutions are
unattainable. This is especially significant for complex systems that defy solutions using traditional
methods Burden et al. (2015); Atkinson (1991). Various techniques, such as finite difference, finite
element, and finite volume methods, are utilized to develop these numerical methods (Larson &
Bengzon, 2013; Strikwerda, 2004; LeVeque, 2002). In particular, the finite element method (FEM) is
widely employed in engineering and physics, where the domain is divided into small elements and the
solution within each element is approximated using polynomial functions. The mathematical analysis
of the FEM has undergone significant development, resulting in a remarkable enhancement in the
method’s reliability. The FEM is particularly advantageous in handling irregular geometries and
complex boundary conditions, making it a valuable tool for analyzing structures, heat transfer, fluid
dynamics, and electromagnetic problems (Zienkiewicz & Taylor, 2000; Hughes, 2000). However, it
is important to note that the implementation of numerical methods often comes with a significant
computational cost.

The use of machine learning in solving PDEs has gained significant traction in recent years. By
integrating deep neural networks and statistical learning theory into numerical PDEs, a new field
known as scientific machine learning has emerged, presenting novel research opportunities. The
application of machine learning to PDEs can be traced back to the 1990s when neural networks
were employed to approximate solutions (Lagaris et al., 1998). More recently, the field of physics-
informed neural networks (PINNs) has been developed, where neural networks are trained to learn

1



Under review as a conference paper at ICLR 2024

the underlying physics of a system, enabling us to solve PDEs and other physics-based problems
(Lu et al., 2021b; Karniadakis et al., 2021; Yang et al., 2021; Meng et al., 2020; Raissi et al., 2019).
Despite their advantages, these approaches come with limitations. One prominent drawback of PINN
methods is that they are trained on a single instance of input data, encompassing initial conditions,
boundary conditions, and external force terms. As a consequence, if the input data changes, the entire
training process must be repeated, posing challenges in making real-time predictions for varying
input data. This limitation restricts the applicability of PINNs in dynamic and adaptive systems where
the input data is subject to change.

Operator learning, a recent research area, tackles the challenge by using data-driven methods to
learn mathematical operators governing a physical system for solving parametric PDEs (Lu et al.,
2021a; Li et al., 2021a; Wang et al., 2021; Brandstetter et al., 2022; Lienen & Günnemann, 2022;
Lu et al., 2022; Fanaskov & Oseledets, 2022; Lee et al., 2023). These methods allow us to make
a fast prediction of solution in real-time whenever the given PDE data changes, which offers the
completely new framework. However, these methods rely on training data for supervised learning
that consists of pre-computed (either analytically or numerically) pairs of PDE parameters (e.g.,
external force, boundary condition, coefficients, initial condition) and their corresponding solutions.
In general, generating a reliable training dataset requires extensive numerical computations, which
can be computationally inefficient and time-consuming. Obtaining a sufficiently large dataset is also
challenging, especially for systems with complex geometries or nonlinear equations. Additionally,
using neural networks as the solution space poses challenges in imposing boundary values and can
lead to less accurate solutions. Researchers are actively working on developing methods to enhance
the efficiency and accuracy of these data-driven approaches Goswami et al. (2022a).

To address the aforementioned limitations, this paper proposes a novel approach for solv-
ing diverse parametric PDEs. Instead of requiring a training dataset of solutions, we intro-
duce a new method to learn the coefficients. Specifically, we present the Finite Element
Operator Network (FEONet) that utilizes the finite element approximation to learn the solu-
tion operator, eliminating the need for solution datasets to address various parametric PDEs.

Figure 1: Domain triangulation for three different com-
plex geometries.

In the FEM framework, the numerical so-
lution is approximated by the linear com-
bination of nodal coefficients, αk, and
the nodal basis, ϕk(x). The nodal basis
in the FEM consists of piecewise polyno-
mials defined by the finite set of nodes of
a mesh, which exhibit both near orthog-
onality and local support such that

uh(x) =
∑

αkϕk(x), x ∈ Rd, (1)

where uh is the FEM solution for the given PDEs. Motivated by (1), the FEONet is able to predict
numerical solutions to the PDEs when given the initial conditions, external forcing functions, or
PDE coefficients as inputs. As the neural network only predicts the nodal coefficients, this approach
eliminates the need for extensive numerical computations to generate a large dataset and also allows
for real-time predictions for varying input data. Therefore, the FEONet can learn multiple instances of
the solutions of PDEs, making it a versatile approach for solving different types of PDEs in complex
domains; see e.g. Figure 1. The loss function of the FEONet is designed based on the residual
quantity of the finite element approximation, similar to the FEM Ciarlet (2002); Brenner & Scott
(2008). This allows the FEONet to accurately approximate the solutions of PDEs, while also ensuring
that the boundary conditions are exactly satisfied. To construct an approximation for the solution of
PDEs, the FEONet borrows a framework from the FEM. This approach involves inferring coefficients,
denoted as α̂k, which are then used to construct the linear combination

∑
α̂kϕk to approximate the

solution of PDEs. Since each basis function satisfies the exact boundary condition, the predicted
solution will also satisfy the exact boundary condition. Additionally, since the high-order FEM is
available to generate our framework in (1), the predicted numerical solution is expected to yield
relatively small errors compared to other machine learning-based approaches. It is noteworthy that
due to the intrinsic structure of the proposed FEONet scheme, we do not need any paired input-output
training data (as we adopted the weak residual as a loss) and hence the model can be trained in an
unsupervised manner.
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Another key contribution of this study is to introduce a novel learning architecture designed to
accurately solve convection-dominated singularly perturbed problems involving strong boundary
layer phenomena. These types of problems pose significant challenges for traditional numerical
methods due to sharp transitions inside thin layers caused by a small diffusive parameter. By adapting
theory-guided methods Chekroun et al. (2020), the network effectively captures the behavior of
boundary layers, an area that has been underexplored in recent machine-learning approaches.

The main contributions of the paper are summarized as follows:

• The FEONet, as shown in Figure 3, enables the learning of solutions for multiple instances of
parametric PDEs without requiring the input-output training dataset. This is the significant
challenge that many existing methods face.

• Compared to existing methods similar to our approach, the FEONet offers significantly
greater computational flexibility. For instance, it can solve PDEs on domains with complex
geometry, as depicted in Figure 4, across diverse settings. Moreover, any form of PDE data
(forcing, coefficients, boundary conditions, initial conditions) can be used as input to the
operator network. Additionally, our method uniquely enforces exact boundary conditions,
both Dirichlet and Neumann. This is a challenge to accomplish with other neural network-
based methods, as shown in Table 1.

• Since our method is rooted in numerical analysis, we can apply established techniques from
numerical methods. For example, complex scenarios, such as the challenging boundary layer
problem significant in engineering contexts, can be effectively addressed using enriched
basis functions (Figure 5).

• The FEONet is supported by rigorous theoretical foundations through finite element approxi-
mation on P1 and P2 elements, as well as novel convergence analysis for approximation and
generalization errors (Theorem 3.1). Moreover, it is anticipated to exhibit low generalization
errors.

2 RELATED WORKS

Physics-informed neural network (PINN). The PINNs, developed by Raissi et al. (2019), utilize
a neural network to efficiently solve PDEs with little or no data. The key feature of PINN is its ability
to minimize PDE residual loss by enforcing physical constraints, with output fields automatically
differentiated with respect to input coordinates. PINNs have been successfully applied in various
fields such as material science and biophysics Goswami et al. (2022b); Alber et al. (2019). However,
one of the key limitations of the PINN method is that it is trained on a single set of input data, which
includes initial conditions, boundary conditions, and external force terms.

Operator learning. Operator learning utilizes a dataset of input-output pairs obtained from an
existing solver to train a model to learn the solution operator Bhatnagar et al. (2019); Guo et al.
(2016); Khoo et al. (2017); Zhu & Zabaras (2018). Operator learning aims to improve the efficiency
and accuracy of solving PDEs by learning the underlying patterns and relationships in the input-output
pairs, allowing for real-time predictions for varying input data Hwang et al. (2022). Kovachki et al.
(2021) proposed an iterative neural operator structure to learn the solution operator of PDEs. Based
on the universal approximation theorem for the operator, Lu et al. (2021a) developed a Deep operator
network (DeepONet) architecture. In recent works Brandstetter et al. (2022); Lienen & Günnemann
(2022); Pfaff et al. (2021); Li et al. (2020); Boussif et al. (2022), a message-passing neural PDE
solver capable of handling diverse problem properties has been developed. However, this approach
faces challenges such as the requirement for large amounts of training data, limited generalization
ability, and extrapolation to unseen conditions. Researchers are currently addressing these challenges
by incorporating physics or PDE constraints and designing more expressive models.

Physics-informed operator learning. The integration of PINNs and operator learning has led to
the development of innovative methods Goswami et al. (2022a); Zhu et al. (2019) such as the Physics-
informed neural operator (PINO) Li et al. (2021b) and Physics-informed DeepONet (PIDeepONet)
Wang et al. (2021). These methods aim to capitalize on the strengths of both PINNs and operator
learning by embedding physical equations in the loss function of the neural operator. However, there
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are certain limitations to these methods, such as the inability to effectively address the boundary
layer issue, which plays a crucial role in real-world problems. Additionally, PIDeepONet has been
observed to have relatively high generalization errors when no training data is available. Furthermore,
PINO has mainly been applied to problems with a square-shaped domain.

3 METHOD

In this section, we present our proposed method, the FEONet, for solving parametric PDEs. We begin
by providing a concise overview of the FEMs, which serve as the foundation of our approach. Next, we
introduce the FEONet by demonstrating how neural network techniques can be seamlessly integrated
into FEMs to solve the parametric PDEs. Throughout our method description and experiments, we
focus on the PDEs of the following form: for uniformly elliptic coefficients a(x) and ε > 0,

−εdiv (a(x)∇u) + F(u) = f in D. (2)
Here F can be either linear or nonlinear, and both cases will be covered in the experiments performed
in Section 4. As will be described in more detail later, we shall propose an operator-learning-type
method that can provide real-time solution predictions whenever the input data of the PDE changes.

3.1 FINITE ELEMENT METHOD (FEM)

The FEM is a general class of techniques for the numerical solution of PDEs. FEM is based on the
variational formulation of the given PDE (2): find u ∈ V satisfying

B[u, v] := ε

∫
D

a(x)∇u · ∇v dx+

∫
D

F(u)v dx =

∫
D

fv dx =: ℓ(v) for all v ∈ V, (3)

where the solution and test function space V is usually chosen to be an infinite-dimensional function
space. In the theory of FEM, the first step is to define a triangulation of the given domain D ⊂ Rd.
If d = 1 and D = [a, b] for some a, b ∈ R, we set a = x0 < x1 < x2 < · · · < xK = b and
each interval (1-simplex) [xi−1, xi] defines an element. For d = 2, the triangulation is referred
to as a tessellation of D into a finite number of closed triangles (2-simplex) Ti, i = 1, · · · ,K,
whose interiors are pairwise disjoint, and for i ̸= j with Ti ∩ Tj is nonempty, Ti ∩ Tj is either a
common vertex or a common edge of Ti and Tj . In this case, each triangle defines an element and
the vertices {xi} of triangles are called nodes (Figure 1). The triangulation in higher dimension
d ≥ 3 can be defined in a similar manner using d-simplex as an element. Letting hT be the
largest edge of a triangle T , we define a finite element parameter h > 0 as the longest among
the hT . In addition, let us denote by Sh, the space of all continuous functions vh defined on
D such that the restriction of vh to an arbitrary triangle is a polynomial. Then we define our
finite-dimensional ansatz space as Vh = Sh ∩ V . We shall denote the set of all vertices in the
triangulation by {xi}, and define the so-called nodal basis {ϕj} for Vh, defined by ϕj(xi) = δij .

Figure 2: Shape of nodal basis functions and ap-
proximation of y = sinx for (a) P1-element and
(b) P2-element.

If we use piecewise linear nodal basis functions,
we call it the P1-element method, while the
adoption of piecewise quadratic polynomials
is called as the P2-element method (Figure 2).
Note that the dimension of Vh depends on the
triangulation of D, and hence, depends also on
the finite element parameter h > 0.

The idea of the FEM is to approximate V with
a finite-dimensional subspace Vh above, gener-
ated by the basis functions {ϕ1, ϕ2, · · · , ϕN(h)},
so that the given problem becomes numerically
feasible. More precisely, we aim to compute
the approximate solution uh ∈ Vh based on the,
so-called, Galerkin approximation

B[uh, vh] = ℓ(vh) for all vh ∈ Vh. (4)
If we write the finite element solution

uh =

N(h)∑
k=1

αkϕk, αi ∈ R, (5)
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Figure 3: Schematic diagram of the Finite Element Operator Network (FEONet).

the Galerkin approximation (4) is transformed into the linear algebraic system
Aα = F with Aik := B[ϕk, ϕi] and Fi := ℓ(ϕi), (6)

where the matrix A ∈ RN(h)×N(h) is invertible provided that the given PDEs have some suitable
structure. Therefore, we can determine the coefficients {αk}N(h)

k=1 by solving the system of linear
equations (6), and consequently, produce the approximate solution uh ∈ Vh as defined in (5).

Once we compute the approximate solution uh of u, we can measure how close uh ∈ Vh is to
u ∈ V . If the given PDE has some good structure, the weak solution u is sufficiently smooth, and
the triangulation is reasonable, we can derive the following error estimates: for some constants C1,
C2 > 0 independent of h > 0, we have

(P1-element method) ∥u− uh∥L2(D) ≤ C1h
2,

(P2-element method) ∥u− uh∥L2(D) ≤ C2h
3.

(7)

For a detailed discussion of the error analysis, see, for example, Theorem 5.4.8 of Brenner & Scott
(2008). From the estimates (7), we can confirm that the approximate solution uh computed by the
FEM converges to the true solution u as h → 0 and the convergence rate for the P1 method is 2,
while the P2-method achieves the higher convergence rate 3.

3.2 FINITE ELEMENT OPERATOR NETWORK (FEONET)

The FEONet is based on the FEM described in the previous section. In our scheme, an input for the
neural network is the data for the given PDEs. In this paper, we choose external force as a prototype
input feature. Note, however, that the same scheme can also be developed with other types of data,
e.g., boundary conditions, diffusion coefficients or initial conditions for time-dependent problems.
See, for example, Appendix D.4 where extensive experiments were performed addressing the cases
of another type of input data. For this purpose, the external forcing terms are parametrized by the
random parameter ω contained in the (possibly high-dimensional) parameter space Ω. For each
realization f(x;ω) (and hence for each load vector F (ω) defined in (6)), instead of computing the
coefficients from the linear algebraic system (6), we approximate the coefficients α by a deep neural
network. More precisely, these input features representing external forces pass through the deep
neural network and the coefficients {α̂k} are generated as an output of the neural network. We then
reconstruct the solution

ûh(x;ω) =

N(h)∑
k=1

α̂k(ω)ϕk(x). (8)

For the training, we use a residual of the variational formulation (4) and define the loss function by
summing over all basis functions: for randomly chosen parameters ω1, · · · ,ωM ∈ Ω,

LM (ûh) =
1

M

M∑
m=1

N(h)∑
i=1

|B[ûh(x;ωm), ϕi(x)]− ℓ(ϕi(x);ωm)|2. (9)

For each training epoch, once the neural network parameters are updated in the direction of minimizing
the loss function (9), the external force f(x;ω) passes through this updated neural network to generate
more refined coefficients, and this procedure is repeated until the sufficiently small loss is achieved.
A schematic diagram of the FEONet algorithm is depicted in Figure 3.
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3.3 CONVERGENCE OF FEONET

We address a convergence result of the FEONet which provides theoretical justification for the
proposed method. As outlined in the previous section, the proposed method is based on the FEM and
the finite element approximation uh in (5) can be considered as an intermediate solution between the
true solution u of (3) and the approximate solution ûh predicted by the FEONet. Consequently, in
order for error analysis, we simply split the error u− ûh into two parts; namely,

u− ûh = (u− uh) + (uh − ûh) =: (I) + (II). (10)

The first error (I) can be controlled via the classical theory of FEM, e.g. through the error estimate (7).
The second error (II) is a core part which needs a novel theoretical investigation. The parameters of
ûh =: ûh,n,M concerning the convergence is the parameter representing neural network architecture
and the number of sampling points ω ∈ Ω which we denote by n ∈ N and M ∈ N respectively.
Here, larger n ∈ N implies more approximation power of neural networks. We will prove the
following theorem concerning the second error (II), which guarantees that our method is reliable
and the theorem forms the theoretical foundation of the proposed numerical scheme. The precise
mathematical statement and proof can be found in Theorem B.7.
Theorem 3.1. If we let uh be the finite element approximation of the true solution u and ûh,n,M be
the approximate solution computed by the FEONet, then we have

Eω

[
∥uh − ûh,n,M∥2L2(D)

]
→ 0 as n, M → ∞. (11)

It is noteworthy that ûh shares some interesting properties with uh. As it will be made clear in the
next section, we may conclude from experiments that ∥(I)∥ ≫ ∥(II)∥, and the total error ∥u− ûh∥ is
sufficiently close to the finite element error ∥(I)∥. Therefore, as we can see from Figure 6, for large
enough n, M ∈ N, ∥u− ûh∥ has the convergence rates close to 2 and 3 (for P1 and P2 respectively)
with respect to h > 0, which agrees well with the theoretical result (7) for ∥(I)∥.

4 NUMERICAL EXPERIMENTS

In this section, we demonstrate the experimental results of the FEONet across various settings for
PDE problems. We randomly generate 3000 input samples for external forces and train the FEONet
in an unsupervised manner without the usage of pre-computed input-output (f, u) pairs. We then
evaluate the performance of our model with another randomly generated test set consisting of 3000
pairs of f and the corresponding solutions u. For this test data, we employed the FEM with a
sufficiently fine mesh discretization to ensure that the numerical solutions can be considered as true
solutions. The forcing term f is randomly generated. While there are other operator-learning-based
methods, such as PINO (Li et al., 2021b), that can be trained without input-output data pairs, they
often face limitations when dealing with domains of complex shapes. A detailed comparison with
the results for PINO can be found in Appendix C.3. Consequently, our primary comparison will
be against DeepONet (Lu et al., 2021a), taking into account varying numbers of training data, and
PIDeepONet (Wang et al., 2021). The triangulation of domains and the generation of the nodal
basis for the FEM are performed using FEniCS (Alnaes et al., 2015; Logg et al., 2012). A detailed
description of the model’s hyperparameters and experimental setup can be found in Appendix D.

4.1 COMPARISON IN VARIOUS PDE PROBLEMS

To evaluate the computational flexibility of the FEONet, we conducted a sequence of experiments
covering diverse domains, boundary conditions, and equations.

Various domains. We consider the 2D convection-diffusion equation as

−ε∆u+ v · ∇u = f(x, y), (x, y) ∈ D,

u(x, y) = 0, (x, y) ∈ ∂D.
(12)

For our numerical experiments, we fixed the values of ε = 0.1 and v = (−1, 0) across various
domains D, which included a circle, a square with a hole, and a polygon (see Figure 1). The second to
fourth columns of Table 1 display the mean relative L2 errors of the test set for FEONet (w/o labeled
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Table 1: Mean Rel. L2 test errors (×10−2) with standard deviations (×10−2) for the 3000 test set on
diverse PDE problems. Five training trials are performed independently. Domain I (circle), Domain
II (square with a hole), Domain III (polygon) with Eq. (12), BC I (Dirichlet), BC II (Neumann) with
Eq. (13), Eq I (second-order linear equation (14)) and Eq II (Burgers’ equation (15)).

Model (#Train data) Domain I Domain II Domain III BC I BC II Eq I Eq II

DON (supervised, w/30) 27.15±1.16 51.21±3.58 53.92±4.59 21.75±1.19 22.75±1.05 24.38±1.37 10.26±0.14

DON (supervised, w/300) 2.10±0.75 5.62±0.37 6.22±0.96 0.68±0.11 0.96±0.06 0.76±0.10 0.20±0.09

DON (supervised, w/3000) 0.69±0.17 4.75±0.75 6.20±1.00 0.53±0.36 0.33±0.09 0.33±0.27 0.24±0.13

PIDeepONet (w/o labeled data) 9.80±9.41 101.03±167.46 32.89±6.34 1.51±0.46 1.43±0.45 19.41±11.30 2.66±0.71

Ours (w/o labeled data) 1.24±0.00 1.76±0.03 0.51±0.00 0.13±0.01 0.32±0.03 0.13±0.01 0.54±0.07

data), PIDeepONet (w/o labeled data), and DeepONet (with 30/300/3000 input-output data pairs)
across various domains. When the DeepONet is trained with either 30 or 300 data pairs, FEONet
consistently surpasses them in terms of numerical errors. Notably, even when DeepONet is trained
with 3000 data pairs, FEONet achieves errors that are either comparable to or lower than those of
DeepONet. It’s noteworthy that in more intricate domains like Domain II and Domain III, both the
DeepONet (even with 3000 data pairs) and PIDeepONet find it challenging to produce accurate
predictions. Figure 4 demonstrates the solution profile, emphasizing that FEONet is more precise in
predicting the solution than both DeepONet and PIDeepONet, particularly in complex domains.

Various boundary conditions. We also tested the performance of each model, when the given
PDEs were equipped with either Dirichlet or Neumann boundary conditions:

−εuxx + bux = f(x), x ∈ D,

u(x) = 0 or ux(x) = 0, x ∈ ∂D,
(13)

where ε = 0.1 and b = −1. For the Neumann boundary condition, we add u to the left-hand side
of (13) to guarantee the uniqueness of the solution up to constant. The FEONet has an additional
significant advantage to make the predicted solutions satisfy the exact boundary condition, by selecting
the appropriate coefficients for the basis functions. Using the FEONet without any input-output
training data, we are able to obtain similar or slightly higher accuracy compared to the DeepONet
with 3000 training data, for both homogeneous Dirichlet or Neumann boundary conditions as shown
in Table 1.

Figure 4: Solution profiles for complex geometries.

Various equations. We performed
some additional experiments applying
the FEONet to the various equations: (i)
general second-order linear PDE with
variable coefficients defined as
−εuxx + b(x)ux + c(x)u = f(x),x ∈ D,

u(x) = 0, x ∈ ∂D,
(14)

where ε = 0.1, b(x) = x2 + 1 and
c(x) = x; and (ii) the Burgers’ equation
defined as
−uxx + uux = f(x), x ∈ D,

u(x) = 0, x ∈ ∂D.
(15)

Since the Burgers’ equation is nonlinear, an iterative method is required for classical numerical
schemes including the FEM, which usually causes some computational costs. Furthermore, it is
more difficult than linear equations to obtain training data for nonlinear equations. One important
advantage of the FEONet is its ability to effectively learn the nonlinear structure without any training
data. Once the training process is completed, the model can provide accurate real-time solution
predictions without relying on iterative schemes. See Appendix D.6 for a detailed explanation of
the loss function for the nonlinear Burgers’ equation. The 7th and 8th columns of Table 1 highlight
the effectiveness of the FEONet, predicting the solutions with reasonably low errors for various
equations. Although the 8th column of Table 1 shows that the DeepONet with 3000 training data
has a lower error compared to our model, it demonstrates the strength of the FEONet that achieves a
similar level of accuracy even for the nonlinear PDE, that can be trained in an unsupervised manner.
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Table 2: Comparisons of various deep-learning-based models for solving the singular perturbation
problem. Each model is trained five times independently.

Model Ours PINN DeepONet w/30 PIDeepONet
Requirement for labeled data No No Yes No
Multiple instance Yes No Yes Yes
Mean Rel. L2 test error±std 0.0132±0.0091 1.3827±0.7580 0.2303±0.0074 0.5713±0.0007

Figure 5: Input function f and the corresponding approximate solution u obtained by various
deep-learning-based methods for the singular perturbation problem with ε = 10−5.

Figure 6: Rel. L2 error of the
FEONet with respect to the num-
ber of elements.

Various input functions. FEONet can accommodate vari-
ous input functions, including diffusion coefficients (Figure
10), boundary conditions (Figure 11), and initial conditions
for time-dependent problems (Figure 12). This demonstrates
FEONet’s flexibility in adapting to a broad spectrum of input
function types, underscoring its versatility. For more details,
see Appendix D.4.

4.2 SINGULAR PERTURBATION PROBLEM

One of the notable advantages of the FEONet, which predicts
coefficients through well-defined basis functions, is its applica-
bility to problems involving singularly perturbed PDEs. This
is accomplished by incorporating additional basis functions
guided by theoretical considerations. For this we consider

−εuxx + bux = f(x), x ∈ D,

u(x) = 0, x ∈ ∂D,
(16)

where ε ≪ 1. For the implementation, we assign the values of
b = −1 and ε = 10−5. For instance, in the right panel of Figure
5, the red dotted line (ground-truth) shows the solution profile
which produces a sharp transition near x = −1. To capture the
boundary layer, we utilize an additional basis function known
as the corrector function in mathematical analysis, defined as

ϕcor(x) := e−(1+x)/ε − (1− (1− e−2/ε)(x+ 1)/2), (17)

see Appendix D.7 for more detailed information regarding the derivation of the additional basis
function. By integrating the boundary layer element into the finite element space, we establish the
proposed enriched Galerkin space for utilization in the FEONet. As the corrector basis is incorporated
alongside the conventional nodal basis functions in the FEM, we also predict the additional coefficient
originating from the corrector basis. Note that the computational overhead remains minimal as the
enriched basis exclusively encompasses boundary elements. Table 2 summarizes the characteristics of
various operator learning models and the corresponding errors when solving the singularly perturbed
PDE described in (16). The performance of the FEONet in accurately solving boundary layer
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Figure 7: Rel. L2 train and test error comparison between the FEONet and the DeepONet with 30
training data. Results are averaged over five independent training trials, and black bars indicate the
standard deviation.

problems surpasses that of other models, even without labeled data, across multiple instances. The
incorporation of a very small ε in the residual loss of the PDE makes operator learning challenging or
unstable when using PINN and PIDeepONet. In fact, neural networks inherently possess a smooth
prior, which can lead to difficulties in handling boundary layer problems. In contrast, FEONet
utilizes theory-guided basis functions, enabling the predicted solution to accurately capture the sharp
transition near the boundary layer. The PIDeepONet faces difficulties in effectively learning both
the residual loss and boundary conditions, while PINNs struggle to predict the solution (refer to
Figure 14). Figure 5 exhibits the results of operator learning for the singular perturbation problem.
As depicted in the zoomed-in graph of Figure 5, the FEONet stands out as the only model capable of
accurately capturing sharp transitions, whereas other models exhibit noticeable errors.

4.3 FURTHER EXPERIMENTS

Convergence rate. One of the intriguing aspects is that the theoretical results on the convergence
error rate of the FEONet (as presented in (7)) are also observable in the experimental results. Figure
6 shows the relationship between the test error and the number of elements, utilizing both P1 and P2
basis functions. In 1D problems, the convergence rate is approximately 2 for P1 basis functions and
2.9 for P2 basis functions. Meanwhile, in 2D problems, the convergence rate is approximately 2 for
P1 basis functions and 2.5 for P2 basis functions. These remarkable trends confirm the theoretical
convergence rates observed in the experimental results.

Generalization errors. Figure 7 displays a comparison of the training and test errors between
FEONet (w/o labeled data) and DeepONet (with 30 training data pairs) across different settings as
performed in Section 4 (Table 1). The disparity between the training error and the test error serves as
a reliable indicator of how effectively the models generalize the underlying phenomenon. As depicted
in Figure 7, the generalization error of FEONet is notably smaller in comparison to that of DeepONet
when trained with 30 data pairs.

5 CONCLUSION

In this paper, we introduce the FEONet, a novel deep learning framework that approximates nonlinear
operators in infinite-dimensional Banach spaces using finite element approximations. Our operator
learning method for solving PDEs is both simple and remarkably effective, resulting in significant
improvements in predictive accuracy, domain flexibility, and data efficiency compared to state-of-
the-art techniques. Furthermore, we demonstrate that the FEONet is capable of learning the solution
operator of parametric PDEs, even in the absence of paired input-output training data, and accurately
predicting solutions that exhibit singular behavior in thin boundary layers. Although the external
force was considered as the input function in the experiment, the FEONet can be easily extended
to operator learning for other input functions, such as boundary conditions, variable coefficients, or
initial conditions of time-dependent PDEs (see Appendix D.4). We are confident that the FEONet
can provide a new and promising approach to simulate and model intricate, nonlinear, and multiscale
physical systems, with a wide range of potential applications in science and engineering.
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6 REPRODUCIBILITY STATEMENT

All the data utilized in this paper was generated using Fenics as explained in Appendix D.3. Experi-
ment details can be found in both the main text and the Appendix D. For reproducibility, we submit
the code for the most fundamental settings as supplemental material.
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A NOTATIONS

The list of notations used throughout the paper is provided in Table 3.

Table 3: Notations
Notation Meaning

u ground-truth solution of the given PDE (target function)
uh finite element solution of the given PDE
ûh = ûh,n,M solution predicted by the FEONet
h discretization parameter for the FEM
n number of learnable parameters in the neural network
M number of input samples
α true coefficients for the FEM basis
α̂ predicted coefficient by the FEONet
ϕcor corrector basis for the singular perturbation problem
B[·, ·] bilinear form of the variational form of the given PDE
ℓ(·) linear functional of the variational form of the given PDE
δij Kronecker delta
N set of natural numbers
R set of real numbers
D physical domain
Ω parametric domain
x (vector-valued) physical variable
ω (vector-valued) parametric random variable
div divergence operator
a(x), c(x) coefficients of PDEs
f(x,ω) external force on x ∈ D parametrized by ω ∈ Ω
L population loss of the FEONet
LM empirical loss of the FEONet
RM (G) Rademacher complexity of the function class G

B CONVERGENCE ANALYSIS OF FEONET

In this section, we shall provide the convergence analysis of the FEONet to establish the theoretical
justification of the proposed numerical scheme. In order to convey the idea of the proof clearly, we
will focus solely on self-adjoint equations with homogeneous Dirichlet boundary conditions:

−div (a(x)∇u) + c(x)u = f(x) in D,

u = 0 on ∂D,
(18)

where the coefficient a(x) is uniformly elliptic and c(x) ≥ 0. Note, however, that our analysis can
be extended to more general cases in a straightforward manner.

B.1 MATHEMATICAL FORMULATION

As described before, the input of neural networks is an external forcing term f , which is parametrized
by the random parameter ω in the probability space (Ω,G,P). In this section, we will regard f(x;ω)
as a bivariate function defined on D × Ω, and assume that

f(x;ω) ∈ C(Ω;L1(D)) :=

{
f : Ω → L1(D) : sup

ω∈Ω

∫
D

|f(x;ω)|dx < ∞
}
. (19)

For each ω ∈ Ω, the external force f(x;ω) is determined, and the corresponding weak solution is
denoted by u(x;ω) which satisfies the following weak formulation:

B[u, v] :=

∫
D

[a(x)∇u · ∇v + c(x)uv] dx =

∫
D

f(x)v dx =: ℓ(v) ∀v ∈ H1
0 (D). (20)
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For given h > 0, let Vh ⊂ H1
0 (D) be a conforming finite element space generated by the basis

functions {ϕk}N(h)
k=1 and uh ∈ Vh be a finite element approximation of u satisfying the Galerkin

approximation
B[uh, vh] = ℓ(vh) ∀vh ∈ Vh. (21)

We shall write

uh(x,ω) =

N(h)∑
k=1

α∗
k(ω)ϕk(x), (22)

where α∗ is the solution of the linear algebraic equations

Aα∗ = F, (23)

with
Aik = B[ϕk, ϕi] and Fi = ℓ(ϕi). (24)

In other words, uh in (22) is the finite element approximation of the solution to the equation (18),
as described in Section 3.1. It is noteworthy that instead of the equations (23), α∗ can also be
characterized in the following way:

α∗ = argmin
α∈C(Ω,RN(h))

L(α), (25)

where L is the population loss

L(α) = Eω∼PΩ

[N(h)∑
i=1

|B[û(ω), ϕi]− ℓ(ϕi; (ω))|2
]
= ∥Aα(ω)− F (ω)∥2L2(Ω). (26)

Next, let us denote the class of feed-forward neural networks by Nn. Here, the subscript n represents
the architecture of neural networks and we assume that Nn2

has more expressive power than Nn1

provided that n1 ≤ n2. For example, n can be the number of layers with bounded width or the number
of neurons when the number of layers is fixed. The class of neural networks is known to be a suitable
ansatz space for the nonlinear approximation, as supported by the universal approximation theorem
(see, for example, Cybenko (1989); Hornik (1991); Pinkus (1999); Kidger & Lyons (2020)). For the
later analysis, in this section, we shall assume that for all the neural networks under consideration, the
last layer is activated by a bounded activation function (e.g. sigmoid, tanh, etc.), so that the resulting
neural networks are uniformly bounded. Then by a simple scaling argument, we can show that the
universal approximation theorem still holds for this new class of neural networks: see, for example,
Theorem 2.2 in Ko et al. (2022).

Now as a neural network approximation of α∗, we seek for α̂(n) : Ω → RN(h) solving the residual
minimization problem

α̂(n) = argmin
α∈Nn

L(α), (27)

where the loss function is minimized over Nn, and we shall write the corresponding solution by

uh,n(x;ω) =

N(h)∑
k=1

α̂(n)k(ω)ϕk(x). (28)

Note that for the neural network under consideration α ∈ Nn, the input vector is ω ∈ Ω which
determines the external force f(x;ω) and the output is the coefficient vector in RN(h).

As a final step, let us define the solution to the following discrete residual minimization problem:

α̂(n,M) = argmin
α∈Nn

LM (α), (29)

where LM is the empirical loss defined by the Monte–Carlo integration of L(α):

LM (α) =
|Ω|
M

M∑
m=1

N(h)∑
i=1

|B[û(ωm), ϕi]− ℓ(ϕi; (ωm))|2 =
|Ω|
M

M∑
m=1

|Aα(ωm)− F (ωm)|2, (30)
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with {ωn}Mm=1 is an i.i.d. sequence of random variables distributed according to PΩ. Then we write
the corresponding solution as

uh,n,M (x;ω) =

N(h)∑
k=1

α̂(n,M)k(ω)ϕk(x), (31)

which is the numerical solution actually computed by the scheme proposed in the present paper.

In this paper, we assume that it is possible to find the exact minimizers for the problems (27) and
(29), and the error that occurred by the optimization can be ignored.

In order to provide appropriate theoretical backgrounds for the proposed method, it would be
reasonable to show that our solution is sufficiently close to the approximate solution computed by the
proposed scheme for various external forces, as the index n ∈ N for a neural-network architecture
and the number of input samples M ∈ N goes to infinity. Mathematically, it can be formulated as

∥u− uh,n,M∥L2(Ω;L2(D)) → 0 as h → 0 and n,M → ∞. (32)

The main error can be split into three parts:

u− uh,n,M = (u− uh) + (uh − uh,n) + (uh,n − uh,n,M ). (33)

The first error is the one caused by the finite element approximation, which is assumed to be negligible
for a proper choice of h. In fact, according to the estimate (7), we can reduce the error as much as we
want if we choose proper h > 0. Henceforth, we shall assume that we have chosen suitable h > 0
which guarantees a sufficiently small error for the finite element approximation. The second error is
referred to as the approximation error, as it appears when we approximate the target function with
a class of neural networks. The third error is often called the generalization error, which measures
how well our approximation predicts solutions for unseen data. We will focus on proving that our
approximate solution converges to the finite element solution (which is sufficiently close to the true
solution) as a neural network architecture grows and the number of input samples goes to infinity.

B.2 APPROXIMATION ERROR

We first note from (26) and (30), that A defined in (22), (23) mostly determines the structures of the
loss functions and it would be advantageous for us to analyze the loss function if we know more
about the matrix. Note that the matrix A is determined by the structure of the given differential
equations, the choice of basis functions and the boundary conditions. Therefore, the characterization
of A which is useful for the analysis of the loss function and can cover a wide range of PDE settings
simultaneously is important. The next lemma addresses this issue, which is quoted from Ko et al.
(2022).

Lemma B.1. Suppose that the matrix A ∈ RN(h)×N(h) is symmetric and invertible, and let ρmin =
mini{|λi|}, ρmax = maxi{|λi|} where {λi} is the family of eigenvalues of the matrix A. Then we
have for all x ∈ RN(h),

ρmin|x| ≤ |Ax| ≤ ρmax|x|. (34)

Since the equation under consideration (18) is self-adjoint, the corresponding bilinear form B[·, ·]
defined in (20) is symmetric which automatically guarantees that the matrix A in our case is symmetric.
Furthermore, due to the facts that the coefficient a(·) is uniformly elliptic and c(·) is non-negative,
the bilinear form B[·, ·] is coercive, which implies that A is positive-definite. Therefore, we can apply
Lemma B.1 to the matrix A of our interest.

We are now ready to prove the approximation error for neural networks converges to zero, which is
encapsulated in the following theorem.

Theorem B.2. Assume that (19) holds. Then we have that

∥α∗ − α̂(n)∥L2(Ω) → 0 as n → ∞. (35)
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Proof. Since A is symmetric and invertible, by Proposition B.1, we obtain

∥α∗ − α̂(n)∥22 ≲ ∥Aα∗ −Aα̂(n)∥22 ≲
(
∥Aα∗ − F∥22 + ∥Aα̂(n)− F∥22

)
= L(α̂(n)) ≲ inf

α∈Nn

L(α) = inf
α∈Nn

∥Aα− F∥22

≲ inf
α∈Nn

(
∥Aα−Aα∗∥22 + ∥Aα∗ − F∥22

)
≲ inf

α∈Nn

∥α− α∗∥22.

Note that the term ρmax/ρmin may depend on h > 0. But as we mentioned before, we assumed that
h > 0 is fixed with the sufficiently small finite element error. Then by the universal approximation
property , infα∈Nn

∥α− α∗∥22 → 0 as n → ∞, which completes the proof.

B.3 GENERALIZATION ERROR

We first introduce the concept so-called Rademacher complexity Bartlett & Mendelson (2002).
Definition B.3. For a collection {Xi}Mi=1 of i.i.d. random variables, we define the Rademacher
complexity of the function class G by

RM (G) = E{Xi,εi}M
i=1

[
sup
f∈G

∣∣∣∣ 1M
M∑
i=1

εif(Xi)

∣∣∣∣],
where εi’s denote i.i.d. Bernoulli random variables, in other words, P(εi = 1) = P(εi = −1) = 1

2
for all i = 1, · · · ,M .

Note that the Rademacher complexity is the expectation of the maximum correlation between the
random noise (ε1, · · · , εM ) and the vector (f(X1), · · · , f(XM )), where the supremum is taken over
the class of functions G. By intuition, the Rademacher complexity of G is often used to measure
how the functions from G can fit random noise. For a more detailed discussion on the Rademacher
complexity, see Gnecco & Sanguineti (2008); Wainwright (2019); Shalev-Shwartz & Ben-David
(2014).

Next, we shall find the connection between the generalization error and the Rademacher complexity
for the uniformly bounded function class G. The following theorem, we assume that the function
class is b-uniformly bounded, meaning that ∥f∥∞ ≤ b for arbitrary f ∈ G.
Theorem B.4. [Theorem 4.10 in Wainwright (2019)] Assume that the function class G is b-uniformly
bounded and let M ∈ N. Then for arbitrary small δ > 0, we have

sup
f∈G

∣∣∣∣ 1M
M∑
i=1

f(Xi)− E[f(X)]

∣∣∣∣ ≤ 2RM (G) + δ,

with probability at least 1− exp(−Mδ2

2b2 ).

Now we define the function class of interest

Gn := {|Aα− F |2 : α ∈ Nn}, (36)

where the matrix A and the vector F are defined in (24). Then by Lemma B.1, we have that

∥Aα− F∥L∞(Ω) ≤ ∥Aα∥L∞(Ω) + ∥F∥L∞(Ω) ≤ ρmax∥α∥L∞(Ω) + ∥f∥C(Ω;L1(D)).

Since the class of neural networks under consideration is uniformly bounded and (19) holds, we see
that for any n ∈ N, Gn is b̃-uniformly bounded for some b̃ > 0. The following lemma is the direct
consequence of Theorem B.4 within our setting.
Lemma B.5. Let {ωm}Mm=1 be i.i.d. random samples selected from the distribution PΩ. Then for
arbitrary small δ > 0, we obtain with probability at least 1− 2 exp(−Mδ2

32b̃2
) that

sup
α∈Nn

∣∣LM (α)− L(α)
∣∣ ≤ 2Rn(Gn) +

δ

2
. (37)
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From Lemma B.5, now we shall establish the following convergence result for the generalization
error. Note that we assume here that for any n ∈ N, the Rademacher complexity of Gn converges to
zero, which is known to be true in many cases.
Theorem B.6. Suppose that (19) holds, and we further assume that for any n ∈ N,
limM→∞ RM (Gn) = 0. Then we have with probability 1 that

lim
n→∞

lim
M→∞

∥α̂(n,M)− α̂(n)∥L2(Ω) = 0.

Proof. By Proposition B.1 and the definition (27), we obtain
∥α̂(n)− α̂(n,M)∥22 ≲ ∥Aα̂(n)−Aα̂(n,M)∥22

≲
(
∥Aα̂(n)− F∥22 + ∥Aα̂(n,M)− F∥22

)
= (L(α̂(n)) + L(α̂(n,M)))

≲ L(α̂(n,M)).

(38)

We next apply Lemma B.5 for δ = 2M− 1
2+ε with 0 < ε < 1

2 . Then with probability at least
1− 2 exp(−M2ε

8b̃2
), we have from the minimality of α̂(n,M) that,

L(α̂(n,M)) ≤ LM (α̂(n,M)) + 2RM (Gn) +M− 1
2+ε ≤ LM (α̂(n)) + 2RM (Gn) +M− 1

2+ε.

Using Lemma B.5 again gives us that

L(α̂(n,M)) ≤ L(α̂(n)) + 4RM (Gn) + 2M− 1
2+ε.

Letting M → ∞ on (38), we obtain that
lim

M→∞
∥α̂(n,M)− α̂(n)∥22 ≲ L(α̂(n)).

As we did before, we conclude that
lim
n→∞

lim
M→∞

∥α̂(n,M)− α̂(n)∥22 ≲ lim
n→∞

L(α̂(n))

≲ lim
n→∞

inf
α∈Nn

∥α− α∗∥22 = 0,

which completes the proof.

B.4 PROOF OF MAIN THEOREM

From Theorem B.2 and Theorem B.6 combined with the triangular inequality, we have
lim

n→∞
lim

M→∞
∥α∗ − α̂(n,M)∥L2(Ω) = 0. (39)

Let us now prove the main theorem on the convergence.
Theorem B.7 (Main theorem). Suppose (19) holds, and assume that for all n ∈ N, RM (G̃n) → 0 as
M → ∞, with G̃n := {|Aα−F |2 : α ∈ Nn}. Then for given h > 0, we have with probability 1 that

lim
n→∞

lim
M→∞

∥uh − uh,n,M∥L2(Ω;L2(D)) = 0. (40)

Proof. From Theorem B.2, Theorem B.6, we note that for a fixed h > 0,

∥uh − uh,n,M∥2L2(Ω;L2(D)) =

∫
Ω

∫
D

∣∣∣∣N(h)∑
i=1

(α∗
i − α̂(n,M)i)ϕi

∣∣∣∣2 dx dω

=

∫
Ω

∫
D

∣∣∣∣ N(h)∑
i,j=1

(α∗
i − α̂(n,M)i)(α

∗
j − α̂(n,M)j)ϕiϕj

∣∣∣∣2 dx dω

≤
∫
Ω

∫
D

( N(h)∑
i,j=1

|α∗
i − α̂(n,M)i|2|ϕi|2 +

N(h)∑
i,j=1

|α∗
j − α̂(n,M)j |2|ϕj |2

)
dx dω

≤
∫
Ω

∫
D

2N(h)

N(h)∑
k=1

|α∗
k − α̂(n,M)k|2|ϕk|2 dx dω

≤ 2|D|N(h)∥α∗ − α̂(n,M)∥2L2(Ω) → 0,

where we have used the fact that |ϕj | ≤ 1 for all 1 ≤ j ≤ N(h) together with Young’s inequality.
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C COMPARISON OF FEONET WITH OTHER MODELS AND METHODS

C.1 COMPARING THE FEONET WITH OTHER PHYSICS-INFORMED OPERATOR LEARNING
MODELS (PIDEEEPONET AND PINO)

The proposed FEONet model is a data-free approach that does not require labeled training data, and
it has a number of advantages in learning the solution operator as confirmed in Section 4. Unlike
methods designed for a single instance, such as PINN Raissi et al. (2019), this novel numerical
scheme enables the handling of multiple instances of parametric PDEs. On the other hand, well-
established models for operator learning, such as FNO Li et al. (2021a) and DeepONet Lu et al.
(2021a), depend on labeled training data for their training process. To address the limitation of these
operator-learning methods, recent advances in physics-informed methods, such as Physics-informed
DeepONet (PIDeepONet) Wang et al. (2021) and Physics-informed neural operator (PINO) Li et al.
(2021b) have emerged. These methods utilize the PDE residual loss, enabling the training of the
models without labeled data. However, these methods are not suitable for complex 2D domains or
singular perturbation problems as demonstrated in the experiments conducted in Section 4.2.

vs PIDeepONet. The FEONet effectively utilizes the weak form of the given PDE by employing it
as a loss function over the triangulation of the physical domain. In contrast, PIDeepONet requires
a complex grid sampling process in a complicated 2D domain, resulting in computational costs
associated with calculating the residual loss using automatic differentiation. Another challenging
aspect is determining the weighting of the loss function related to boundary conditions, which is used
to satisfy the boundary conditions in the physics-informed loss. Moreover, as shown in Table 2 and
Figure 5, when a small diffusion coefficient ε > 0 is used in a PDE residual loss term, the models
struggle to accurately learn the corresponding solutions of the PDEs. This raises a significant concern
regarding reliability, as illustrated in Figure 14, which displays the predictions from various training
trials. In this regard, we also conducted a comparative analysis of the supervised DeepONet approach
for PDE problems under various conditions, considering different amounts of available data.

vs PINO. The comparison with the FNO and PINO models was excluded in Section 4 because they
are not directly suitable for problems on complex geometry domains with non-periodic boundary
conditions, such as those depicted in Figure 1. To elucidate this, we provide additional experiments
using the PINO as described in Li et al. (2021b). The authors proposed extending the FNO with
Fourier continuation and zero padding in the input for handling non-periodic boundary conditions.
For this comparison, we trained PINO with Dirichlet boundary conditions on a square domain
containing a hole, and employed circular masking. Figure 8 displays a solution profile obtained by
predicting a test sample using models trained with both PINO and FEONet. As evident in the third
plot, PINO struggles to adhere to boundary conditions in complex domains, especially those with a
central hole. This challenge underpins our decision to primarily compare with PIDeepONet among
the physics-informed models in Section 4.

Figure 8: The profile of solution prediction for the square with a hole domain using PINO and
FEONet.

C.2 COMPARING THE FEONET WITH THE CLASSICAL FEM

The FEONet is an operator-learning model designed to learn the relationship between PDE parameters
and their corresponding solutions. Once trained, the FEONet can make a fast solution inference for
varying PDE parameters. This capability is the primary reason why operator networks are gaining
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attention in scientific machine learning (Kovachki et al., 2021; Goswami et al., 2022a; Lu et al.,
2022).

On the other hand, if we try to solve PDEs for various parameters using the traditional FEM, we
need to solve the PDE anew every time the parameters change. Therefore, if we are dealing with a
problem where real-time prediction is crucial (for example, when creating a solution database for a
specific engineering problem), this incurs significant computational costs. Moreover, when solving
nonlinear problems, we need to apply the iterative methods for each PDE parameter, which causes a
computation overhead. As mentioned earlier, the FEONet is versatile in addressing this issue, and
this is the most significant difference between the traditional FEM and the FEONet.

To illustrate this point quantitatively, let us consider a scenario where we need to solve 10,000
parametric PDEs with varied parameters - a situation often encountered in computational material
database generation. In such cases, operator learning methods like the FEONet is confirmed to be
substantially faster than the FEM. Thus, from a fast-inference perspective, models like the FEONet
have a clear advantage. Table 4 compares the inference time taken by calculating and comparing
based on the number of input samples.

Table 4: Comparison of computational times for FEONet and FEM with different numbers of input
samples.

# input samples 1 10 100 1000 10000
FEM 0.022 (s) 0.254 (s) 1.308 (s) 11.530 (s) 116.035 (s)

FEONet (Ours) 0.007 (s) 0.021 (s) 0.150 (s) 3.028 (s) 29.231 (s)

While the solutions computed by the FEONet might not as accurate as those obtained through the
classical FEM, it’s essential to place this in the broader context of operator learning methods. No
existing operator learning method currently outperforms traditional numerical techniques in terms
of accuracy. The primary objective of operator learning methods (Lu et al., 2021a; Wang et al.,
2021; Li et al., 2021a), including the FEONet, isn’t necessarily to achieve the highest accuracy but
to offer swift predictions. This is especially vital in tfields such as computational materials, where
engineers aim to establish extensive databases — sometimes comprising over half a million datasets.
For applications like the inverse design of materials, the focus is more on achieving adequate quality
rapidly rather than pursuing perfect accuracy. Thus, when we assess the FEONet, we primarily
compare it with other operator learning methods, not with classical numerical methods, as they are
different knives serving distinct purposes.

C.3 COMPARING THE FEONET WITH OTHER DEEP LEARNING-BASED MODELS

Additional comparisons of various deep learning-based approaches for solving PDEs are demonstrated
in Table 5.

Table 5: Comparison of various machine learning approaches for solving PDEs.

Unsupervised PDE instances Prediction location Applicable for complex domains
and singularly perturbed problem

PINN (Raissi et al., 2019), DRM (Yu et al., 2018) No Single instance Entire domain △
DON (Lu et al., 2021a) No Multiple instances Entire domain △
FNO (Li et al., 2021a) No Multiple instances Grid points ×
PIDeepONet (Wang et al., 2021) Yes Multiple instances Entire domain △
PINO (Li et al., 2021b) Yes Multiple instances Grid points ×
Graph-based neural PDE solver
(Brandstetter et al., 2022; Lienen & Günnemann, 2022). No Multiple instances Grid points -

Ours Yes Multiple instances Entire domain #

D EXPERIMENT DETAILS

D.1 HYPERPARAMETERS

For the problems under consideration, we used the neural network, which consists of 6 convolutional
layers with swish activation followed by a fully connected layer flattening the output. For 1D
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problems, we used Conv1D, while Conv2D was used for 2D problems. The FEONet was trained
with the LBFGS optimizer along with the following hyperparameters.

• Maximal number of iterations per optimization hestep : 10,

• Termination tolerance on first-order optimality : 10−15,

• Termination tolerance on function value/parameter changes : 10−15,

• Update history size : 10.

For both the DeepONet and the PIDeepONet, a fully connected neural network with a depth of 3
and a width of 100 was used for the trunk and branch networks. The two models differ only in the
loss function, where the training data and the residual of the PDE were used. The PINN also used
a fully connected neural network with a depth of 3 and a width of 100. All these models used the
tanh activation function and a learning rate of 10−4 with the commonly used ADAM optimizer. To
ensure the sufficient convergence of the training results for the boundary layer problem, we conducted
five experiments with the PINN for 5× 105 iterations and five experiments with the PIDeepONet
for 104 iterations. Note that computing the residual loss of PDE for every input function f in the
PIDeepONet requires significant computation time using the automatic differentiation. We used the
Intel Xeon Gold 6226R processor and NVIDIA RTX A6000 48GB GPU.

Table 6: Parameters for each problem

Input function PDE dimension P1 or P2 # Element Iteration
(FEONet)

Iteration
(DeepONet)

Domain I
mj ∈ [1, 2]
nj ∈ [0, π]

2D P2
392

5× 104 5× 105Domain II 551
Domain III 334
BC I mj ∈ [3, 5]

nj ∈ [0, 2π]
1D P2 24 1.5× 105 5× 105

BC II 32 2× 105 5× 105

Eq I mj ∈ [3, 5]
nj ∈ [0, 2π]

1D P2 32 1.5× 105 5× 105

Eq II P1 128 3.5× 105 5× 105

Singular mj ∈ [3, 5]
nj ∈ [0, 2π]

1D P1 32 5× 104 5× 105

D.2 TRADE-OFF OF FEONET

The order of the polynomial basis and the number of elements employed in FEONet for each domain,
boundary condition, and equation are presented in the third and fourth columns of Table 6. Utilizing a
higher-order basis and a greater number of elements for domain triangulation in FEONet can enhance
prediction accuracy, but it comes at the cost of increased memory usage and longer training time.
Therefore, determining the appropriate basis and element number for FEONet involves a trade-off
between prediction accuracy and computational cost. Further details can be found in Table 6.

D.3 FENICS FOR GROUND-TRUTH SOLUTION, DOMAIN TRIANGULATION AND NODAL BASIS

The FEniCS (Alnaes et al., 2015; Logg et al., 2012), which stands for Finite Element Computational
Software, is a widely used open-source software suite that is specifically designed for solving PDEs
using the FEM. It offers a robust and user-friendly interface that enables solving a broad range of
PDEs in various settings. Using the FEniCS, we obtained solutions with very small errors for each
PDE problem on sufficiently fine meshes, which were used as the ground-truth solutions for each
problem. We were able to easily obtain nodes and nodal basis by triangulating the 2D domain as
shown in Figure 1 and Figure 9. Additionally, in our experiments, we were able to compute the loss
function (9) by using the FEniCS both for the P1 and the P2 elements.

D.4 TYPES AND RANDOM GENERATION OF INPUT FUNCTIONS FOR FEONET

This paper specifically has focused on the learning of the solution operator of PDEs from external
forcing terms. Notably, the FEONet can be readily extended to handle various input functions, such
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Figure 9: FEM triangulation of Domain II (square with a hole) with varying numbers of elements.

as boundary conditions, coefficients, or initial conditions, in the learning process. We shall confirm
this based on some additional experiments with various input functions.

As a first example, the FEONet is capable of learning the operator mapping G : c(x) 7→ u(x) from
the variable coefficient c(x) to the corresponding solution u(x) of a PDE (14). Figure 10 displays the
solution profile obtained when variable coefficients are considered as input. Next, we address the
case when the input is a boundary condition. We consider the 2D Poisson equation as

−∆u(x, y) = f(x, y), (x, y) ∈ D,

u(x, y) = g(x, y), (x, y) ∈ ∂D.
(41)

where f(x, y) = 2 and the domain D is a square with a hole (see (b) in Figure 1). The FEONet is
utilized to learn the operator G : g(x, y) 7→ u(x, y). Figure 11 demonstrates that even in the case
of an operator that takes the boundary condition g(x, y) as input, we can predict the solution with
high accuracy. Finally, we consider the time-dependent problem with varying initial conditions. We
consider the 1D convection-diffusion equation

ut − νuxx + bux = 0, t ∈ [0, 1], x ∈ D = [−1, 1],

u(0, x) = u0(x), x ∈ D,

u(t, x) = 0, x ∈ ∂D,

(42)

where ν = 0.1 and b = −1. Our aim is to learn the operator G : u0(x) 7→ u(t, x). We use the implicit
Euler method to discretize the time with ∆t = 0.01. We employed the marching-in-time scheme
proposed by Krishnapriyan et al. (2021) to sequentially learn and predict solutions over the time
domain t = [0, 1], divided into 10 intervals. Notably, for training FEONet, we utilized only the input
function u0(x) and equation (42) without any additional data. Figure 12 demonstrates the successful
prediction of the true solutions using the FEONet for arbitrary two initial conditions from the test
data set. These experiments demonstrate the versatility and adaptability of the FEONet approach for
accommodating different types of input functions.

In order to train the network, we generate random input functions (e.g. external forcing functions,
variable coefficient functions, boundary conditions, and initial conditions). Inspired by Bar-Sinai
et al. (2019), we created a random signal f(x;ω) as a linear combination of sine functions and cosine
functions. More precisely, we use

f(x) = m0 sin(n0x) +m1 cos(n1x) (43)
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Figure 10: Solution profiles predicted by the trained FEONet for PDE (14) obtained from variable
coefficients c(x) as two distinct input functions.

for a 1D case and

f(x, y) = m0 sin(n0x+ n1y) +m1 cos(n2x+ n3y) (44)

for a 2D case where mi for i = 1, 2 and nj for j = 0, 1, 2, 3 are drawn independently from the
uniform distributions whose ranges are shown in the second column of Table 6. In our experiments
for DeepONet with input-output data pairs, we prepare a total of 30/300/3000 pairs of (f, u) by
applying the FEM on sufficiently fine meshes. It is worth noting that even when considering different
random input functions, such as those generated by Gaussian random fields, we consistently observe
similar results. This robustness indicates the reliability and stability of the FEONet approach across
various input scenarios.

D.5 DESCRIPTION OF VARIOUS DOMAINS WITH COMPLEX GEOMETRIES

Figure 1 illustrates three complex domains considered in this paper. Firstly, Domain I is chosen as a
domain with a smooth boundary, represented by a circle centered at (0, 0) with radius 1, to accommo-
date non-rectangular shapes. Secondly, Domain II is designed to have a challenging geometry with
holes, excluding a circle of radius 0.5 centered at (0, 0) from the square domain [−1, 1] × [−1, 1].
Lastly, Domain III is created to have an irregular polygon with sharp turns, connecting the vertices
(−1.0,−1.0), (1.0,−1.0), (1.0, 0.0), (0.6, 0.0), (0.5,−0.5), (−0.0,−0.5), (−0.6, 1.0), (−1.0, 1.0),
and (−1.0,−1.0). Although this paper focuses on these three domains in the experiments, the
proposed FEONet has the potential to solve PDEs using FEM triangulation for more complex
domains such as airfoils where the classical FEM works.
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Figure 11: Solution profiles predicted by the trained FEONet for PDE (41) obtained from the
boundary condition input. Note that the boundary condition g(x, y) for the region with a circle hole
inside Ωcir is represented as h(θ) in polar coordinates.
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Figure 12: Solution profiles predicted by the trained FEONet for PDE (42) obtained from the initial
condition u(t = 0, x) as two distinct input functions.

D.6 BURGERS’ EQUATION

For the variational loss function for the Burgers’ equation described in (15), we identified the uux

term as ( 12u
2)x. Therefore, we induce the B[ûh(x;ωm), ϕi(x)] in the loss function (9) as

B[ûh(x;ωm), ϕi(x)] = ε

∫
D

(ûh)x(ϕi)x dx+

∫
D

ûh(ûh)xϕi dx

= ε

∫
D

(ûh)x(ϕi)x dx−
∫
D

1

2
û2
h(ϕi)x dx

= ε

N(h)∑
k=1

α̂k

∫
D

(ϕk)x(ϕi)x dx︸ ︷︷ ︸
(I)

−
∫
D

1

2

N(h)∑
k=1

α̂kϕk

2

(ϕi)x dx︸ ︷︷ ︸
(II)

.

The main difference from other PDE problems is the second term (II) on the right-hand side. Since the
term (II) cannot be expressed linearly with respect to α̂k, an iterative method should be used for the
linearization when using the classical FEM. However, the loss function can be directly computed for
the FEONet, and once the training is completed, it can make a real-time solution prediction without
any need for iteration methods whenever the forcing function is given. In other words, the FEONet is
able to learn the coefficients {α̂k}N(h)

k=1 effectively even for the nonlinear Burgers’ equation.

D.7 SINGULAR PERTURBATION PROBLEM

Solving convection-dominated singularly perturbed problems in numerical analysis is a challenging
task as the small diffusive parameter ε > 0 generates a sharp transition inside thin layers, requiring
special treatment. The transition of the boundary layer for (16) with respect to different viscosity
parameters ε > 0 is provided in Figure 13. ML approaches suffer from the boundary layer problem
since neural networks have a smooth prior (see Figure 5). When solving a single singularly perturbed
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Figure 13: Boundary layer transition for (16) with respect to different viscosity parameters ε > 0 is
displayed. As ε decreases, the thickness of the boundary layer gets smaller.

PDE using the PINN, the training using residual loss becomes unstable due to a very small diffusion
coefficient, resulting in poor learning. Figure 14 shows different solutions predicted by five different
PINN training for a single PDE in 5× 105 iterations.

Our FEONet overcomes this limitation by using an additional basis ϕcor, as defined in (17). We obtain
the corrector ϕcor by deriving the asymptotic equation with the formal limit equation assuming ε = 0,
as described in Hong & Jung (2018). Figure 15 shows the shape of the boundary layer corrector for
ε = 10−5.

As a paradigm example to derive ϕcor, we consider the following singularly perturbed convection-
diffusion equation: {

−εuε
xx − uε

x = f(x), 0 < x < 1,
uε = 0, x = 0, 1.

(45)

Our main objective is to construct the corrector basis for the singular perturbation problem. To find
the corrector, we formally replace ε by 0 in (45)1, whose limit problem of (45) at ε = 0 is{

−u0
x = f(x), 0 < x < 1,
u0 = 0, x = 1.

(46)

We impose the inflow boundary condition at x = 1 for u0, leading to the formal limit of u0 in the
following form:

u0(x) =

∫ 1

0

f dx. (47)

Performing matching asymptotics for equation (45), we observe the presence of a boundary layer
of size ϵ near the outflow boundary at x = 0. Consequently, we determine the asymptotic equation,
considering small ϵ, for the corrector φ that approximates the difference uϵ − u0. This equation can
be written as follows: {

−εφxx − φx = 0, 0 < x < 1,
φ = −u0, x = 0.

(48)

It is well-known that the corrector φ is given in the form

φ(x) = −u0(0) e−x/ε + e.s.t., (49)

where the e.s.t. stands for an exponentially small term with respect to the small perturbation parameter
ε > 0. To obtain the implementable corrector basis, we modify equation (49) by incorporating the
boundary condition.
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Performing the conventional energy estimates on the difference uε − (u0 + φ), we notice that

∥uε − (u0 + φ)∥L2((0,1)) ≤ κε,

∥uε − u0∥L2((0,1)) ≤ κε
1
2 ,

(50)

for a constant κ > 0 independent of ε. The convergence results indicate two important observations.
The convergence results highlight two significant observations. Firstly, the diffusive solution uϵ

converges to the limit solution u0 as ϵ approaches 0, with the convergence rate proportional to ϵ.
Secondly, based on these convergence results, we can deduce that the corrector φ effectively captures
the singular behavior of uϵ at small diffusivity ϵ. This implies that the diffusive solution uϵ can be
decomposed into the sum of a rapidly decaying component represented by φ and a slowly varying
component represented by u0.

Figure 14: The solution profiles of five different experiments solving the singular perturbation
problem using the PINN.

Figure 15: The profile of the boundary layer corrector which is used as the additional basis function
for the singular perturbation problem.
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D.8 PLOTS ON CONVERGENCE RATES

Let us make some further comments on the experimental details for Figure 6. For 1D case, we
consider the convection-diffusion equation

−εuxx + bux = f(x), x ∈ D = [−1, 1],

u(x) = 0 , x ∈ ∂D,
(51)

where ε = 0.1 and b = −1. For the 2D case, we consider the following equation

−ε∆u+ v · ∇u = f(x, y), (x, y) ∈ D = [−1, 1]2,

u(x, y) = 0, (x, y) ∈ ∂D,
(52)

where ε = 0.1 and v = (−1, 0). The FEONet was used to approximate the solution of these two
equations using P1 and P2 nodal basis functions, and the experiments were conducted with varying
domain triangulation to have different numbers of elements to observe the convergence rate. As
shown in Figure 6, the observed convergence rate of the FEONet shows the convergence rates close
to 2 and 3 for P1 and P2 approximation respectively, which are the theoretical results for the classical
FEM. Since the precision scale of the neural network we used here is about 10−2, we cannot observe
the exact trends in rates below this level of error. We expect to see the same trend even at lower errors
if we use larger scale and more advanced models than the CNN structure.

D.9 ADDITIONAL PLOT ON GENERALIZATION ERROR

Figure 16: Rel. L2 train and test error comparison between the FEONet with 30/3000 input samples
(w/o labeled data) and the DeepONet (supervised) with 30 train-test data pair.

The FEONet is a model capable of learning the operator without the need for paired input-output
training data. What we need for the training is the generation of random input samples, which only
imposes negligible computational cost. Therefore, the number of input function samples for the
FEONet training can be chosen arbitrarily. In the experiments performed in Section 4, we generated
3000 random input function samples to train the FEONet. On the other hand, the DeepONet requires
paired input-output training data for supervised learning which causes significant computational costs
to prepare. In this paper, we have focused our experiments on considering the DeepONet trained
with 30, 300, and 3000 input-output data pairs. This allowed us to highlight the FEONet’s ability
to achieve a certain level of accuracy without relying on data pairs. In Figure 7, We compared the
generalization capability of both models. We used 3000 input samples to train the FEONet and
30 input-output data pairs to train the DeepONet. Even with the 30 data pairs, there occurred a
lot of computational costs to gain the data. Although it is predictable that increasing the number
of input-output data pairs for the DeepONet would narrow the gap between train and test errors,
preparing a large amount of data causes significant computational costs.

In addition to the experiments for Figure 7, in order to reduce the possibility of reader’s confusion,
we also present the results comparing generalization capability in Figure 16, when the FEONet is
trained only with 30 random input samples (green and yellow bar) (which should be distinguished
from 30 input-out data pair for the supervised learning). Figure 16 depicts a comparison of train
and test errors between the FEONet, trained through an unsupervised approach with 30 and 3000
input samples, and the DeepONet, trained through supervised learning with 30 input-output data
pairs. Notably, the FEONet shows superior generalization compared to the DeepONet, even without
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requiring input-output paired data. Remarkably, utilizing only 30 input samples for training, the
FEONet achieves significantly better generalization and exhibits lower test errors than that of the
DeepONet.

E LIMITATIONS

Despite the promising results presented in this study, there are still several technical questions
that remain unresolved and necessitate further investigation. One such question is determining
the optimal features embedding or network architecture of the FEONet for a given parametric
governing law. Understanding the most effective approach for feature representation and network
design is crucial for achieving optimal performance and generalization in the FEONet framework.
Addressing this question would contribute to advancing the understanding and applicability of the
FEONet methodology. Once this issue is resolved, our approach holds the potential for addressing
challenging problems, including the Navier-Stokes equations, which represent one of the most
fascinating nonlinear problems in the numerical solution of partial differential equations. By applying
the FEONet to such complex scenarios as a future direction, we can make significant advancements
in the field and uncover new insights into the behavior and dynamics of these systems.

The issue of scalability is a prominent concern not just in scientific machine learning but also in
traditional scientific computing. In our case, for large-scale and intricate problems, there exists the
potential for condition number challenges, given that our loss function is grounded in finite element
matrices. To mitigate this concern, it is possible to utilize established preconditioning techniques.
These aim to impose a reduced condition number on the finite element matrices, much in the way they
are applied in conventional numerical methods. It’s pertinent to highlight that the act of multiplying
the loss function by a matrix (or a preconditioner) equates to the addition of an extra layer in neural
networks. Therefore, the proposed framework remains compatible with the preconditioned loss
function. Interestingly, this might be viewed as another strength of our numerical analysis-based
approach.
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