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Abstract001

Large Language Models (LLMs) exhibit strong002
reasoning capabilities and are widely applied003
in event forecasting. However, studies have004
demonstrated that LLMs exhibit human-like005
cognitive biases, systematic patterns of devia-006
tion from rationality in decision-making. To ex-007
plore the cognitive biases in event forecasting,008
we introduce CogForecast, a human-curated009
dataset comprising six topics. Experimental010
results on three LLMs reveal significant cog-011
nitive biases in LLM-based event forecasting012
methods. To address this issue, we propose013
MCA, a Multi-Cognition Agentic framework.014
Specifically, MCA leverages LLMs to act as015
multi-cognition event participants, performing016
perspective-taking based on the cognitive pat-017
terns of event participants to alleviate the inher-018
ent cognitive biases in LLMs and offer diverse019
analytical perspectives. Then, MCA clusters020
agents according to their predictions and de-021
rives a final answer through a group-level re-022
liability scoring method. Experimental results023
on a dataset including eight event categories024
demonstrate the effectiveness of MCA. Using025
Llama-3.1-70B, MCA achieves an accuracy of026
82.3% (79.5% for the human crowd). Addition-027
ally, we demonstrate that MCA can alleviate028
the cognitive biases in LLMs and investigate029
three influencing factors. Our code and dataset030
will be publicly released.031

1 Introduction032

Recently, large language models (LLMs, Zhao033

et al., 2023) such as ChatGPT have shown remark-034

able reasoning capabilities across various appli-035

cations, including event forecasting. Event fore-036

casting (Granroth-Wilding and Clark, 2016; Zhao,037

2022; Zhou et al., 2022) is a challenging task that038

aims to predict future developments based on the039

analysis of background information. Basically,040

LLM-based forecasting methods can be catego-041

rized into prompt engineering (Shi et al., 2023;042
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Figure 1: Comparison of different multi-agent methods.
Agents with red dashed boxes inherit cognitive biases
from LLMs, as demonstrated in Section 2.

Schoenegger et al., 2024), Retrieval-Augmented 043

Generation (Liao et al., 2024; Luo et al., 2024), 044

instruction tuning (Tao et al., 2024a; Yuan et al., 045

2024), and LLM-based agent methods (Ye et al., 046

2024; Cheng and Chin, 2024). These studies treat 047

LLMs as objective analysts and contribute signifi- 048

cantly to the progression of event forecasting. 049

However, as demonstrated in Talboy and Fuller 050

(2023) and Echterhoff et al. (2024), LLMs inherit 051

human-like cognitive biases from human-created 052

data. The cognitive biases are systematic patterns 053

of deviation from norm or rationality in decision- 054

making, thus rendering LLM-based methods insuf- 055

ficient for objective decision-making. To investi- 056

gate the cognitive biases in event forecasting, we 057

introduce CogForecast, a human-curated dataset 058

comprising six topics (each with a pair of enti- 059

ties). Using a cognitive preference score as the met- 060

ric, three LLMs show significant cognitive biases. 061

Furthermore, cognitive biases are also observed 062

in agents using domain experts, such as political 063

scholars and analysts, and the final judge in multi- 064
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agent debate systems (MAD, Du et al., 2024; Liang065

et al., 2024), as depicted in Figure 1.066

To mitigate the cognitive biases of LLMs, we pro-067

pose MCA, a Multi-Cognition Agentic framework068

for complex event forecasting. The method is mo-069

tivated by perspective-taking in cognitive theory,070

which is widely applied in international relations071

analysis. As illustrated in Figure 1, MCA pro-072

files agents as multi-cognition event participants for073

perspective-taking, facilitating LLMs in shedding074

inherent cognitive biases and offering a compre-075

hensive perspective. Specifically, MCA includes076

two stages: agent construction and forecasting. In077

the agent construction stage, MCA proposes an078

automatic agent construction method that clusters079

historical events and extracts multi-cognition par-080

ticipants, resulting in a large-scale agent collection.081

In the forecasting stage, given a question, MCA dy-082

namically retrieves relevant multi-cognition agents083

from the agent collection. Subsequently, a retrieval084

assistant collects multilingual, multi-cognition in-085

formation from news websites and YouTube to al-086

leviate information cocoons. Based on retrieved087

information, agents engage in perspective-taking088

from the viewpoint of event participants, facili-089

tating comprehensive analysis from diverse per-090

spectives. Finally, to support objective collective091

decision-making (CDM), MCA clusters agents ac-092

cording to their predictions and derives a final an-093

swer using a group-level reliability scoring method.094

In experiments, we evaluate MCA on a challeng-095

ing forecasting benchmark, including eight cate-096

gories. MCA demonstrates its superiority across097

four LLMs, yielding an average accuracy improve-098

ment of 4.7% (especially in the "Security" cate-099

gory). Notably, using Llama-3.1-70B as the LLM,100

MCA yields an accuracy of 82.3%, surpassing the101

human crowd’s 79.5%. Additionally, we demon-102

strate that MCA can alleviate cognitive biases and103

explore three factors influencing the cognitive bi-104

ases and prediction performance of LLMs, includ-105

ing agent profiling, information source, and cogni-106

tive certainty. Regarding the CDM, we compare107

various CDM mechanisms, highlighting the sen-108

sitivities of dictatorial and debating methods, and109

demonstrating the effectiveness of our method. Our110

contributions are as follows:111

• We introduce a dataset, CogForecast, revealing112

the cognitive biases of LLM-based methods.113

• We introduce MCA to alleviate the cognitive bi-114

ases and achieve superior performance. 115

• We investigate three factors influencing the cog- 116

nitive biases of LLMs, providing insights for 117

future research. 118

2 The Cognitive Biases of LLMs in Event 119

Forecasting 120

Dataset To address the dataset gap in assessing 121

cognitive biases of event forecasting, we introduce 122

CogForecast, a human-curated dataset comprising 123

6 topics (6 pairs of entities
{
Ti = [e1i , e

2
i ]
}6

i=1
, 218 124

samples). These entity pairs exhibit significant cog- 125

nitive discrepancies, including "US-China", "US- 126

Iran", "Ukraine-Russia", "Palestine-Israel", "South 127

Korea-North Korea", and "Syrian-HTS". Each sam- 128

ple contains a question and three options, such as: 129

"Question: In 2024, the Syrian opposition HTS suc- 130

ceeded in overthrowing the Assad government. Will 131

Syria gain more freedom and democracy? Options: 132

(A) Cannot answer; (B) Yes; (C) No". Given the 133

significant cognitive divergence between e1i and e2i , 134

correctness evaluation, which annotates a correct 135

answer for each question, results in serious incon- 136

sistencies among annotators. Therefore, for ques- 137

tion qji , we propose annotating the cognitive prefer- 138

ences pbj of option (B) and pcj of (C) from
{
e1i , e

2
i

}
. 139

For the example above, pbj for option "(B) Yes" is 140

e2i "HTS", as this option aligns with the cognition 141

of HTS. This annotation method demonstrates sub- 142

stantial agreement between two annotators, with 143

a Fleiss’ Kappa score of 96.7%. The dataset con- 144

struction details can be found in Appendix A.2. 145

Metrics For topic Ti, prediction on question qji is 146

mapped to preference pji . Then, for e1i , e2i , and 147

neutral option "Cannot answer", we calculate their 148

cognitive preference scores as: 149

Pe =

∑count(qji )
j=1 1

(pji=e)

count(qji )
, e ∈

{
e1i , e

2
i , neutral

}
(1) 150

Results As depicted in Figure 2, when employing 151

CoT (first row), three LLMs consistently exhibit a 152

pronounced cognitive preference for e1i (blue bar) 153

over e2i (gray bar) across all topics. Additionally, 154

different LLMs show varying degrees of cognitive 155

biases, with Llama-3-8B exhibiting the most sig- 156

nificant biases. Using the similar prompt template 157

as CoT, we evaluate three kinds of agents: Ex- 158

pertPrompting (You are an international relations 159
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Figure 2: The cognitive biases of three LLMs using
CoT, ExpertPrompting, SPP, and MAD.

analyst specializing in the analysis of e1i -e2i rela-160

tions), SPP (a multi-agent system that simulates161

collaboration among domain experts), and MAD (a162

two-round multi-agent debate system that simulates163

debates between affirmative and negative sides).164

However, compared to CoT, ExpertPrompting ex-165

acerbates the cognitive biases of LLMs. After in-166

corporating additional experts, SPP exhibits minor167

fluctuations in cognitive bias across dialog rounds168

(average shift in preference e1i is 4.3% across three169

LLMs). For MAD, while the affirmative and neg-170

ative sides display different cognitive preferences171

(averaged preference difference is 11.3% across172

three LLMs), the final judge remains the cognitive173

preferences of LLMs.174

3 Method175

3.1 Task Definition and Framework Overview176

Following the task definition of binary event fore-177

casting in (Halawi et al., 2024), the objective is178

to predict answers (True/False) of binary forecast-179

ing questions and to assign occurring probabili-180

ties. Each data d consists of a question q, a back-181

ground description, a resolution criterion, and four182

kinds of timestamps: a begin date datebegin when183

the question is published, a close date dateclose184

when no further forecasts can be submitted on185

forecasting platform, a resolve date dateresolve186

when the outcome is determined, and 1-5 retrieval187

dates dateretrieval when the model can retrieve188

additional information up to this date. The re-189

trieval dates are sampled between the datebegin and 190

dateclose, as well as before dateresolve, to prevent 191

knowledge leakage. 192

As illustrated in Figure 3, MCA consists of two 193

stages: the multi-cognition agent construction stage 194

and the forecasting stage. In the first stage, MCA 195

constructs a large-scale collection of agents from 196

the trainset. In the second stage, MCA retrieves 197

relevant multi-cognition agents and leverages their 198

collective intelligence for forecasting. 199

3.2 Multi-cognition Agent Construction 200

Unlike existing agent profiling methods, such as 201

domain experts and debating roles, MCA profiles 202

agents as event participants and encourages LLMs 203

to "step into the other person’s shoes". How- 204

ever, complex events often involve potential partic- 205

ipants not explicitly referenced in a single question, 206

and similar events may share participants. Conse- 207

quently, we propose an automatic agent construc- 208

tion method to extract agents. MCA first utilizes 209

a text embedding model, bge-large-en-v1.5, to ex- 210

tract embeddings for all questions from the training 211

set. Subsequently, following BERTopic (Grooten- 212

dorst, 2022), we apply UMAP to reduce the em- 213

bedding dimension to 100 and HDBSCAN (with 214

min_samples and min_cluster_size set to 3 and 215

7) to cluster questions into 237 topics. For each 216

topic cluster, we concatenate questions and back- 217

ground information as textual input and prompt 218

LLM to identify relevant multi-cognition entities 219

(agents). Additionally, for each agent, we generate 220

four attributes: (1) type (e.g., country, organization, 221

individual); (2) a brief description; (3) professional 222

field (e.g., Politics & Governance, Security & De- 223

fense); and (4) official languages. Finally, agents 224

sharing the same name, type, and professional field 225

are aggregated, resulting in 2,496 distinct agents. 226

3.3 Multi-cognition Event Forecasting 227

Step 1: Multi-cognition Agent Retrieving. Given 228

a question qi and its background, MCA first 229

prompts LLM to identify relevant agents and to 230

generate their names, types, and professional fields. 231

The multi-cognition agents include three types: (1) 232

the affirmative side, which argues that the event 233

is more likely to occur and may benefit from it; 234

(2) the negative side, which argues that the event 235

is less likely to occur and may be adversely af- 236

fected; (3) the neutral side, such as neutral inter- 237

national organizations and domain experts. Sub- 238
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Figure 3: Illustration of the agent construction and forecasting pipeline for MCA. The forecasting stage includes four
steps: (1) multi-cognition agent retrieving; (2) multilingual information retrieving; (3) multi-cognition reasoning,
and (4) group-level cognition aggregating.

sequently, we employ text matching (name, type,239

and professional field) to retrieve agents Ai =240 {
a1i , a

2
i . . . a

j
i

}
from the agent collection. Those241

unmatched agents will be created and added to the242

agent collection.243

Step 2: Multilingual Information Retrieving. As244

highlighted in Yang (2024), information cocoons245

may exacerbate cognitive biases in both humans246

and LLMs. Therefore, unlike Halawi et al. (2024);247

Guan et al. (2024), which retrieve monolingual248

data from news websites, a retrieval assistant re-249

trieves multilingual, multi-cognition information250

from news websites and YouTube. There are five251

steps: (1) Search Query Generation, (2) Informa-252

tion Retrieval, (3) Information Processing, (4) In-253

formation Filtration and (5) Information Summa-254

rizing. Details are provided in Appendix A.3.255

Step 3: Multi-cognition Reasoning. As illus-256

trated in Figure 3, j retrieved agents exhibit diverse257

identities and cognition, thereby facilitating multi-258

cognition reasoning and diverse predictions. Using259

prompting method, we convert each agent profile260

into textual prompt pprofile (You are an AI agent261

who specializes in event forecasting, and here is262

your profile. Name: {name} Type: {type} Descrip-263

tion: {description} Professional field: {domain}264

Please answer the following question from your265

perspective and objectively.) Subsequently, MCA266

obtains the forecasting prompt by concatenating267

pprofile with the question prompt pquestion of data268

di and the chain-of-thought (CoT) prompt pinstruct. 269

Preasoning = pprofile ⊕ pquestion ⊕ pinstruct (2) 270

For a fair comparison, we select the best pquestion 271

and pinstruct from Halawi et al. (2024) based on 272

accuracy and apply this prompt template across 273

all methods. Then, j agents leverage LLM M to 274

perform CoT reasoning and obtain their forecasting 275

results Yi of data di. 276

Yi =
{
[a1i , r

1
i , y

1
i ], [a

2
i , r

2
i , y

2
i ] . . . [a

j
i , r

j
j , y

j
i ]
}
(3) 277

where rji and yji denote the textual reasoning and 278

prediction probability for agent aji . 279

Step 4: Group-level Cognition Aggregating. As 280

demonstrated in Zhao et al. (2024), dictatorial 281

methods, which designate a special agent to deter- 282

mine the final decision, are fragile due to their com- 283

plete reliance on a single agent. In this work, we 284

introduce a reliability scoring agent ACDM to lever- 285

age the collective intelligence of multi-cognition 286

agents. Despite the diversity of cognition, certain 287

agents may share overlapping viewpoints. There- 288

fore, ACDM first divides Yi into groups. 289

Gy =
{
[aki , r

k
k , y

k
i ] | yki = y

}
(4) 290

where Gy denotes the group with yki equal to y. 291

Taking the binary forecasting task as an example, 292
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Methods Security Politics Economics Sports Technology All
Brier ↓ Acc ↑ Brier ↓ Acc ↑ Brier ↓ Acc ↑ Brier ↓ Acc ↑ Brier ↓ Acc ↑ Brier ↓ Acc ↑

Human Crowd 0.129 78.4 0.145 78.2 0.147 78.3 0.171 73.1 0.114 84.3 0.149 77.0
Claude-2.1 / / / / / / / / / / 0.215 /
GPT-4-1106 0.188 69.6 0.184 71.8 0.213 64.9 0.181 71.1 0.152 80.2 0.190 69.6
+3CoT 0.180 70.8 0.181 70.6 0.209 65.7 0.178 72.1 0.151 79.7 0.186 70.2
+3SFT+3CoT 0.174 71.0 0.172 72.6 0.198 68.8 0.175 73.0 0.143 71.5 0.179 71.5
Llama-3-8B 0.236 60.5 0.205 68.7 0.222 61.5 0.190 72.5 0.149 78.9 0.204 68.1
+ExpertPrompt 0.24 59.7 0.206 69.2 0.233 62.2 0.196 69.5 0.176 75.1 0.210 67.4
+Self Consistency 0.227 62.7 0.196 71.6 0.211 67.0 0.193 70.7 0.157 78.0 0.201 69.9
+SPP 0.245 57.8 0.253 60.9 0.217 65.2 0.229 63.5 0.205 69.6 0.239 61.0
+MAD 0.296 42.4 0.297 43.3 0.285 43.9 0.271 50.0 0.287 49.1 0.285 45.8
+MCA 0.204 74.6 0.187 75.9 0.202 74.4 0.182 73.6 0.141 86.0 0.194 74.3
∆ -0.023 +11.9 -0.009 +3.3 -0.009 +7.4 -0.008 +1.1 -0.008 +7.1 -0.007 +4.4
Human Crowd* 0.103 84.1 0.112 81.3 0.143 79.7 0.176 71.9 0.066 94.9 0.133 79.5
Llama-3.1-70B 0.189 68.3 0.134 79.5 0.150 71.9 0.170 74.5 0.070 91.8 0.162 74.2
+Self Consistency 0.172 74.3 0.123 82.3 0.145 73.1 0.161 78.6 0.060 92.9 0.152 77.8
+MCA 0.122 93.4 0.129 85.0 0.133 76.0 0.155 79.0 0.052 95.3 0.145 82.3
∆ -0.050 +19.1 +0.006 +2.7 -0.012 +2.9 -0.006 +0.4 -0.008 +2.4 -0.007 +4.5

Table 1: Comparison between our MCA and other methods. The lower part presents the results on the test subset.

we divide predictions into two groups:293

Yi = Gtrue ∪Gfalse (5)294

Gtrue
i =

{
[aki , r

k
k , y

k
i ] | yki > 0.5

}
(6)295

Gfalse
i =

{
[aki , r

k
k , y

k
i ] | yki ≤ 0.5

}
(7)296

where Gtrue and Gfalse denote the agent groups297

that predict event as more likely or less likely to298

occur, respectively. Subsequently, using an aggre-299

gation prompt, ACDM aggregates their textual rea-300

soning to provide comprehensive reasoning. Then,301

ACDM evaluates their reliability scores Strue
i and302

Sfalse
i (0.0-1.0, with 0.7 indicating unchanged re-303

liability) based on their reasoning rationality. The304

final prediction is derived as the weighted average305

of all predictions to avoid cognitive bias in dictato-306

rial judgment:307

yfinal =
1

j

j∑
k=1

yk
i

0.7
·
(
Strue
i · 1(yk

i >0.5) + Sfalse
i · 1(yk

i ≤0.5)

)
(8)308

3.4 Collective Experience Acquisition309

Capability acquisition is a critical process in agents,310

enabling dynamic learning and evolution. Drawing311

inspiration from trial-and-error learning, we inte-312

grate an experience memory into each cognitive313

agent and ACDM . After collective prediction on a314

training sample, we check the correctness of cog-315

nitive agents in multi-cognition reasoning (predic-316

tions vs label) and ACDM (whether the aggregated317

score yfinal is better than averaging). For agents318

with mistakes, they are prompted to revise, add, or319

delete their memory.320

4 Experiments 321

4.1 Experimental Setup 322

Datasets such as ICEWS (García-Durán et al., 323

2018) and SCTc-TE (Ma et al., 2023) are widely 324

adopted. However, the most recent knowledge cut- 325

off of these datasets is 2022, resulting in knowl- 326

edge leakage for LLMs. Therefore, we employ 327

the dataset released by Halawi et al. (2024), which 328

contains 5,516 binary forecasting questions, includ- 329

ing 3,762 questions for training, 840 for valida- 330

tion, and 914 for testing (published after June 1, 331

2023). The dataset is curated from platforms such 332

as Metaculus, including 8 categories such as "Se- 333

curity" and "Politics". These platforms aggregate 334

predictions from individual forecasters, providing 335

a strong benchmark: the Human Crowd. 336

Models. To thoroughly assess the performance 337

of MCA, we employ four LLMs for compar- 338

ison: Llama-3-8B-Instruct, Mistral-7B-Instruct- 339

v0.2, Llama-3.1-8B-Instruct, and Llama-3.1-70B- 340

Instruct. To avoid knowledge leakage for the latter 341

three LLMs, we create a test subset comprising 342

instances with resolve dates after December 2023. 343

Furthermore, we select a variety of competitive 344

methods for comparison: (1) Human Crowd, the 345

collective intelligence of human forecasters; (2) 346

GPT-4 and its variants from Halawi et al. (2024); 347

(3) CoT, which elicits step-by-step reasoning of 348

LLMs; (4) Self-Consistency, which samples mul- 349

tiple (n=10) reasoning paths and uses the aver- 350

aged prediction as final answer; (5) ExpertPrompt- 351

ing (Xu et al., 2023), which dynamically generates 352
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Figure 4: Comparison of Accuracy between MCA and
other methods on three LLMs.

a domain expert to facilitate LLMs to answer as dis-353

tinguished experts; (6) MAD (Liang et al., 2024),354

which employs a two-round debate, moderated by a355

judge; (7) SPP (Wang et al., 2024b), which engages356

in multi-turn collaboration with diverse domain ex-357

perts. To ensure fairness, all methods utilize uni-358

form prompt templates (pquestion and pinstruct) and359

multilingual information retriever, except for the360

necessary descriptive prefixes for methods. Imple-361

mentation details are provided in Appendix A.1.362

Metrics. We employ accuracy and Brier score363

as the metrics. Denoting fi ∈ [0, 1] as the364

i-th probabilistic prediction and oi ∈ {0, 1}365

as the gold answer, the accuracy is defined366

as 1
n

∑n
i=1 1 {1 {fi > 0.5} = oi}, while the Brier367

score is computed as 1
n

∑n
i=1(fi − oi)

2. For refer-368

ence, an unskilled forecaster with a constant value369

of 0.5 yields a Brier score of 0.25. These metrics370

are averaged across all retrieval dates.371

4.2 Experimental Results372

Main Results. Table 1 presents the detailed com-373

parisons between MCA and other methods. Fig-374

ure 4 further shows a comparison across more375

LLMs. The experiments demonstrate that MCA376

consistently outperforms other methods by a sig-377

nificant margin across four LLMs, with an average378

accuracy improvement of 4.7% and a decrease of379

0.008 in Brier score compared to the second-best re-380

sults. Notably, when using Llama-3.1-70B, MCA381

surpasses the challenging human crowd (82.3%382

vs 79.5% in accuracy). Additionally, we observe383

that: (1) Compared to single-agent baselines (CoT384

and ExpertPrompting), MCA achieves substantial385

performance gains, outperforming CoT by 11.4%386

and ExpertPrompting by 9.7% across four LLMs,387

highlighting the necessity of MCA. (2) MCA ex-388

cels in predicting events with complex cognition,389

MA MR EM GA Llama-3-8B Mistral-7B
Brier Acc Brier Acc

✓ ✓ ✓ ✓ 0.194 74.3 0.181 76.0
✗ ✓ ✓ ✓ 0.204 71.6 0.187 73.5
✓ ✗ ✓ ✓ 0.204 72.1 0.189 75.2
✓ ✓ ✗ ✓ 0.194 73.4 0.187 74.3
✓ ✓ ✓ ✗ 0.200 71.9 0.180 73.7
✗ ✗ ✗ ✗ 0.205 67.7 0.192 65.3
✓ ✗ ✗ ✗ 0.206 70.0 0.188 69.9
✓ ✓ ✗ ✗ 0.198 71.2 0.185 72.1
✓ ✓ ✓ ✗ 0.198 71.1 0.180 73.7

Table 2: Ablation results of MCA on two LLMs. MA,
MR, EM, and GA denote the multi-cognition agents,
multilingual retrieval assistant, experience memory, and
group-level aggregating, respectively.

achieving the highest accuracy gains in the "Se- 390

curity" category, which involves diverse countries 391

and organizations with varying cognition. (3) En- 392

semble methods (self-consistency, GPT4+3CoT) 393

consistently outperform vanilla CoT. (4) Debat- 394

ing method, MAD, surprisingly yields the poorest 395

performance, as also demonstrated in Smit et al. 396

(2024). We check the debating process and find a 397

decline in accuracy as debate rounds increase, par- 398

ticularly in the first round, when the opposing side 399

rebuts the affirmative side. (5) ExpertPrompting 400

and SPP exhibit a performance decline over CoT. 401

Additionally, we observe negligible variations in 402

accuracy for SPP across conversation rounds, prob- 403

ably due to shared cognitive biases among domain 404

experts. 405

Ablation Results. In the upper section of Table 2, 406

replacing multi-cognition agents with domain ex- 407

perts, replacing multi-cognition retrieval with En- 408

glish news retrieval, removing experience mem- 409

ory, and replacing group-level aggregation with 410

vanilla averaging all lead to a decline in perfor- 411

mance, demonstrating their effectiveness. Addi- 412

tionally, in the lower section of the table, there is 413

a consistent performance improvement after incre- 414

mentally incorporating four modules. 415

4.3 Discussion 416

RQ1: Can MCA alleviate the cognitive biases? 417

Using CogForecast, we employ e1i and e2i as event 418

participants (agents) to perform perspective-taking 419

and treat them as two groups for group-level ag- 420

gregating. As depicted in the first (e1i ) and the 421

second rows (e2i ) of Figure 5, LLMs exhibit sig- 422

nificant cognitive preferences to given identities, 423

demonstrating the perspective-taking capabilities 424
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Figure 5: The cognitive preference analysis of MCA.

of LLMs. After aggregation (third row), LLMs are425

prompted to ignore inherent cognition and answer426

objectively according to the rationality of e1i and e2i ,427

thereby alleviating the cognitive biases of LLMs428

compared to other methods (Figure 2).429

RQ2: The influencing factors of cognitive bi-430

ases and forecasting performance. We investi-431

gate three factors influencing cognitive biases in432

LLMs and multi-agent forecasting systems as fol-433

lows. Except for prediction accuracy, we incorpo-434

rate Fleiss’ kappa to assess the degree of agreement435

among agents and conduct experiments across four436

challenging event categories: security, politics, eco-437

nomics, and technology.438

(1) Agent Profiling. To make a comprehensive439

comparison, we employ three additional agent pro-440

filing methods: (1) vanilla expert ABC, includ-441

ing four agents with the name "1-4"; (2) domain442

experts, where four human-crafted experts are as-443

signed to each category, such as "Security & De-444

fense Scholars" and "Politics & Governance Ana-445

lysts". (3) debater, including three agents represent-446

ing the affirmative, negative, and neutral sides. For447

a fair comparison, the prompt template (except for448

profile prompt for agent) and information source449

(multilingual) remain consistent. As shown in Ta-450

ble 3, MCA achieves the highest accuracy, whereas451

domain experts yield moderate performance. Fur-452

thermore, in the Fleiss’ Kappa columns, debater453

agents exhibit the lowest inter-agent agreement,454

as they are deliberately assigned opposing posi-455

tions. In contrast, domain experts and vanilla ABC456

agents inherit the cognitive biases of LLMs, thus457

demonstrating higher agreement levels. For MCA,458

agents are profiled as multi-cognition participants,459

Var Setting Llama-3-8B Mistral-7B
Kappa Acc Kappa Acc

Profiles

ABC 0.479 71.2 0.624 71.0
Domain Experts 0.443 69.5 0.485 72.4
Debater 0.168 68.1 0.298 73.1
MCA 0.401 73.4 0.412 80.3

Info

No RAG 0.255 60.9 0.264 70.2
YouTube 0.383 65.4 0.331 71.2
News 0.384 69.6 0.357 78.9
News+YouTube 0.402 70.9 0.420 79.0
Multilingual 0.401 73.4 0.412 80.3

Certainty

Absolute 0.372 70.7 0.408 78.2
Strong 0.363 70.0 0.373 79.3
Balanced 0.401 73.4 0.412 80.3
Low 0.391 72.4 0.364 77.2

Table 3: Analysis of three influencing factors.

such as the US government and Russian troops, 460

and these agents change the inherent cognition of 461

LLMs, thus offering diverse perspectives (with low 462

agreement). (2) Information Source. In the ex- 463

periments, there is a continuous improvement in 464

performance after progressively adding more in- 465

formation sources, underscoring the necessity of 466

background information. Additionally, in social 467

cognition theory, increased exposure to informa- 468

tion with certain cognition will result in an en- 469

hanced cognitive identity. Such phenomenon is 470

reflected in the increase of inter-agent agreement 471

between multi-cognition agents from "No RAG" 472

to monolingual "News+YouTube". Notably, after 473

incorporating multilingual information, continuous 474

improvements in accuracy and reduced agreements 475

are observed. The multilingual information ex- 476

hibits various cognition, thus facilitating diverse 477

thinking and further alleviating cognitive bias. 478

(3) Cognitive Certainty refers to the degree of 479

confidence a person has in their cognition. To in- 480

vestigate its impact, we examine four certainty de- 481

grees using prompts: (1) absolute certainty, fully 482

aligned with the given identity; (2) strong certainty, 483

permitting the incorporation of some objective per- 484

spectives; (3) balanced certainty, analyzing from 485

the given perspective and objectively ; (4) low cer- 486

tainty, adopting a completely objective viewpoint. 487

As depicted in Table 3, in certainty-enhanced set- 488

tings, absolute and strong certainty levels yield 489

lower accuracies, as agents overestimate their judg- 490

ments and ignore conflicting evidences. Despite 491

increased objectivity, low certainty setting leads to 492

performance degradation. Therefore, a balanced 493

cognitive certainty is recommended, as it offers 494

optimal performance by combining perspectives 495
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Methods Llama-3-8B Mistral-7B
Brier Acc Brier Acc

Average 0.200 71.9 0.180 73.7
Plurality 0.279 72.0 0.258 74.2
Plurality_score 0.195 72.0 0.186 74.2
Dictatorial 0.202 67.0 0.212 50.2
Dictatorial_group 0.198 68.7 0.187 63.7
Debate 0.210 70.1 0.213 59.1
Ours 0.194 74.3 0.181 76.0
∆ -0.001 +2.3 +0.001 +1.8

Table 4: Comparison of various CDM methods.

beyond the inherent cognition and objectivity.496

RQ3: The impact of CDM mechanisms in497

prediction performance? Except for averaging498

method and our group-level aggregating, we exam-499

ine three CDM mechanisms in MCA: (1) plurality500

voting, which selects the option (True/False) of501

the first-preference votes, and its variant, which502

adopts the averaged score from the selected group;503

(2) dictatorial, where a judge agent determines the504

final prediction based on all agents or aggregated505

groups; (3) debate, which involves two-round de-506

bates between aggregated groups before the final507

judge. Results in Table 4 show that our method508

outperforms other methods. Additionally, both dic-509

tatorial and debate methods rely on a judge and510

thus obtain accuracies close to CoT.511

5 Related Works512

Cognitive biases in LLMs. Studies have exten-513

sively explored social biases towards protected514

groups in LLMs, such as gender and religious bias.515

Differently, cognitive biases focus on decision-516

making. Talboy and Fuller (2023) demonstrate517

the presence of various cognitive biases in LLMs.518

Echterhoff et al. (2024) develop a dataset to evalu-519

ate three categories of cognitive biases in campus520

enrollment task, such as sequential bias. Bang et al.521

(2024) investigate the biases of LLMs regarding522

political issues. Xie et al. (2024) construct Mind-523

Scope, a cognitive bias evaluation dataset that incor-524

porates multi-turn dialogue scenarios. Mina et al.525

(2025) demonstrate that cognitive biases in LLMs526

tend to be more pronounced as task complexity527

increases. Beyond prompt or option sequence, cog-528

nitive biases in event forecasting are influenced by529

intricate and underexplored factors, necessitating530

investigation and effective mitigation strategies.531

Event Forecasting. Early studies address event532

forecasting as a text classification task, modeling533

event chains (Wang et al., 2021), event graphs (Du 534

et al., 2022), and unstructured text (Jin et al., 2021) 535

through small language models or graph neural net- 536

works (Zhang et al., 2023). Recently, LLM-based 537

forecasting methods have arisen. Lee et al. (2023); 538

Shi et al. (2023) introduce various prompting meth- 539

ods to leverage the reasoning ability of LLMs. 540

To augment LLMs with current information, re- 541

searchers retrieve structured events (Liao et al., 542

2024) or news (Guan et al., 2024; Halawi et al., 543

2024). Instruction tuning methods are also em- 544

ployed to enhance the reasoning ability (Tao et al., 545

2024a,b) and interpretability of LLMs (Yuan et al., 546

2024). Additionally, LLM-based agent frame- 547

works (Ye et al., 2024; Cheng and Chin, 2024) 548

profile LLMs as agents with various capabilities. 549

Despite their significant contributions, these stud- 550

ies treat LLMs as objective analysts, a premise that 551

is proven invalid in our work. 552

LLM-based Multi-Agent Systems. Compared to 553

single-agent systems, multi-agent systems leverage 554

the collective intelligence of multiple agents, yield- 555

ing superior performance on complex tasks such 556

as software development (Qian et al., 2024; Hong 557

et al., 2024), society simulation (Kaiya et al., 2023; 558

Jin et al., 2024), and gaming (Wang et al., 2023). In 559

agent profiling, agents are defined as roles tailored 560

to specific tasks (Qian et al., 2024; Cheng and Chin, 561

2024), domain experts (Xu et al., 2023; Wang et al., 562

2024b), simulated personas (Kaiya et al., 2023), etc. 563

In agent communication, Hong et al. (2024) sim- 564

ulate the software development workflow, Wang 565

et al. (2024b,a) facilitate the cooperation of agents 566

for a shared goal, and Park et al. (2024); Liang 567

et al. (2024) introduce multi-agent debate systems 568

to enhance reasoning capabilities. 569

6 Conclusion 570

In this work, we propose a dataset, CogForecast, 571

and reveal the cognitive biases in LLM-based fore- 572

casting methods. To alleviate this issue, we propose 573

a multi-cognition agentic framework, characterized 574

by facilitating LLMs in perspective-taking as event 575

participants and comprehensive perspectives. Ex- 576

tensive experiments demonstrate the superior per- 577

formance of MCA and the effectiveness in mitigat- 578

ing cognitive biases. Additionally, we investigate 579

three influencing factors in cognitive biases, shed- 580

ding light on future research. Future work will 581

focus on eliminating the inherent cognitive biases 582

in LLMs and improving perspective-taking ability. 583
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Limitations584

In this section, we discuss several limitations in585

our works. First, to alleviate the cognitive biases586

in LLMs, MCA profiles agents as multi-cognition587

event participants, which perform perspective-588

taking to provide perspective beyond inherent cog-589

nitive patterns. As demonstrated in Figure 5, the590

perspective-taking ability is proved effective across591

various LLMs. However, weaker LLMs, such as592

Mistral-7B, might struggle to simulate roles with593

seriously opposing cognition, such as simulating594

"Russia" in "Russia-Ukraine" topic. Therefore, fu-595

ture work will focus on enhancing role-playing596

capabilities and further reducing the inherent cog-597

nitive biases in LLMs. Second, MCA introduces598

additional computational overhead compared to599

single-agent approaches. While it achieves signif-600

icant performance improvements and effectively601

mitigates cognitive biases, the increased cost re-602

mains a concern. To address this, future work will603

explore strategies to reduce computational burden,604

such as leveraging lightweight LLMs for specific605

sub-tasks like multilingual information retrieval606

and multi-cognition reasoning.607

Ethics Statement608

In our study, we investigate the cognitive biases609

in LLM-based forecasting methods and introduce610

a multi-cognition agentic framework to alleviate611

these biases. Cognitive biases are systematic devia-612

tions from normative or rational decision-making613

processes. Through our framework, LLMs can of-614

fer a more comprehensive and objective perspective615

on event forecasting, thereby mitigating the risk of616

cognitive biases regarding various topics, such as617

politics, economics, and international relations. We618

emphasize the importance of maintaining objectiv-619

ity throughout our research, adhering to the ethical620

principle of impartiality in scientific inquiry. Our621

goal is to contribute responsibly and constructively622

to the advancement of AI technologies.623
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A Appendix885

A.1 Implementation Details886

Except for the self-consistency method (0.7), the887

decoding temperature is set to 0.0 to ensure re-888

producibility. Experiments are conducted on four889

NVIDIA Tesla A100 GPUs with 80GB of RAM890

each.891

A.2 The construction of CogForecast892

As illustrated in Figure 6, the construction of Cog-893

Forecast includes two stages: question generation894

and cognitive preference annotation. In the ques-895

tion generation, for the topic selection in CogFore-896

cast, we employed an expert in international re-897

lation analysis to list entity pairs exhibiting sig-898

nificant cognitive discrepancies. From these, the899

expert selected those that had attracted substantial900

international attention and remained relatively re-901

cent, resulting in pairs including "US-China", "US-902

Iran", "Ukraine-Russia", "Palestine-Israel", "South903

Korea-North Korea", and "Syrian-HTS". For each904

selected entity pair, the expert collected contro-905

versial issues spanning political, economic, cul-906

tural, and military domains, , leveraging diverse907

sources such as news media and Wikipedia. Subse-908

quently, for each issue, the expert designed multi-909

ple event forecasting questions, each offering three910

options—with option "A" representing a neutral911

stance. For example: "Question: In 2024, the Syr-912

ian opposition HTS succeeded in overthrowing the913

Assad government. Will Syria gain more freedom914

and democracy? Options: (A) Cannot answer; (B)915

Yes; (C) No". To ensure the quality of the dataset, a916

second expert was engaged to review and filter the917

generated questions. The evaluation dimensions918

are outlined as follows:919

• Avoiding Knowledge Leakage: The resolution920

date of a question must not precede the knowl-921

edge cutoff date of the evaluated LLMs.922

• Question Relevance: Question should pertain923

directly to a significant, controversial issue asso-924

ciated with the specified entity pair.925

• Question Clarity: This criterion assesses whether926

the question clearly contextualizes the back-927

ground of the associated event.928

• Cognitive Diversity: Options "B" and "C" should929

reflect divergent cognitive preferences, with one930

aligning with entity 1 and the other with entity 2.931

…

Entity Pair 
Selection

Issue
Selection

Question
Design

Question
Filtering

Annotation
Review

Preference
Annotation

Figure 6: Illustration of the construction pipeline of
CogForecast

In the cognitive preference annotation stage, ex- 932

cluding the neutral option, we engage two indepen- 933

dent annotators1 to determine the cognitive pref- 934

erence labels pbj for option "B" and pcj for option 935

"C" from
{
e1i , e

2
i

}
. For each instance, annotators 936

are required to investigate the topic background 937

through Wikipedia and web searching. The annota- 938

tion process adheres to the following criteria: 939

• Background Familiarization: Annotators must 940

thoroughly investigate the background of given 941

question and understand cognitive divergences 942

between the entities. 943

• Perspective-Taking Analysis: For each entity, an- 944

notators perform perspective-taking to determine 945

the option most aligned with the entity’s stance. 946

Justifications must reflect the official or main- 947

stream position of the entity, rather than non- 948

mainstream views. 949

• Minimization of Personal Bias: Annotators must 950

ensure that the assigned labels represent the cog- 951

nitive preferences of the entities themselves, in- 952

dependent of the annotators’ personal beliefs or 953

biases. 954

After annotation, we calculate the Fleiss’ Kappa 955

score to assess inter-group agreement, obtaining 956

a score of 96.7%, which indicates substantial con- 957

sistency. To resolve discrepancies between two 958

annotators, a third annotator is employed to review 959

and eliminate their discrepancies. The distribution 960

of six topics in CogForecast is depicted in Table 5. 961

See examples of CogForecast in Table 8. 962

1Graduate students specializing in event forecasting.
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Index Entity 1 Entity 2 Number

1 the US China 61
2 the US Iran 30
3 Ukraine Russia 33
4 Palestine Israel 54
5 South Korea North Korea 18
6 Syrian HTS 22

Table 5: The distribution of six topics in CogForecast.

A.3 Details of Multilingual Information963

Retrieving964

To retrieves multilingual, multi-cognition informa-965

tion from news websites and YouTube, the retrieval966

assistant employs the following steps:967

(1) Search Query Generation. To provide com-968

prehensive information coverage, following Halawi969

et al. (2024), the assistant leverages LLM to gener-970

ate three English search queries based on the given971

question qi and its background.972

(2) Information Retrieval. To obtain multilingual973

search queries, MCA collects all official languages974

of agents Ai and translates English queries with975

Google Translation API. Subsequently, using these976

queries, the assistant retrieves articles from news977

APIs (NewsCatcher and Google News) and meta-978

data of videos from YouTube Data API. All APIs979

are set with a cutoff date of dateretrieval to avoid980

knowledge leakage.981

(3) Information Processing. Given the limita-982

tions in multimodal and multilingual capabilities983

of LLMs, the assistant downloads YouTube audio984

and performs speech transcription using Whisper-985

large-v3-turbo. Subsequently, non-English articles986

from YouTube and news websites are identified and987

translated into English through Google Translation.988

(4) Information Filtration. To eliminate articles989

of low relevance, MCA employs text embedding990

model bge-large-en-v1.5 to generate embeddings991

for each question and retrieved articles. Subse-992

quently, assistant computes the cosine similarities993

between question embedding and article embed-994

dings and discards those articles with similarities995

below 0.65.996

(5) Information Summarizing. Assistant retains997

the top-10 articles based on their similarity scores998

and prompts LLM to summarize related informa-999

tion to reduce context length.1000

Methods Llama3-8b Mistral-7b

Self-Consistency 69.9 69.3

MCA

100% 74.3 76.0
75% 74.1 76.1
50% 74.0 75.9
25% 73.9 75.6

Table 6: The robustness of MCA on the size of agent
collection.

AR MIR SR CDM Total Acc

CoT / 11 1 / 12 66.6
ExpertPrompting 1 11 1 / 13 68.3
Self-Consistency / 11 10 / 21 73.2

SPP / 11 9 1 21 65.2
MAD / 11 8 1 20 59.2
MCA 1 11 9.5 3 24.5 78.0

Table 7: The comparison of computational cost across
various methods. The averaged accuracy across four
LLMs is reported in the last column.

The prompt templates of these steps are provided 1001

in Table 10. 1002

A.4 Robustness of MCA on New Domain 1003

In Step 1 (Multi-Cognition Agent Retrieving), 1004

MCA incorporates three agent types—affirmative, 1005

negative, and neutral to promote diversity. Those 1006

unretrieved agents will be created and added to 1007

the agent collection. Therefore, this strategy will 1008

ensure adaption for unseen forecasting scenarios 1009

and has negligible computing cost. Furthermore, 1010

to evaluate the robustness of MCA on new domain, 1011

we conducted experiments using a subset of high- 1012

frequency agents from the original set. As depicted 1013

in Table 6, the accuracy of MCA using different 1014

sizes of agent collection achieves similar accuracy, 1015

even with only 25% agents. Therefore, MCA ex- 1016

hibit good robustness on agent collection size, en- 1017

suring quick adaption to new domain. 1018

A.5 Computational Cost 1019

The primary computational overhead arises from 1020

LLM inference for LLM-based forecasting meth- 1021

ods. As shown in Table 7, we categorize the infer- 1022

ence cost into four stages: agent retrieving (AR), 1023

multilingual information retrieval (MIR), single- 1024

agent reasoning (SR), and collective decision- 1025

making (CDM), reporting the number of LLM in- 1026

ference calls required for each sample. The role of 1027

multi-cognition information is pivotal in mitigating 1028
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cognitive biases, as evidenced by results in Table 21029

and Table 3. Compared to well-optimized single-1030

agent baselines—-CoT (with the best-performing1031

prompt from prior work) and ExpertPrompting1032

(which simulates a domain expert)—-MCA intro-1033

duce higher costs in SR and CDM stages. Neverthe-1034

less, it achieves substantial performance gains, out-1035

performing CoT by 11.4% and ExpertPrompting1036

by 9.7% across four LLMs, thereby highlighting1037

the necessity and effectiveness of the multi-agent1038

framework. Compared to other multi-agent ap-1039

proaches exhibiting similar reasoning costs, such1040

as self-consistency, SPP, and MAD, MCA consis-1041

tently yields superior performance. Additionally, as1042

discussed in section 5.3 Discussion——RQ1, MCA1043

employs e1i and e2i as event participants (agents)1044

to perform perspective-taking. The first (e1i ) and1045

the second rows (e2i ) of Figure 5 demonstrate that1046

LLMs exhibit significant cognitive preferences to1047

given identities, demonstrating the perspective-1048

taking capabilities of LLMs. After aggregation,1049

MCA reduces the cognitive biases compared to1050

other baselines. These improvements indicate that1051

the additional computational cost is justified by1052

significant gains in both accuracy and bias mitiga-1053

tion. Notably, event forecasting is an important and1054

challenging task, making it worthy of additional1055

resources to replace costly human forecasters.1056

A.6 Prompt Template1057

The prompt templates for the multi-cognition agent1058

construction stage are provided in Table 9. The1059

prompt templates for the multi-cognition event fore-1060

casting stage are provided in Table 10 and Table1061

11.1062

14



Topic Question Options (Preference Labels)

Syrian
government-
HTS

In 2024, the Syrian anti-government armed group HTS
won the war. Will HTS’s coming to power improve the
living standards of the Syrian people?

(A): Cannot answer (Neutral),
(B): Yes (HTS), (C): No (Syr-
ian government)

Russia-
Ukraine

In 2024, Ukraine announced that it would strengthen
its military cooperation with NATO, which Russia sees
as a threat to its security. Which side is more likely to
take military or diplomatic action to further aggravate
the conflict between the two countries?

(A): Cannot answer (Neutral),
(B): Russia (Ukraine), (C):
Ukraine (Russia)

the US-
China

In 2024, as China signs new military cooperation agree-
ments with other countries, the United States portrays it
as China’s global military expansion and increases arms
sales to the Philippines and Taiwan. Which country’s
actions will endanger world peace and stability?

(A): Cannot answer (Neutral),
(B): the US (China), (C):
China (the US)

Table 8: Examples of CogForecast.

Task Prompt

Agent
Generation

{question} \n Instructions: \n 1.Based on the above questions and backgrounds, please
analyze which entities, including countries, organizations, political parties, companies,
groups, and individual are related to it. Be careful not to overlook seemingly irrelevant
but actually important entities, such as: the United States and China are important
in international politics, powerful competitors in sports, competitors in business. \n
2.Output their entity types from country, organization, political party, company, group,
and individual. \n 3.Briefly output their descriptions, each limited to a maximum of 50
words. For example, the description for "United states" is "a country primarily located in
North America"; the description for "Elon Musk" is "a businessman and investor known
for his key roles in the space company SpaceX and the automotive company Tesla, Inc.
Other involvements include ownership of X Corp, the Boring Company, xAI, Neuralink,
and OpenAI." \n The output format for each entity should be Name: xxx; Type: xxx;
Description: xxx" such as "1.Name: Russia; Type: country; Description: a country
spanning Eastern Europe and North Asia and is the largest country in the world by area;
\n 2.Name: the Democratic Party of the United States; Type: political party; Description:
one of the two major contemporary political parties in the United States \n".

Language
Code

Generation

{agent name} \n Instructions: \n Based on the above entity, please analyze the country to
which the entity belongs and its 2-letter language code. If the entity is an international
political organization and doesn’t belong to any country, such as NATO, the country code
should be "None". The language code should not be "None". The output format should
be "Country:xxx; Language code:xxx" such as "Countries:Russia; Language code:RU".

Table 9: Prompt templates for the multi-cognition agent construction.
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Task Prompt

Agent
Generation

Question: {question} \n Background: {background} \n Instructions: \n 1.Based on the
above question and background, please identify which entities are relevant to the answer
of given question, including countries, organizations, political parties, companies, groups,
and individual. \n 2.Please identify the relevant entities from three stance, including (1)
Positive stance (argue that the given event is more likely to occur, those who may benefit
from the event), (2) neutral positions (no obvious interests or stance), and (3) Negative
stance (argue that the given event is less likely to occur, those who may be harmed by
the event, competitors). Be careful not to overlook seemingly irrelevant but actually
important entities, such as: the United States and China are important in international
politics, powerful competitors in sports, competitors in business. \n 3.Entities such as
places, buildings, objects, concepts, etc. cannot answer the given question and should
not be output. \n 4.Output their entity types from country, organization, political party,
company, group, and individual. \n 5.Briefly output their descriptions, each limited to
a maximum of 50 words. For example, the description for "United states" is "a country
primarily located in North America"; the description for "Elon Musk" is "a businessman
and investor known for his key roles in the space company SpaceX and the automotive
company Tesla, Inc. Other involvements include ownership of X Corp, the Boring
Company, xAI, Neuralink, and OpenAI." \n The output format for each entity should
be Name: xxx; Type: xxx; Description: xxx" such as "1.Name: Russia; Type: country;
Description: a country spanning Eastern Europe and North Asia and is the largest country
in the world by area \n 2.Name: the Democratic Party of the United States; Type: political
party; Description: one of the two major contemporary political parties in the United
States".

Search
query

Generation

I will provide you with a forecasting question and the background information for the
question. I will then ask you to generate short search queries (no more than 3 words
each) that I’ll use to find articles (using exact matching) on Google News to help answer
the question. \n Question: \n {question}\n Question Background: \n {background} \n
You must generate this exact amount of queries: 3 \n Start off by writing down sub-
questions. Then use your sub-questions to help steer the search queries you produce. \n
Your response should take the following structure: \n Thoughts: \n {{ Insert your thinking
here. }} \n Search Queries:\n {{ Insert the queries here. Use semicolons to separate the
queries. }}

Information
Summarizing

I want to make the following article shorter (condense it to no more than 100 words). \n
Article: \n —\n {article} \n — \n When doing this task for me, please do not remove any
details that would be helpful for making considerations about the following forecasting
question. \n Forecasting Question: {question} \n Question Background: {background}

Table 10: Prompt templates for the agent construction (step 1) and multilingual information retrieving (step 2) of
multi-cognition event forecasting.
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Task Prompt

Single-Agent
Prediction

You are an AI agent who specializes in event forecasting, and here’s your profile. \n
Name: {name} \n Type: {type} \n Description: {description} \n Professional field:
{domain} \n Please answer the following question from your perspective and objectively.
\n Question: \n {question} \n Question Background: {background} \n Resolution Criteria:
\n {resolution_criteria} \n Today’s date: {date_begin} \n Question close date: {date_end}
\n We have retrieved the following information for this question: \n {retrieved_info}
\n Instructions: \n 1. Provide reasons why the answer might be no. \n Insert your
thoughts \n 2. Provide reasons why the answer might be yes. \n Insert your thoughts \n
3. Aggregate your considerations. \n {{ Insert your aggregated considerations }} \n 4.
Output your answer (a number between 0 and 1) with an asterisk at the beginning and
end of the decimal. \n {{ Insert your answer }}

Opinion
Aggregation

I need your assistance with aggregating the reasoning from multiple AI agent forecasters.
Here is the question and its metadata. \n Question: {question} \n Background: {back-
ground} \n Resolution criteria: {resolution_criteria} \n Today’s date: {date_begin} \n
Question close date: {date_end} \n The reasoning from AI agent forecasters: \n {reason-
ing} \n Instructions: \n Your goal is to aggregate the above reasonings, ensuring to merge
similar analyses into one. \n The aggregated reasoning should be concise, capturing the
essential elements. \n Be careful to output only the aggregated reasoning and not the
answer. \n The output format should be like "Here is the aggregated reasoning: 1.The
available information suggests that the cause of the plane crash that killed Yevgeny V.
Prigozhin is still unknown, and the Russian authorities have not released any official
findings on the matter. 2.While hand grenade fragments were found in the bodies of
the victims, which suggests that the crash may have been intentional, the Kremlin has
rejected US allegations that the crash was an assassination. 3.The Russian authorities
have confirmed Prigozhin’s death through genetic tests, but the cause of the crash remains
unclear. 4.The Kremlin’s statements have not provided any clear indication of Prigozhin’s
death, and the investigation is ongoing. 5.Considering the lack of conclusive evidence
and the ongoing investigation, it is unlikely that Prigozhin’s death will be confirmed as
due to any cause before November 2023."

Reliability
Scoring

I need your assistance with making a reliability analysis. Here is the question and
its metadata. \n Question: \n {question} \n Question Background: {background} \n
Resolution Criteria: \n {resolution_criteria} \n Today’s date: {date_begin} \n Question
close date: {date_end} \n In addition, I have generated a collection of predictions from
two forecasters groups: \n Group 1 (likely to occur, prediction probability higher than
0.5), {group1_info} \n Group 2 (unlikely to occur, prediction probability lower than
0.5), {group2_info} \n Your goal is to score the reliability of two agent groups. \n Note:
Reliability scores should follow the following definitions: \n 0.0 0.25: Extremely low
reliability \n 0.25 0.5: Low reliability \n 0.5 0.75: Moderate reliability \n 0.75 0.9: High
reliability \n 0.9 1.0: Very high reliability \n 1.If the reliability score is equal to 0.7 then
the weight of the prediction will not be changed, if the reliability score is greater than 0.7
then the weight will be increased, if the reliability score is less than 0.7 then the weight
will be decreased. \n 2.The sum of the reliability scores of the two groups need not equal
0. \n Rules: rules \n \n The output format should follow "Group 1: {{ insert the reliability
score of group 1}}; Group 2: {{ insert the reliability score of group 2}}".

Table 11: Prompt templates for step 3 and 4 in multi-cognition event forecasting.
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