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Abstract

Leaderboards showcase the current capabili-001
ties and limitations of Large Language Mod-002
els (LLMs). To motivate the development003
of LLMs that represent the linguistic and004
cultural diversity of the Spanish-speaking005
community, we present LA LEADERBOARD ,006
the first open-source leaderboard to evalu-007
ate generative LLMs in languages and lan-008
guage varieties of Spain and Latin Amer-009
ica. LA LEADERBOARD is a community-010
driven project that aims to establish an evalua-011
tion standard for everyone interested in devel-012
oping LLMs for the Spanish-speaking commu-013
nity. This initial version combines 66 datasets014
in Catalan, Basque, Galician, and different015
Spanish varieties, showcasing the evaluation016
results of 50 models. To encourage community-017
driven development of leaderboards in other018
languages, we explain our methodology, in-019
cluding guidance on selecting the most suit-020
able evaluation setup for each downstream task.021
In particular, we provide a rationale for using022
fewer few-shot examples than typically found023
in the literature, aiming to reduce environmen-024
tal impact and facilitate access to reproducible025
results for a broader research community.026

1 Introduction027

The evaluation of multilingual Large Language028

Models (LLMs) is challenging. LLMs are expected029

to perform a large variety of tasks, from problem-030

solving to text summarization, all in multiple lan-031

guages (Guo et al., 2023). In this context, leader-032

boards have emerged, through transparent and stan-033

dardized frameworks, as one of the standard ap-034

proaches for evaluating and comparing LLMs. As035

we cannot improve what we cannot measure, it is036

important to develop leaderboards that enable a037

more comprehensive evaluation of LLMs across038

linguistic boundaries, contributing to the develop-039

ment of culturally aware AI systems that can serve040

diverse global linguistic communities.041

Figure 1: Summary of the evaluation datasets included
in LA LEADERBOARD . Disclaimer: A country does
not represent a language; flags are used for simplicity.

Spanish is one of the most spoken languages 042

worldwide, with more than 600 million speakers 043

(Fernández and Mella, 2024). It is the predomi- 044

nant language in 21 countries, where it coexists 045

with other languages. Many people use Span- 046

ish and the local language in their daily activities. 047

Spain has four official languages: Spanish, Catalan, 048

Basque, and Galician. While Catalan and Galician 049

are Romance languages closely related to Spanish, 050

Basque is one of the world’s few language isolates 051

(Campbell, 2010). In Latin America (LATAM), 052

there are hundreds of indigenous languages, such 053

as Guaraní and Náhuatl, which have influenced 054

local Spanish varieties (Lustig, 1996). From a so- 055

ciolinguistic point of view, this creates a unique 056

scenario for multilingual LLM evaluation. More- 057

over, knowing which LLMs perform best in these 058

languages can have deep implications for multilin- 059

gual communication (Strassel and Tracey, 2016). 060

Existing leaderboards predominantly focus on 061

English or a small set of high-resource languages 062

(Fourrier et al., 2024; Mialon et al., 2023; Pal et al., 063

2024; Contributors, 2023). While Spanish is often 064

included in multilingual leaderboards, evaluation 065

datasets are typically limited and translated, either 066

by machines (Barth et al., 2024), failing to capture 067

the linguistic richness of the language (Plaza et al., 068
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2024) or by humans1, still failing to represent the069

target culture (Singh et al., 2024). Moreover, de-070

spite the growing presence of LLMs in multilingual071

settings, no leaderboard currently evaluates a com-072

bination of languages spoken in Spain and Latin073

America. This lack of representation limits the074

development of models that can truly serve these075

communities (Mager et al., 2018).076

To address this gap, we introduce077

LA LEADERBOARD ,2 the first open-source078

leaderboard designed to evaluate generative LLMs079

based on the needs of the Spanish-speaking080

community. Beyond the initial set of languages081

that includes Spanish and the official languages082

of Spain (Catalan, Basque, and Galician),083

LA LEADERBOARD is designed to evolve, grad-084

ually expanding to encompass more languages085

and linguistic varieties, ensuring it reflects the086

rich diversity of the global community. This087

new leaderboard consists of a diverse set of088

evaluation tasks (see Figure 1) written in a way that089

reflects the nuances and actual usage of the target090

languages. It is a community-driven initiative091

aiming to foster the development of LLMs that092

better represent the linguistic and cultural diversity093

of the Spanish-speaking world. We share our094

approach to inspire other linguistic communities to095

create similar leaderboards.096

The main contributions of this work are:097

• We present the community-based methodol-098

ogy used to create the first open-source leader-099

board for evaluating generative LLMs in Span-100

ish and the official languages of Spain, with a101

scalable framework designed to include more102

languages and language varieties over time.103

• We introduce a logical and resource-efficient104

approach to few-shot configurations, enabling105

accessible and reproducible evaluations for106

the wider community.107

• We provide a comprehensive analysis of state-108

of-the-art (SOTA) LLMs, providing insights109

into their strengths and limitations in Spanish,110

Catalan, Basque, and Galician.111

By aiming to address the linguistic and112

cultural diversity of Spain and LATAM,113

LA LEADERBOARD aims to set a new stan-114

dard for multilingual LLM evaluation. Our goal115

1https://hf.co/datasets/openai/MMMLU
2Link removed for review.

is to encourage the development of models that 116

are not only linguistically competent but also 117

culturally aware, driving progress in Natural 118

Language Processing (NLP) for the benefit of our 119

whole community. 120

2 Related Work 121

Benchmarks Several benchmarks have been de- 122

veloped to evaluate the performance of LLMs in 123

tasks like language understanding (Wang et al., 124

2019), general knowledge (Hendrycks et al., 125

2021a), reasoning (Sakaguchi et al., 2019), or math- 126

ematical problem solving (Hendrycks et al., 2021b). 127

There are also efforts to develop holistic bench- 128

marks or evaluation suites that provide a com- 129

prehensive evaluation of different capabilities of 130

LLMs (Liang et al., 2023; Gao et al., 2021; Four- 131

rier et al., 2023, 2024; Srivastava and et al, 2023). 132

However, as LLM capabilities improve continu- 133

ously, benchmarks soon become saturated (Kiela 134

et al., 2021) or contaminated (Xu et al., 2024), and 135

it is necessary to continuously develop new tasks to 136

assess models’ capabilities. For example, MMLU- 137

Pro (Wang et al., 2024b) has been proposed to 138

replace MMLU, and shortly after that, MMLU- 139

Pro+ was proposed as an additional improvement 140

(Taghanaki et al., 2024), with even harder tests 141

being developed (Phan et al., 2025). 142

Multilingual and multicultural benchmarks 143

LLMs are now trained in multiple high-resource 144

languages at the same time (Ali et al., 2024; Mar- 145

tins et al., 2024; Qwen Team, 2024; Jiang et al., 146

2023), which means that the benchmarks must re- 147

flect this linguistic diversity. A common approach 148

is machine translating English tests (Holtermann 149

et al., 2024; OpenAI, 2023). However, translation 150

errors may add noise to the results, making them 151

less reliable (Plaza et al., 2024). Furthermore, each 152

language has its nuances, preferred styles, and cul- 153

tural background, which unrevised machine trans- 154

lation may fail to capture (Plaza-del-Arco et al., 155

2020; Singh et al., 2024). Ideally, specific test 156

sets should be originally written in the target lan- 157

guage or manually adapted (Nangia et al., 2020) 158

to capture the richness and cultural and linguistic 159

subtleties associated with it. This is what is slowly 160

happening with language-specific (Mercorio et al., 161

2024; Quercia et al., 2024) and multilingual culture- 162

aware (Romanou et al., 2024; Myung et al., 2025; 163

Romero et al., 2024) benchmarks released recently. 164
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Leaderboards Benchmarks are pieces of the165

LLM evaluation puzzle that provide valuable166

but fragmented information on their performance.167

Leaderboards and arenas use these evaluation sets168

to compare the performance of LLMs in a neutral,169

third-party manner through automatic evaluations170

(Mialon et al., 2023) or human judgments (Chiang171

et al., 2024). On some community-oriented leader-172

boards (Fourrier et al., 2024), anyone can submit173

their LLMs for evaluation, and the tools, tests, and174

results are open, allowing for reproducibility. This175

represents a good way to drive progress in LLM176

development by enabling people with limited com-177

pute to compare their models to the current SOTA.178

Multilingual leaderboards Leaderboards ex-179

hibit the same shortcomings as benchmarks when180

evaluating languages other than English. To ad-181

dress this problem, specific leaderboards are being182

developed in different languages such as Italian183

(Mercorio et al., 2024), Korean (Kim et al., 2024),184

Chinese (Contributors, 2023), Arabic (Elfilali et al.,185

2024) or Polish (Jassem et al., 2025).186

Spanish leaderboards Focusing on the Spanish187

language, the ODESIA leaderboard3 by UNED188

NLP features 15 bilingual Spanish-English189

discriminative tasks. While submissions are open,190

the evaluation datasets are private, avoiding task191

contamination (Salido et al., 2025) but making it192

impossible to reproduce the results. Regarding text193

generation, Spanish is represented in the Chatbot194

Arena, which features a dedicated category, and195

in SCALE’s private leaderboard.4 However, both196

exclusively evaluate a fixed set of models. The197

only existing leaderboard including a language198

from Spain or Latin America other than Spanish199

is CLUB,5 developed by the BSC as part of the200

AINA Project, which combines 8 Catalan datasets.201

202

In this work, we present the methodology used203

to create a comprehensive, fully open-source204

leaderboard for languages and language vari-205

eties from Spain and Latin America that assesses206

different capabilities of generative models, in-207

cluding domain knowledge, information extrac-208

tion, linguistic proficiency, and ethical aspects.209

LA LEADERBOARD aims to serve as a reference210

for the Spanish-speaking scientific community, fos-211

3https://leaderboard.odesia.uned.es
4https://scale.com/leaderboard/spanish
5https://club.aina.bsc.es

tering the development of more robust and cultur- 212

ally adequate LLMs. 213

3 LA LEADERBOARD 214

LA LEADERBOARD is a community-driven initia- 215

tive that brings together 66 datasets in Spanish, 216

Catalan, Basque and Galician, covering diverse 217

tasks and domains. Public since September 23, 218

2024, in four months LA LEADERBOARD has re- 219

ceived over 15,000 visits and currently showcases 220

evaluation results from 50 models. 221

3.1 Data Collection 222

Most of the datasets in LA LEADERBOARD were 223

donated by 12 research groups. Initially, these con- 224

tributions were received through a publicly shared 225

Google Form (Appendix E) or direct outreach. In 226

particular, 7 datasets were specifically created for 227

LA LEADERBOARD (AQuAS, ClinTreatES, Clin- 228

DiagnosES, HumorQA, SpaLawEx, TELEIA, and 229

RAGQuAS). We also included widely used open- 230

source benchmarks such as Belebele. 231

LA LEADERBOARD keeps expanding with 232

dataset contributions such as CONAN-EUS 233

and VeritasQA. These new connections are 234

bidirectional: we actively share this initiative in 235

relevant conferences and reach out to research 236

groups, while others contact us upon discovering 237

LA LEADERBOARD . Beyond collecting existing 238

datasets, we are also fostering collaborations to 239

enhance the representation of languages and lin- 240

guistic varieties across Latin America. Specifically, 241

we are going to launch a community hackathon to 242

create a benchmark to evaluate cultural adequacy 243

across Spanish-speaking countries. We have also 244

established collaborations to generate benchmarks 245

for indigenous languages (AmericasBench, 246

TraduLATAM, and VocesOriginarias). 247

To thank research groups for their donations, 248

we include in LA LEADERBOARD ’s interface the 249

corresponding logo and dataset citation. Moreover, 250

the dataset authors are acknowledged in this paper. 251

3.2 Task Construction 252

3.2.1 Datasets 253

Including diverse evaluation datasets is essential 254

for building a comprehensive leaderboard. This 255

section discusses the key axes that guided their se- 256

lection. Table 1 enumerates the datasets organized 257

by language and task type, while Table 2 shows the 258

upcoming datasets that have been recently donated 259
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and not yet evaluated. In Appendix A, we provide260

the citations and further details about the datasets,261

including origin and domain.262

Languages LA LEADERBOARD contains 22263

evaluation datasets in Spanish, including the264

varieties of Spain, Mexico, Argentina, Chile, and265

Uruguay. It also gathers datasets in all the official266

languages of Spain, with 18 datasets in Catalan, 17267

in Basque, and 9 in Galician.268

Origin We aim to evaluate models with high-269

quality datasets that reflect the cultural and lin-270

guistic idiosyncrasies of each language. For this271

reason, we only include datasets that have been272

annotated or revised by at least one native speaker273

of the language. We prioritize the inclusion of274

datasets originally created in the language they275

evaluate, which constitute 55% of the leaderboard.276

When this is not possible and translation is required,277

we prioritize datasets translated by human profes-278

sionals. Not only does this prevent the loss of279

linguistic nuances that happens with machine trans-280

lation (Plaza et al., 2024), but it also allows transla-281

tors to adapt the text to the target culture (Nangia282

et al., 2020) and to identify errors in the source283

datasets and ensure that no extra hints regarding284

the answer are given in the input prompt (Bau-285

cells et al., 2025). In LA LEADERBOARD , 38% of286

the datasets have been manually translated from287

an existing English benchmark. We also acknowl-288

edge that, given the low-resource nature of some289

languages we cover, machine translation is more290

affordable than human translation. However, we291

only include such datasets if the automatic trans-292

lation was comprehensively reviewed by a per-293

son proficient in the target language. Only 7%294

of the datasets in LA LEADERBOARD are manual295

reviews of machine-translated datasets.296

Format The multiple-choice question-answering297

(MCQA) format is widely used for automatic298

evaluations due to its simplicity. Thus, MCQA299

is the format of 59% of the tasks included in300

LA LEADERBOARD . We acknowledge that the301

literature has identified some issues with MCQA302

tasks, such as models’ sensitivity to answer or-303

der (Pezeshkpour and Hruschka, 2024; Mina et al.,304

2025) or lack of task understanding (Khatun and305

Brown, 2024). Moreover, some suggest that this306

type of task does not reflect the actual models’307

responses and capabilities (Li et al., 2024; Wang308

et al., 2024a). To address this issue, we also include309

text generation tasks, such as summarization, evalu- 310

ated using NoticIA for Spanish, caBreu for Catalan, 311

and Summarization-GL for Galician. We evaluate 312

long-form question-answering (LFQA) in Spanish 313

using the AQuAS and RagQuAS datasets. Finally, 314

we assess counter-narrative generation with Re- 315

futES in Spanish and CONAN-EUS in Basque. 316

Domains LA LEADERBOARD includes well- 317

known generalist datasets aimed at evaluating a 318

model’s capability to understand and complete a 319

task, such as Belebele, WNLI and XStoryCloze, 320

among others. We also include evaluation 321

datasets focused on truthfulness assessment, 322

such as VeritasQA and the Galician translation 323

of TruthfulQA. There are, in addition, several 324

domains represented in LA LEADERBOARD , such 325

as the medical (e.g., ClinTreatES), legal (e.g., 326

SpaLawEx), political (e.g., VaxxStance), and 327

press (e.g., caBreu, NoticIA). We also include 328

ethics-oriented datasets, evaluating stereotype 329

generation in Spanish and Catalan with CrowsPairs 330

and alignment with ecolinguistic values using 331

H4rmonyEval. 332

Tasks The types of tasks chosen for our leader- 333

board extend those usually included in well-known 334

leaderboards (e.g., reasoning, natural language in- 335

ference, question answering or summarization) to 336

other task types for which high-quality datasets ex- 337

ist in our target languages (e.g., counter-narrative 338

generation or linguistic acceptability). For consis- 339

tent performance comparisons across languages, 340

we prioritize tasks available in multiple languages. 341

3.2.2 Metrics 342

The MCQA tasks are evaluated by measuring the 343

logarithmic probabilities (LOGPROBS) of models’ 344

outputs among a restricted list of options. For 345

text generation tasks, we compare the expected 346

(gold-standard) and given responses using various 347

metrics depending on the original authors’ imple- 348

mentation, including BLEU (Papineni et al., 2002), 349

ROUGE (Lin, 2004) and Semantic Answer Simi- 350

larity (SAS, Risch et al., 2021). Furthermore, fol- 351

lowing the recent trend of evaluating text gener- 352

ation tasks using LLMs, we are adapting an au- 353

tomated Judge-LLM metric from Zubiaga et al. 354

(2024). Since SAS and LLM-based metrics are not 355

currently supported in the evaluation suite we use, 356

the LM Evaluation Harness (Gao et al., 2021), we 357

implement them in our open-source fork.6 358

6Link removed for review.
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Task Type Spanish Catalan Basque Galician
Common-sense
reasoning

copa_es
xstorycloze_es

copa_ca
xstorycloze_ca

xcopa_eu
xstorycloze_eu

–

Linguistic
acceptability

escola catcola – galcola

Math mgsm_direct_es mgsm_direct_ca mgsm_direct_eu mgsm_direct_gl

NLI
wnli_es
xnli_es

teca
wnli_ca
xnli_ca

qnli_eu
wnli_eu
xnli_eu

–

Paraphrasing
paws_es
parafrases_sushi

parafraseja
paws_ca

parafrases_gl
paws_gl

Question
answering

aquas
clindiagnoses
clintreates
spalawex
teleia
ragquas
xquad_es

arc_ca
catalanqa
coqcat
openbookqa_ca
piqa_ca
siqa_ca
xquad_ca

bertaqa
eus_exams
eus_proficiency
eus_trivia

openbookqa_gl

Reading
comprehension

belebele_spa_Latn belebele_cat_Latn
belebele_eus_Latn
eus_reading

belebele_glg_Latn

Ethics crows_pairs_es crows_pairs_ca – –

Summarization
noticia
xlsum_es

cabreu – summarization_gl

Text
classification

humorqa
fake_news_es
offendes

catalonia_
independence

bec2016_eu

Adaptation phrases_es phrases_ca – –

Table 1: Datasets of LA LEADERBOARD as of February 2025 organized by task type and language.

Task Type Dataset Languages

Common-sense
reasoning xstorycloze_gl Galician

Counter-narrative
generation

conan_eus/mt_es
refutes

Basque, Spanish
Spanish

paes_cl Spanish
Question voces_originarias Aymara, Gurarani, Tehuelche, Náhuatl, Quechua
answering medexpqa Spanish

quales Spanish

Natural language americasnlp_nli Aymara, Asháninka, Bribri, Guaraní, Náhuatl,
Otomí, Quechua, Rarámuri, Shipibo-Konibo, Wixarika

inference meta4xnli Spanish

Ethics h4rmony_eval Spanish

Text
classification haha Spanish

flores Spanish, Catalan, Basque, Galician

Translation americasnlp_mt Spanish, Aymara, Asháninka, Bribri, Guaraní, Náhuatl,
Otomí, Quechua, Rarámuri, Shipibo-Konibo, Wixarika

tradu_latam Spanish, Aymara, Guraraní, Tehuelche, Náhuatl, Quechua

Truthfulness truthfulqa Spanish, Catalan, Basque, Galician
veritasqa Spanish, Catalan, Galician

Table 2: Datasets that have been recently donated to LA LEADERBOARD and are not yet included in the evaluation
results, including benchmarks involving American Indigenous languages.
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3.3 Code Bases359

3.3.1 Backend360

We acknowledge the cost of running evaluations361

and want to ensure that any researcher or developer362

can compare their models to the state-of-the-art363

and follow their evolution. This is why submit-364

ting a model for evaluation is open to the whole365

community. Once a model has been added to the366

evaluation queue, the last commit of the model is367

stored for reproducibility and to enable future com-368

parisons of different versions. The results from369

the LM Evaluation Harness (Gao et al., 2021) are370

normalized according to the following formula:371

normalized_value =
raw_value − random_baseline
max_value − random_baseline

(1)372

where random_baseline is 0 for generative tasks373

and 1/n for MCQA tasks with n choices.374

3.3.2 Frontend375

The implementation of LA LEADERBOARD is376

based on the HuggingFace leaderboard template.7377

The frontend is developed using Gradio (Abid et al.,378

2019) and presents the evaluation results catego-379

rized by language. To ensure transparency and380

reproducibility, we share the evaluation command381

and normalization formula. To bring the tool closer382

to the community, the information and submission383

guidelines are available in English and Spanish.384

3.3.3 License385

Since we want to motivate other communities to386

create their own, LA LEADERBOARD is published387

under the permissive Apache 2.0 license.8388

3.4 Efficiency Considerations389

3.4.1 Number of Few-Shot Examples390

Recent literature reveals significant inconsistency391

in the number of examples (shots) used when eval-392

uating large language models (LLMs). While early393

research demonstrated notable performance im-394

provements with 3-5 in-context examples (Brown395

et al., 2020), current evaluation practices vary con-396

siderably across different models and benchmarks.397

For instance, the Open LLM Leaderboard employs398

0-5 shots depending on the task, Mistral-7B gener-399

ally follows this range with an exception of 8 shots400

for GSM8K (Cobbe et al., 2021), and Llama 3 and401

7https://hf.co/spaces/
demo-leaderboard-backend/leaderboard

8https://www.apache.org/licenses/LICENSE-2.0

OLMo models focus primarily on zero-shot eval- 402

uation. In contrast, Gemini models use a broader 403

range of 0-10 shots, including “variable-shot” con- 404

figurations. This variation extends to language- 405

specific models, with Salamandra9 and Latxa (Etx- 406

aniz et al., 2024) families using different shot con- 407

figurations in their evaluations, typically ranging 408

from 0 to 5 shots. 409

Given this myriad of options, when choosing the 410

number of shots to use in LA LEADERBOARD , we 411

take into consideration the following aspects: 412

A. Base vs. instruct models The number of 413

shots should allow for a fair evaluation of the base 414

models without helping instruct models too much. 415

Also, the availability of structured datasets in spe- 416

cific evaluation formats—such as MCQA—is very 417

low in mid- and low-resource languages. This 418

means that models trained on English-heavy cor- 419

pora are more likely to have encountered these 420

structured formats in English than in other lan- 421

guages, potentially biasing their performance. 422

B. Cognitive bias Models suffer from cogni- 423

tive bias depending on the order and options pre- 424

sented as few-shots (Zhao et al., 2021; Pezeshkpour 425

and Hruschka, 2024; Mina et al., 2025). Thus, we 426

ensure that, in MCQA tasks, all possible correct 427

options are included in the in-context learning in- 428

stances. For example, in an MCQA task with four 429

possible answers, we evaluate on a 4-shot setting, 430

with each shot showing one of the four options as 431

correct, in random order. This is done unless it 432

interferes with item A. 433

C. Context windows The context window limi- 434

tations of language models vary significantly based 435

on hardware constraints and architectural choices, 436

affecting their ability to process long-form tasks 437

such as summarization and reading comprehension. 438

For example, while the Spanish government’s 40B- 439

parameter ALIA model10 operates with a 4,096- 440

token context window, Meta’s Llama 3.2 1B model 441

can handle up to 128K tokens11. To ensure fair eval- 442

uation across models with different context window 443

capacities, few-shot examples are employed with 444

a maximum limit of 2,048 tokens, following the 445

methodology established in previous research on 446

LLM analysis (Biderman et al., 2023). 447

D. Prompt format The evaluation methodol- 448

ogy employed task-specific prompts from the LM 449

9https://hf.co/BSC-LT/salamandra-7b-instruct
10https://hf.co/BSC-LT/ALIA-40b
11https://ai.meta.com/blog/

llama-3-2-connect-2024-vision-edge-mobile-devices/
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Evaluation Harness, with new prompts created for450

previously unimplemented tasks following estab-451

lished formats and validated by dataset authors.452

The number of few-shots varied based on prompt453

complexity: convoluted prompts (e.g., paraphras-454

ing with PAWS and reasoning with COPA) used455

3 in-context examples to allow models to under-456

stand the task while complying with items A and457

C (Brown et al., 2020); straightforward question-458

answering tasks employed 2-shot evaluation, while459

tasks with explicit, naturally structured prompts460

(like ClinDiagnosES and NoticIA) and those evalu-461

ating sentence continuation probability (e.g., XSto-462

ryCloze) were conducted using 0-shot evaluation.463

3.4.2 Measuring Model Efficiency464

The evaluation was performed using two NVIDIA465

H100 GPUs with Hopper architecture and 64 GB466

of HBM memory in the MareNostrum 5 High-467

Performance Computer,12 maintaining identical468

configurations across instances to ensure consistent469

measurements. Performance metrics included task470

execution time and energy consumption, tracked us-471

ing the Energy Aware Runtime (EAR) package,13472

with all tasks running at a batch size of 1.473

Task execution duration, which includes token474

prediction time, response length, and tokenizer ef-475

ficiency, was measured to assess model speed for476

time-sensitive applications. The duration of task ex-477

ecution is influenced by multiple factors beyond to-478

ken prediction time, including the response length479

generated and the language-specific tokenization480

efficiency (Conde et al., 2024).481

Energy consumption was recorded in kWh and482

converted to CO2 equivalents using the Euro-483

pean Commission’s conversion ratio for Spain484

(0.158 kg CO2/kWh), as the evaluation for485

LA LEADERBOARD was conducted in Barcelona486

(Lottick et al., 2019).487

4 Evaluation Results488

Table 3 shows average results for each model. Fur-489

ther visualizations can be found in Figures 3-10 in490

Appendix D. Raw results are publicly available.14491

Models evaluated We focus on models acces-492

sible to the broader community. We evaluate 50493

12https://www.bsc.es/ca/marenostrum/
marenostrum-5

13https://www.bsc.es/research-and-development/
software-and-apps/software-list/
ear-energy-management-framework-hpc

14Link removed for review.

Model AVG ES CA EU GL
Qwen2.5-32B-IT-GPTQ-Int4 55.65 64.06 56.80 49.23 52.52
gemma-2-9b-it 54.90 61.69 57.30 54.13 46.49
gemma-2-9b 54.80 57.21 59.60 53.80 48.58
Qwen2.5-14B-IT-GPTQ-Int8 53.96 60.59 54.08 49.05 52.13
Meta-Llama-3.1-8B-IT 52.74 59.03 57.01 49.87 45.07
Qwen2.5-7B 51.35 58.79 57.28 42.51 46.82
Meta-Llama-3.1-8B 50.98 55.62 56.52 46.90 44.90
EuroLLM-9B 49.40 55.00 57.32 38.92 46.36
aya-expanse-8b 48.70 55.42 53.99 41.99 43.38
Yi-1.5-9B 48.37 54.51 54.17 40.36 44.44
occiglot-7b-eu5 48.27 55.02 53.71 38.73 45.62
EuroLLM-9B-IT 48.16 57.21 52.96 38.00 44.47
salamandra-7b-instruct 48.12 51.41 53.22 46.19 41.65
salamandra-7b 47.99 52.17 54.13 45.80 39.88
Qwen2.5-7B-IT 47.54 57.46 48.20 41.36 43.13

Table 3: Average results for the top 15 models, overall
and per language. Full list available in Figure 3. Target
language-optimized models are highlighted in bold.

open-weights models from various families, primar- 494

ily ranging from 1B to 9B parameters, while includ- 495

ing larger quantized models. We assess both their 496

base and instruction-tuned versions when available 497

(Appendix C). Models can be categorized into two 498

groups: state-of-the-art family models like Google- 499

Gemma (Riviere et al., 2024) represent the lead- 500

ing edge of this field and language-optimized mod- 501

els such as EuroLLM (Martins et al., 2024) and 502

Salamandra15 have been designed specifically to 503

process more efficiently the target languages and 504

capture the cultural nuances of their speakers. 505

SOTA vs. Language-optimized models We ob- 506

serve that the first two-thirds of the top 15 models 507

are SOTA models. This distribution suggests that 508

technological advances in state-of-the-art models, 509

coupled with access to greater resources by the 510

companies involved in training them, play a more 511

decisive role in the performance of language mod- 512

els than any specific solution based on pre-training, 513

fine-tuning, or other mechanisms. 514

Performance per language In general, results 515

are better for Spanish and Catalan and worse 516

for Basque and Galician. This was expected for 517

Basque, a language isolate very different from the 518

rest, but not fully for Galician, as it shares Latin 519

roots with Spanish and Catalan. However, the gen- 520

eralized lower scores in Galician could be a con- 521

sequence of the reduced number of training and 522

instruction datasets available for this language. Re- 523

garding specific models, Gemma2-9B is a cross- 524

language high-performing pair of models. How- 525

ever, we find that some models excel for specific 526

languages. For example, EuroLLM-9B for Catalan 527

15https://hf.co/collections/BSC-LT/
salamandra-66fc171485944df79469043a
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Figure 2: Results per type of task type and language.

and Galician and Salamandra-7B for Basque.528

Performance per task As shown in Figure 2,529

the evaluation results are generally better for NLI530

tasks, including paraphrasing, and worse for lan-531

guage proficiency tests, with all four languages532

having similar performance on both tasks. Within533

the language proficiency tests, results are particu-534

larly lower for summarization tasks. In question535

answering and reasoning tasks, there is a larger536

inter-language difference, with Galician having sig-537

nificantly lower scores overall, while Basque has538

the best results for reasoning but second worst for539

question answering. While commonsense reason-540

ing results are generally good, math reasoning is541

the category with the lowest results, which could be542

related to the metric used for validation being exact543

match. Further analysis is needed to understand544

whether these differences are due to the datasets545

used in each language or are indeed due to the mod-546

els’ performance. The poor results for language547

proficiency tests also deserve a more detailed ex-548

ploration in future studies to understand their impli-549

cations, as they may imply fundamental limitations550

of the models in their knowledge across languages.551

Performance vs. size In general, our experi-552

ments show some correlation between performance553

and size, with models in the range of 1-2B param-554

eters achieving better scores for their size. This555

is particularly true for Gemma2-2B and Qwen2.5-556

1.5B, both base and instructed models. Among557

the top 10 models, we find that all have between 8558

and 9 billion parameters, except for the quantized559

versions from the Qwen family (Yang et al., 2024;560

Qwen Team, 2024).561

Energy consumption The total computational562

resources amounted to 660.87 hours of processing563

time and 582.84 kWh of energy consumption, re-564

sulting in 92.09 kg of CO2 emissions. As expected,565

larger models consume more energy. The two 566

largest models (Qwen2.5-32B-IT and Qwen2.5- 567

14B-IT) are in the top three, while FLOR consumes 568

less than models of the same size. Similarly, as 569

anticipated, text generation tasks such as summa- 570

rization require more energy for evaluation. 571

Energy consumption vs. performance Again, 572

our experiments show a strong correlation between 573

the energy consumed and the performance of a 574

model. For one of the overall top models, Gemma2- 575

9B, its instruction-tuned version excels with a third 576

of the energy consumption compared to the base 577

version. 578

5 Conclusions and Future Work 579

In this paper, we suggest a methodology to cre- 580

ate community-driven leaderboards, including key 581

points to gather diverse datasets, and the rationale 582

behind a more efficient and accessible evaluation 583

setup. In doing so, we hope to inspire the creation 584

of more leaderboards that fulfil the needs of diverse 585

linguistic communities. 586

In particular, we present LA LEADERBOARD , 587

the first open-source leaderboard to evaluate LLMs 588

in languages from Spain and Latin America. It 589

is the result of a collaboration among 12 re- 590

search groups. LA LEADERBOARD consists of 66 591

datasets in Spanish, Catalan, Basque and Galician 592

and covers a wide range of task types and domains. 593

Results of evaluating 50 LLMs show that perfor- 594

mance is generally better in Spanish and Catalan. 595

Models not optimized for the target languages (e.g., 596

Gemma) achieve the highest scores, while fine- 597

tuned or continually pre-trained models on these 598

languages (e.g., EuroLLM) outperform foundation 599

models designed with the same linguistic focus 600

(e.g., Salamandra). 601

Our planned next steps include evaluating the re- 602

cently donated datasets, with a special focus on 603

indigenous languages. We will also add larger 604

open models and proprietary models. Moreover, 605

we are organizing a hackathon to create a bench- 606

mark to measure cultural adequacy in each Spanish- 607

speaking country. Finally, we welcome any person 608

or organization interested in joining our effort. In 609

this way, we hope that LA LEADERBOARD will 610

keep evolving to include more languages, language 611

varieties, and use cases that motivate the develop- 612

ment of LLMs that better serve our diverse com- 613

munity. 614
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Limitations615

Indigenous languages We acknowledge that616

indigenous languages from Latin America are617

not yet included among the evaluation results618

of LA LEADERBOARD . However, we have on-619

going collaborations to include existing bench-620

marks and create new ones to keep extending621

LA LEADERBOARD to be as inclusive as possible622

and reflect the diversity of the Spanish-speaking623

community.624

Spanish language varieties Currently,625

LA LEADERBOARD includes datasets in the626

Spanish varieties of Spain, Mexico, Argentina,627

Chile, and Uruguay. Although we don’t know628

the exact origin of all the samples from some629

third-party datasets, we estimate that less than630

25% of all the Spanish datasets in the leaderboard631

come from LATAM. We plan on increasing this632

percentage by collaborating with LATAM research633

groups in the creation of an open hackathon.634

Large and proprietary models To improve the635

coverage of the state-of-the-art language models636

for the use cases included in LA LEADERBOARD ,637

it would be interesting to evaluate larger language638

models as well as proprietary models.639

Contamination Another pending task is to anal-640

yse potential contamination (Sainz et al., 2023)641

within our leaderboard. We have not addressed642

this yet because a high percentage of the datasets643

used are very recent and niche, making it un-644

likely that they have been incorporated into train-645

ing data, unlike more established benchmarks such646

as MMLU (Hendrycks et al., 2021a; Wang et al.,647

2024b; Taghanaki et al., 2024) that serve as pri-648

mary pillars in model evaluation in every model649

report. Nevertheless, we have started to evaluate650

contamination to ensure in the short-term future651

that we provide high-quality results.652

For the datasets specifically created for653

LA LEADERBOARD , we advised the correspond-654

ing authors to release them gated to avoid being655

unintentionally included in training datasets by web656

scraping; AQuAS and RagQuAS are gated. The au-657

thors of TELEIA decided to release an adaptation658

of their dataset and keep the original private to be659

able to analyze contamination through time.660

Ethical Considerations 661

Fair representation Since our objective is to es- 662

tablish an evaluation standard for Latin America 663

and Spain, it is important to properly represent the 664

linguistic and cultural diversity of the community 665

in order to avoid the perpetuation, or even amplifi- 666

cation, of stereotypes and inequalities. 667

Third-party datasets Some of the evaluation 668

datasets included in LA LEADERBOARD were cre- 669

ated by organizations other than our data contrib- 670

utors. As a result, we acknowledge the possibility 671

that some of these datasets may have been devel- 672

oped using practices that could be considered un- 673

ethical. These concerns range from potential legal 674

violations to extractive data collection methods that 675

may impact disadvantaged communities. 676

Environmental impact Evaluating 50 language 677

models on 66 tasks required 660.87 hours of com- 678

pute, translating to 92.09 kg of CO2. However, we 679

hope that by publishing a comprehensive evaluation 680

of the available models, LA LEADERBOARD will 681

contribute to reducing the total environmental im- 682

pact of individual private evaluations. 683

Misuse of La Leaderboard We welcome model 684

submissions from everyone. This could potentially 685

lead to overuse with people sending many different 686

versions of the same model. We plan to mitigate 687

this behaviour by following the spam mitigation 688

strategies from the Open LLM Leaderboard (Four- 689

rier et al., 2024). 690
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A Evaluation Datasets1424

The datasets are used only for evaluation, aligning1425

with their intended uses.1426

Spanish datasets1427

The Spanish datasets are: AQuAS (Cite removed1428

for review), Belebele (Bandarkar et al., 2024), Es-1429

CoLA (Bel et al., 2024a), Fake News ES (Posadas-1430

Durán et al., 2019), FLORES-200 (Costa-jussà1431

et al., 2022), ClinTreatES and ClinDiagnosES1432

(Cite removed for review), HumorQA (Cite re-1433

moved for review), MGSM (Shi et al., 2023), Mul-1434

tiLingualCrowsPairs (Nangia et al., 2020), Noti-1435

cIA (García-Ferrero and Altuna, 2024), OffendES1436

(Plaza-del-Arco et al., 2021), RagQuAS (Cite1437

removed for review), SpaLawEx (Cite removed1438

for review), TELEIA (Cite removed for review),1439

WNLI (Gonzalez-Agirre et al., 2024; Baucells1440

et al., 2025),16 XL-Sum (Hasan et al., 2021), XS-1441

toryCloze (Lin et al., 2022; Baucells et al., 2025),1442

and XQuAD (Artetxe et al., 2020).1443

Catalan datasets1444

The Catalan datasets are: caBREU, CatalanQA,1445

COPA-ca, CoQCat, PAWS-ca, TE-ca, WNLI-ca1446

and XNLI-ca (Gonzalez-Agirre et al., 2024), Iber-1447

oBench (Baucells et al., 2025), CatCoLA (Bel1448

et al., 2024b), FLORES-200 (Costa-jussà et al.,1449

2022), MGSM (Shi et al., 2023), XStoryCloze (Lin1450

et al., 2022), XQuAD-ca (Armengol-Estapé et al.,1451

2021), XStoryCloze (Lin et al., 2022; Baucells1452

et al., 2025), Parafraseja,17 PAWS-X (Yang et al.,1453

2019), and VeritasQA (Aula-Blasco et al., 2025).1454

Basque datasets1455

The Basque datasets are: EusExams, EusRead-1456

ing, EusProficiency and EusTrivia from Etxaniz1457

et al. (2024); BEC2016eu, BHTCv2, EpecKorref-1458

Bin, QNLIeu, WiCeu from BasqueGlue (Urbizu1459

et al., 2022); QNLI-eu (Urbizu et al., 2022), VaxxS-1460

tance (Agerri et al., 2021), XNLIeu (Heredia et al.,1461

2024), FLORES-200 (Costa-jussà et al., 2022),1462

MGSM (Shi et al., 2023), and XStoryCloze (Lin1463

et al., 2022; Baucells et al., 2025).1464

Galician datasets1465

The Galician datasets are: FLORES-200 (Costa-1466

jussà et al., 2022), GalCoLA (de Dios-Flores et al.,1467

16For Spanish, see https://hf.co/datasets/
PlanTL-GOB-ES/wnli-es.

17https://hf.co/datasets/projecte-aina/
Parafraseja

2023), TruthfulQA-GL,18 and XStoryCloze (Lin 1468

et al., 2022; Baucells et al., 2025).19 1469

Datasets created for La Leaderboard 1470

The 7 datasets specifically created for 1471

LA LEADERBOARD are AQuAS, ClinDiagES, 1472

ClinTreatES, HumorQA, RagQuAS, SpaLawEx, 1473

and TELEIA. Their corresponding datasheets are 1474

included in Appendix F. 1475

Newly donated datasets 1476

The new datasets donated will be evaluated shortly. 1477

These include CONAN-EUS (Bengoetxea et al., 1478

2024), RefutES,20 TruthfulQA in Basque, Cata- 1479

lan, Galician and Spanish (Figueras et al., 2025), 1480

VeritasQA (Aula-Blasco et al., 2025), PAES Chile 1481

(Latam-GPT, 2025), meta4xnli (Sanchez-Bayona 1482

and Agerri, 2024), MedExpQA (Alonso et al., 1483

2024), Catalonia Independence Corpus (CIC) in 1484

Catalan and Spanish (Zotova et al., 2021), HAHA 1485

humor detection and analysis in Spanish (Chiruzzo 1486

et al., 2021), QuALES for question-answering in 1487

Spanish in the COVID-19 domain (Rosá et al., 1488

2022), AmericasNLP-MT (Mager et al., 2021), 1489

AmericasNLI (Ebrahimi et al., 2021), Tradu- 1490

LATAM, and VocesOriginarias evaluating indige- 1491

nous languages. 1492

Evaluation dataset details 1493

The Tables 4 (Spanish), 5 (Catalan), 6 (Basque), 1494

and 7 (Galician) list these datasets, providing ad- 1495

ditional information about their task type, domain, 1496

and origin. 1497

We run the evaluations using our fork 1498

of the LM Evaluation Harness,21 synced 1499

with the main repository on commit 1500

6ccd520f3fb2b5d74c6f14c05f9d189521424719. 1501

The tables mentioned also include details about the 1502

evaluation configuration providing the Harness 1503

task ID, metric, and number of shots. 1504

B Frontend Detailed Description 1505

The implementation of LA LEADERBOARD is 1506

based on the HuggingFace leaderboard template. 1507
22 The frontend is developed using Gradio (Abid 1508

18https://hf.co/datasets/proxectonos/
truthfulqa_gl

19For Galician, see https://hf.co/datasets/
proxectonos/xstorycloze_gl.

20https://huggingface.co/datasets/SINAI/RefutES
21Link removed for review.
22https://hf.co/spaces/

demo-leaderboard-backend/leaderboard
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Dataset Task Metric Domain Origin #Examples #Shots
AQuAS Abstractive QA, Long Form QA sas_encoder Miscellaneous Original 87 1
Belebele Spa Reading Comprehension acc Miscellaneous Human translation 900 2
ClinDiagnosES Long Form QA sas_encoder Clinical Original 62 0
ClinTreatES Long Form QA sas_encoder Clinical Original 62 0
COPA_es Commonsense Reasoning acc Lang. prof., Misc. Human translation 500 3
Crows Pairs Spanish Stereotype Detection pct_stereotype Ethics, Hate speech Original 1509 0
EsCoLA Linguistic Acceptability mcc Language proficiency Original 1060 2
Fake News ES Fake News Detection acc Press Original 572 2
HumorQA Humor Classification acc Language proficiency Original 51 0
MGSM_es Math Reasoning exact_match Math Human translation 250 2
NoticIA Summarization rouge1 Language proficiency, Press Original 100 0
OffendES Hate Speech Detection acc Hate speech Original 13600 2
OpenBookQA_es Multiple Choice QA acc General knowledge Human translation 500 0
PAWS-X_es Paraphrasing acc Lang. prof., Misc. Original 2000 3
RagQuAS Abstractive QA, Long Form QA sas_encoder Miscellaneous Original 201 1
SpaLawEx Multiple Choice QA acc Legal Original 119 0
TELEIA Multiple Choice QA acc General knowledge, Lang. prof. Original 100 2
WNLI ES Natural Language Inference acc Lang. prof., Misc. Human translation 146 2
XL-Sum_es Summarization bleu Press Original 4763 1
XNLI_es Natural Language Inference acc Miscellaneous Original 5010 3
XQuAD_es Extractive QA f1 Miscellaneous Original 1190 2
xStoryCloze_es Commonsense Reasoning acc Miscellaneous Human translation 1510 0

Table 4: Details of the evaluation datasets in Spanish (ES).

Dataset Task Metric Domain Origin #Examples #Shots
ARC_ca Multiple Choice QA acc Science Human translation 869 2
Belebele Cat Reading Comprehension acc Miscellaneous Human translation 900 2
caBREU Summarization bleu Press Original 301 1
CatalanQA Extractive QA f1 Miscellaneous Original 2135 2
CatCoLA Linguistic Acceptability mcc Language proficiency Original 1020 2
COPA_ca Commonsense Reasoning acc Lang. prof., Misc. Human translation 500 3
CoQCat Extractive QA f1 Miscellaneous Original 8986 1
MGSM_ca Math Reasoning exact_match Math Human translation 250 2
OpenBookQA_ca Multiple Choice QA acc General knowledge Human translation 500 0
Parafraseja Paraphrasing acc Language proficiency Original 21984 3
PAWS_ca Paraphrasing acc Lang. prof., Misc. Human translation 2000 3
PIQA_ca Multiple Choice QA acc General knowledge Human translation 1838 2
SIQA_ca Multiple Choice QA acc General knowledge Human translation 1954 2
TE-ca Natural Language Inference acc Lang. prof., Misc. Original 2117 3
WNLI_ca Natural Language Inference acc Lang. prof., Misc. Human translation 146 2
XNLI_ca Natural Language Inference acc Lang. prof., Misc. Human translation 5010 3
XQuAD_ca Extractive QA f1 Miscellaneous Human translation 1190 2
xStoryCloze_ca Commonsense Reasoning acc Miscellaneous Human translation 1510 0

Table 5: Details of the evaluation datasets in Catalan (CA).

Dataset Task Metric Domain Origin #Examples #Shots
BEC2016eu Sentiment Analysis f1 Politics, Twitter Original 1302 3
Belebele Eus Reading Comprehension acc Miscellaneous Human translation 900 2
BertaQA Multiple Choice QA acc Cultural Knowledge Original 4760 3
BHTCv2 Topic Classification f1 Press Original 1854 2
EpecKorrefBin Natural Language Inference acc Press Original 587 3
EusExams Multiple Choice QA acc Miscellaneous Original 16000 4
EusProficiency Multiple Choice QA acc Language proficiency Original 5169 4
EusReading Reading Comprehension acc Miscellaneous Original 352 1
EusTrivia Multiple Choice QA acc General knowledge Original 1715 4
MGSM_eu Math Reasoning exact_match Math Human translation 250 2
QNLIeu Natural Language Inference acc Miscellaneous Original 238 2
VaxxStance Stance Detection f1 Politics, Twitter Original 312 3
WiCeu Natural Language Inference acc Language proficiency Original 1400 2
WNLI_eu Natural Language Inference acc Lang. prof., Misc. Human translation 146 2
XCOPA_eu Commonsense Reasoning acc Lang. prof., Misc. Human translation 500 3
XNLI_eu Natural Language Inference acc Lang. prof., Misc. Reviewed MT 5010 3
xStoryCloze_eu Commonsense Reasoning acc Miscellaneous Human translation 1510 0

Table 6: Details for evaluation datasets in Basque (EU).

Dataset Task Metric Domain Origin #Examples #Shots
Belebele Glg Reading Comprehension acc Miscellaneous Reviewed MT 900 2
GalCoLA Linguistic Acceptability mcc Language proficiency Original 1710 2
MGSM_gl Math Reasoning exact_match Math Reviewed MT 250 2
OpenBookQA_gl Multiple Choice QA acc General knowledge Reviewed MT 500 0
ParafrasesGL Paraphrasing acc Language proficiency Original 294 3
PAWS_gl Paraphrasing acc Lang. prof., Misc. Reviewed MT 2000 3
SummarizationGL Summarization bleu Press Original 8080 1
XNLI_gl Natural Language Inference acc Lang. prof., Misc. Reviewed MT 5010 3
xStoryCloze_gl Commonsense Reasoning acc Miscellaneous Human translation 1510 0

Table 7: Details for evaluation datasets in Galician (GL).
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et al., 2019) and divided into four tabs:1509

• The landing tab, named "La Leaderboard",1510

is divided into five sub-tabs, each containing1511

tables with all the evaluated models and their1512

corresponding average results. These sub-tabs1513

include overall and language-specific results1514

for Spanish, Catalan, Basque, and Galician.1515

The results are aggregated by averaging the1516

scores across all tasks for each language.1517

• For transparency and reproducibility purposes,1518

the second tab, "Info", includes the command1519

we use to evaluate the models and also the nor-1520

malization formula. In the acknowledgements1521

section, we list the institutions and every per-1522

son who contributed to the project.1523

• The next tab describes all the "Tasks" included1524

in LA LEADERBOARD .1525

• Finally, there is a tab where everyone can sub-1526

mit their model for evaluation.1527

The text of the information and submission tabs1528

is available both in English and Spanish to bring1529

the tool closer to the community.1530

In the footer, we can find the citation informa-1531

tion for the software, all the included datasets, and1532

the evaluation suite. Below are the fourteen logos1533

from all the collaborating institutions. The entities1534

in the acknowledgements are ordered chronologi-1535

cally by the date they joined the project to thank1536

early adopters, whereas the logos in the footer are1537

ordered by the number of datasets donated.1538

C Models Evaluated1539

Table 8 details the 50 models evaluated, including1540

the following families: Aitana23, BERTIN (la Rosa1541

et al., 2022), Carballo (Gamallo et al., 2024), FLOR1542

(Da Dalt et al., 2024), LeniaChat,24 RigoChat1543

(Instituto de Ingeniería del Conocimiento, 2025),1544

Salamandra,25 Occiglot26, EuroLLM (Martins1545

et al., 2024), Aya (Dang et al., 2024), DeepSeek1546

(DeepSeek-AI et al., 2025), Gemma (Riviere et al.,1547

2024), Llama (Grattafiori et al., 2024), Mistral1548

(Jiang et al., 2023), Phi (Li et al., 2023), SmolLM1549

(Allal et al., 2025), and Qwen (Qwen Team, 2024).1550
23https://huggingface.co/gplsi/Aitana-6.3B
24https://huggingface.co/LenguajeNaturalAI/

leniachat-gemma-2b-v0
25https://hf.co/collections/BSC-LT/

salamandra-66fc171485944df79469043a
26https://huggingface.co/collections/occiglot/

occiglot-eu5-7b-v01-65dbed502a6348b052695e01
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Family Model ID Model Type Size (B)

Aitana gplsi/Aitana-6.3B pretrained 6.25
BERTIN bertin-project/bertin-gpt-j-6B pretrained 6.06
BERTIN bertin-project/Gromenauer-7B pretrained 7.24
BERTIN bertin-project/Gromenauer-7B-Instruct instruction-tuned 7.24
Carballo proxectonos/Carballo-bloom-1.3B pretrained 1.31
Flor projecte-aina/FLOR-6.3B pretrained 6.25
Flor projecte-aina/FLOR-6.3B-Instructed instruction-tuned 6.25
Latxa HiTZ/latxa-7b-v1.2 pretrained 7.00
LeniaChat LenguajeNaturalAI/leniachat-gemma-2b-v0 instruction-tuned 2.51
LeniaChat LenguajeNaturalAI/leniachat-qwen2-1.5B-v0 instruction-tuned 1.54
RigoChat IIC/RigoChat-7b-v2 instruction-tuned 7.62
Salamandra BSC-LT/salamandra-2b pretrained 2.25
Salamandra BSC-LT/salamandra-2b-instruct instruction-tuned 2.25
Salamandra BSC-LT/salamandra-7b pretrained 7.77
Salamandra BSC-LT/salamandra-7b-instruct instruction-tuned 7.77

EuroLLM utter-project/EuroLLM-1.7B pretrained 1.70
EuroLLM utter-project/EuroLLM-1.7B-Instruct instruction-tuned 1.70
EuroLLM utter-project/EuroLLM-9B pretrained 9.15
EuroLLM utter-project/EuroLLM-9B-Instruct instruction-tuned 9.15
Occiglot occiglot/occiglot-7b-es-en pretrained 7.24
Occiglot occiglot/occiglot-7b-es-en-instruct instruction-tuned 7.24
Occiglot occiglot/occiglot-7b-eu5 pretrained 7.24
Occiglot occiglot/occiglot-7b-eu5-instruct instruction-tuned 7.24

Aya CohereForAI/aya-expanse-8b pretrained 8.03
DeepSeek deepseek-ai/DeepSeek-R1-Distill-Qwen-1.5B instruction-tuned 1.78
DeepSeek deepseek-ai/DeepSeek-R1-Distill-Qwen-7B instruction-tuned 7.62
DeepSeek unsloth/DeepSeek-R1-Distill-Qwen-14B-bnb-4bit instruction-tuned 8.37
Gemma google/gemma-2-2b pretrained 2.61
Gemma google/gemma-2-2b-it instruction-tuned 2.61
Gemma google/gemma-2-9b pretrained 9.24
Gemma google/gemma-2-9b-it instruction-tuned 9.24
Llama meta-llama/Llama-3.2-1B pretrained 1.24
Llama meta-llama/Llama-3.2-1B-Instruct instruction-tuned 1.24
Llama meta-llama/Meta-Llama-3.1-8B pretrained 8.03
Llama meta-llama/Meta-Llama-3.1-8B-Instruct instruction-tuned 8.03
Mistral mistralai/Mistral-7B-Instruct-v0.3 instruction-tuned 7.25
Mistral mistralai/Mistral-7B-v0.3 pretrained 7.25
Phi microsoft/phi-1_5 pretrained 1.42
SmolLM HuggingFaceTB/SmolLM2-1.7B pretrained 1.71
SmolLM HuggingFaceTB/SmolLM2-1.7B-Instruct instruction-tuned 1.71
Qwen Qwen/Qwen2.5-1.5B pretrained 1.54
Qwen Qwen/Qwen2.5-1.5B-Instruct instruction-tuned 1.54
Qwen Qwen/Qwen2.5-7B pretrained 7.62
Qwen Qwen/Qwen2.5-7B-Instruct instruction-tuned 7.62
Qwen Qwen/Qwen2.5-14B-Instruct-GPTQ-Int8 instruction-tuned 4.99
Qwen Qwen/Qwen2.5-32B-Instruct-GPTQ-Int4 instruction-tuned 5.74

Table 8: Models evaluated in LA LEADERBOARD as of February 2025. The size is specified in billions of parameters,
as appears in the corresponding Hugging Face model page. The table is divided into sections starting at the top with
the models trained for the languages of Spain, then the ones from European projects, and finally the international
ones.
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Figure 3: Results of the first set of models evaluated on LA LEADERBOARD .
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Figure 4: Number of tasks in which a model is among
the top 10 models.

D Evaluation Results1551

This section briefly presents and discusses the eval-1552

uation results, comparing models, languages, and1553

tasks considering metrics such as performance and1554

energy efficiency. Each pair model-task was only1555

evaluated once. All individual task results are pub-1556

licly available in our Hugging Face dataset.271557

Overall performance1558

The average evaluation results are summarized in1559

Figure 3, overall and for each language separately.1560

In general, the models that achieve better results are1561

Qwen2.5-32B-IT, Gemma-2 9B-IT, Gemma-2 9B,1562

Qwen2.5-14B-IT and Llama-3.1-8B-IT. The best1563

results in Spanish and Galician are from Qwen2.5-1564

32B-IT, while the best for Catalan is Gemma-2 9B1565

and for Basque its instructed version. Interestingly,1566

27Link removed for review.

the sixth model in the classification is Qwen2.5- 1567

7B, which has a size closer to that of the Gemma 1568

and LLama models. Therefore, the performance of 1569

Qwen2.5-32B-IT and Qwen2.5-14B-IT is probably 1570

due to these models having more parameters than 1571

the rest. 1572

A very bad or good score in a few tasks can 1573

lower or raise the average score for a model and 1574

distort the comparison. Therefore, we show the 1575

results in terms of the number of tasks for which a 1576

model is in the top 10 in Figure 4. This provides 1577

an alternative view of the results, focusing on the 1578

number of tasks for which the performance of the 1579

model is good. It can be seen that the top 5 models 1580

are the same as before, but the order changes. Now 1581

the Gemma models are in the first two positions, 1582

Llama in the third, and the two Qwen models in 1583

the last two positions. The results per language are 1584

presented in Figure 5. It can be seen that Gemma 1585

models are the best in all four languages, but the 1586

top 5 changes significantly, and some language- 1587

optimized models are in top positions. For example, 1588

EuroLLM-9B is the second in Catalan and Galician, 1589

and Salamandra-7B is the fourth in Basque. 1590

Performance per language 1591

In general, results are better for Spanish and Cata- 1592

lan and worse for Basque and Galician. This was 1593

expected for Basque, a language isolate very dif- 1594

ferent from the rest, but not fully for Galician, as it 1595

shares Latin roots with Spanish and Catalan. How- 1596

ever, the generalized lower scores in Galician could 1597

be a consequence of the reduced number of training 1598

and instruction datasets available for this language. 1599

SOTA vs. Language-optimized models 1600

The comparison between these two groups of mod- 1601

els is of particular importance to study different 1602

training strategies. By analysing the top 15 mod- 1603

els, we observe that two-thirds belong to SOTA 1604

models, while only one-third correspond to opti- 1605

mized models, which are found at the end of this 1606

list. It is relevant to note that all the models have 1607

roughly the same number of parameters except for 1608

the Qwen family as discussed before (Yang et al., 1609

2024; Qwen Team, 2024). 1610

These results suggest that, as of today, mod- 1611

els developed by large companies still have the 1612

best overall performance across languages despite 1613

the efforts to implement language-specific models. 1614

Whether this is due to actual language proficiency 1615

or a mirage caused by good task format understand- 1616
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Figure 5: Number of tasks in which a model is among the top 10 models, by language.

ing and inter-language generalization is something1617

we consider researching in future work.1618

Performance per task1619

Figure 6 shows the results per type of task for each1620

language. As can be seen, results are generally bet-1621

ter for natural language inference tasks and worse1622

for language proficiency tests, with all four lan-1623

guages having similar performance on both tasks.1624

In question answering and reasoning tasks, there is1625

a larger inter-language difference, with Galician1626

having significantly lower scores overall, while1627

Basque has the best results for reasoning but sec-1628

ond worst for question answering. Further analysis1629

is needed to understand whether these differences1630

are due to the datasets used in each language or1631

are indeed due to the models’ performance. The1632

poor results for language proficiency tests also de-1633

serve a more detailed exploration in future studies1634

to understand their implications, as they may im-1635

ply fundamental limitations of the models in their 1636

knowledge across languages. 1637

Figure 6: Results per type of task type, where "Lan-
guage Proficiency" includes reading comprehension, lin-
guistic acceptability and summarization, "NLI" includes
textual entailment and paraphrasing, and "Reasoning"
includes commonsense and mathematical reasoning.
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Figure 7: Results of the first set of models evaluated on LA LEADERBOARD organized by language, model family,
size, and model type.
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Figure 8: Distribution of results of models evaluated on
LA LEADERBOARD organized by energy consumption.

Performance vs. size1638

Figure 7 shows the average performance across1639

all tasks for each language versus the model size.1640

It can be seen that there is some correlation be-1641

tween size and performance but with large varia-1642

tions among models.1643

Model efficiency1644

Figure 8 represents the total energy consumed by1645

each model. On average, each model consumed1646

9.25 kWh (median = 6.88, SD = 8.42), showing1647

a wide variety in energy usage. The models that1648

consumed the most energy were Grommeanuer-7B-1649

Instruct, Qwen2.5-32B-Instruct-GPTQ-Int4, and1650

Qwen2.5-14B-Instruct-GPTQ-Int8, each exceed-1651

ing 30 kWh. On the other hand, Salamandra-1652

2b, FLOR-1.3B-Instructed, and LLama-3.2-1B-1653

Instruct were the most energy-efficient, consuming1654

less than 2.1 kWh each. In this case, a strong cor-1655

relation between model size and energy dissipation1656

is observed as the number of arithmetic operations1657

required to predict a token is related to the number1658

of parameters of the model.1659

Regarding the tasks that required the most en-1660

ergy, those focused on text summarization (xl-1661

Figure 9: Energy consumption for the tasks evaluated
on LA LEADERBOARD .

sum_es, summarization_gl, and cabreu) stood out 1662

(Figure 9). LLMs generate text token by token and 1663

their prediction speed remains constant (assuming 1664

the same hardware and stable conditions). There- 1665

fore, the most expected energy-intensive tasks are 1666

those that require the generation of larger amounts 1667

of text. 1668

Figure 10 presents a comparison between model 1669

size and energy consumption. As expected, the 1670

general trend indicates that larger models consume 1671

more energy, with consumption increasing approxi- 1672

mately threefold between the smallest models (1–2 1673

billion parameters) and the largest ones (6–9 bil- 1674

lion). However, some outliers are observed, such as 1675

Qwen, which consumes significantly more energy 1676

across all its sizes compared to other models. Con- 1677

versely, models like FLOR exhibit considerably 1678

lower energy consumption across their different 1679

sizes relative to other models of similar scale. 1680

Finally, Figure 11 shows the relation between 1681

performance and energy consumption. It can be 1682

seen that again there is a strong correlation but 1683

with large variations across models. For example, 1684

Gemma-2-9B-IT achieves one of the best scores 1685

with a low energy consumption. 1686
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Figure 10: Distribution of results of models evaluated on LA LEADERBOARD energy consumption versus size.

Figure 11: Distribution of results of models evaluated on LA LEADERBOARD energy consumption versus perfor-
mance.
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E Data Collection Campaign1687

Below are the questions, translated into English,1688

corresponding to the Google Form used in the open1689

data collection campaign.1690

1. Email *1691

2. Data source (Select one option) *1692

(a) The dataset is public1693

(b) Instructions to recreate it are available1694

(c) The dataset is private but access can be requested1695
on a website1696

(d) The dataset is currently private, but we want to1697
open it as a donation1698

(e) The dataset is private, but you should try contact-1699
ing the organization that created it1700

3. Dataset link * This can be the dataset link, the instruc-1701
tions to recreate it, or the corresponding organization’s1702
website if private.1703

4. If your dataset is not uploaded to Hugging Face, would1704
you like us to take care of uploading it? (Select one1705
option)1706

(a) Yes, upload it to the SomosNLP organization1707

(b) Yes, help me create my own organization and1708
upload it1709

(c) No, I prefer to create my own organization and1710
upload it myself1711

5. Modality * (Select one option)1712

(a) Text1713

(b) Audio1714

(c) Image (e.g., images with descriptions)1715

6. Language(s) * (Select all that apply) 1716

(a) Spanish 1717
(b) Other: _____ 1718

7. Country(ies) * Country(ies) of origin of the data and/or 1719
the people who annotated it. A region can also be speci- 1720
fied if known. The more information, the better. 1721

8. Tasks * (Select all that apply) 1722

(a) Language modeling (unannotated) 1723
(b) Question answering (QA) 1724
(c) Classification 1725
(d) Token classification (e.g., NER, PoS) 1726
(e) Translation 1727
(f) Summarization 1728
(g) Semantic similarity 1729
(h) Multimodal (e.g., text-to-image, audio-to-text) 1730

9. Subtask For example, subtasks of "text classification" 1731
could be "sentiment analysis" or "hate speech detec- 1732
tion." 1733

10. Domain * (Select all that apply) 1734

(a) Legal 1735
(b) Clinical or biomedical 1736
(c) Academic or technical 1737
(d) Literature or music 1738
(e) Social media or forums 1739
(f) News or articles 1740
(g) Dialogues 1741
(h) General 1742

11. Number of examples Enter the exact number of exam- 1743
ples if known, otherwise provide a range. 1744

12. License type * 1745

(a) Commercial 1746
(b) Non-commercial 1747

13. License link 1748

14. Link to the dataset documentation or any other rele- 1749
vant information: description, annotation and cleaning 1750
process, ethical considerations... * 1751

15. Link to the script/repository on GitHub to download or 1752
process the dataset 1753

16. Thank you very much for your contribution! To publicly 1754
acknowledge your contribution, you may share your 1755
name and/or affiliation to be displayed on the website. 1756
If this is a donation, we will contact you soon—thank 1757
you! 1758

17. Name 1759

18. Affiliation 1760

19. How could we improve this campaign? Who would you 1761
recommend we contact? Anything else you’d like to tell 1762
us? 1763
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F Datasheets1764

We present the datasheets (Gebru et al., 2021)1765

corresponding to each of the datasets specifically1766

created for LA LEADERBOARD : AQuAS, Clin-1767

DiagnosES, ClinTreatES, HumorQA, RagQuAS,1768

SpaLawEx, TELEIA. Moreover, we propose1769

an adaptation for leaderboards and fill it for1770

LA LEADERBOARD .1771

La Leaderboard1772

Motivation for Leaderboard Creation1773

Why was the leaderboard created? (e.g., were1774

there specific tasks in mind, or a specific gap that1775

needed to be filled?)1776

LA LEADERBOARD is the first open-source1777

leaderboard to evaluate generative LLMs in1778

languages of Spain and Latin America. By1779

aiming to address the linguistic and cultural1780

diversity of the Spanish-speaking community,1781

LA LEADERBOARD aims to set a new standard for1782

multilingual LLM evaluation. Our goal is to encour-1783

age the development of models that are not only1784

linguistically competent but also culturally aware,1785

ultimately driving progress in Natural Language1786

Processing (NLP) for the benefit of our whole com-1787

munity.1788

Who funded the creation of the leaderboard?1789

If there is an associated grant, provide the grant1790

number.1791

LA LEADERBOARD is an initiative launched1792

by an international open-source community and1793

was promoted by volunteers. The funding1794

of each of the individual datasets donated to1795

LA LEADERBOARD will be disclosed after review.1796

Leaderboard Composition1797

What are the instances? (that is, examples; e.g.,1798

documents, images, people, countries) Are there1799

multiple types of instances? (e.g., movies, users,1800

ratings; people, interactions between them; nodes,1801

edges)1802

LA LEADERBOARD consists of 66 evaluation1803

datasets. All the evaluation datasets in the leader-1804

board consist solely of text instances.1805

Are relationships between instances made ex-1806

plicit in the data (e.g., social network links,1807

user/movie ratings, etc.)?1808

There are no known relationships between in-1809

stances.1810

How many instances of each type are there? 1811

Summing all the instances of the 66 evaluation 1812

datasets, the leaderboard consists of 149,782 exam- 1813

ples. 1814

Is everything included or does the data rely 1815

on external resources? (e.g., websites, tweets, 1816

datasets) If external resources, a) are there guaran- 1817

tees that they will exist, and remain constant, over 1818

time; b) is there an official archival version. Are 1819

there licenses, fees or rights associated with any of 1820

the data? 1821

Everything is included in the datasets. 1822

Are there recommended data splits or evalua- 1823

tion measures? (e.g., training, development, test- 1824

ing; accuracy/AUC) 1825

The splits used in LA LEADERBOARD are the 1826

corresponding test splits of each dataset. 1827

Data Collection Process 1828

How was the data collected? (e.g., hardware 1829

apparatus/sensor, manual human curation, software 1830

program, software interface/API; how were these 1831

constructs/measures/methods validated?) 1832

The datasets were collected through an open data 1833

collection campaign. 1834

Who was involved in the data collection process? 1835

(e.g., students, crowdworkers) How were they 1836

compensated? (e.g., how much were crowdworkers 1837

paid?) 1838

Professional researchers from academia and in- 1839

dustry. The logo and names of the donators are 1840

included in the user interface, and the creators of 1841

the datasets are acknowledged in the paper. 1842

Over what time-frame was the data collected? 1843

Does the collection time-frame match the creation 1844

time-frame? 1845

During 2024. 1846

Does the dataset contain all possible instances? 1847

Or is it, for instance, a sample (not necessarily 1848

random) from a larger set of instances? 1849

The evaluations are launched including all the 1850

available test instances for each donated dataset. 1851

If the dataset is a sample, then what is the pop- 1852

ulation? What was the sampling strategy (e.g., 1853

deterministic, probabilistic with specific sampling 1854

probabilities)? Is the sample representative of the 1855

larger set (e.g., geographic coverage)? If not, why 1856

not (e.g., to cover a more diverse range of in- 1857

stances)? How does this affect possible uses? 1858
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Not applicable.1859

Is there information missing from the dataset1860

and why? (this does not include intentionally1861

dropped instances; it might include, e.g., redacted1862

text, withheld documents) Is this data missing be-1863

cause it was unavailable?1864

Are there any known errors, sources of noise, or1865

redundancies in the data? No.1866

Leaderboard Distribution1867

How is the leaderboard distributed? (e.g., web-1868

site, API, etc.; does the data have a DOI; is it1869

archived redundantly?)1870

The leaderboard is available in the HuggingFace1871

hub: URL.1872

When will the leaderboard be released/first dis-1873

tributed? (Is there a canonical paper/reference1874

for this dataset?)1875

The leaderboard was released in September1876

2024.1877

What license (if any) is it distributed under?1878

Are there any copyrights on the data?1879

The leaderboard is licensed under "Apache 2.0".1880

Are there any fees or access/export restrictions?1881

There are no fees or restrictions.1882

Leaderboard Maintenance1883

Who is supporting/hosting/maintaining the1884

leaderboard? How does one contact the1885

owner/curator/manager of the leaderboard (e.g.1886

email address, or other contact info)?1887

The leaderboard is hosted at HuggingFace28 and1888

the community can be contacted through the "Dis-1889

cussions" tab in the interface or via email.291890

Will the leaderboard be updated? How often1891

and by whom? How will updates/revisions be1892

documented and communicated (e.g., mailing list,1893

GitHub)? Is there an erratum?1894

Yes, every time there is a new donation the main-1895

tainer will update the leaderboard and communi-1896

cate the update on the usual communication chan-1897

nels of the open-source community.1898

Is there a repository to link to any/all pa-1899

pers/systems that use this leaderboard?1900

Yes, all the datasets and tools used by1901

28Link removed for review.
29Email removed for review.

LA LEADERBOARD are referenced in the 1902

"Citation" section of the interface.30 1903

Legal & Ethical Considerations 1904

If the dataset relates to people (e.g., their at- 1905

tributes) or was generated by people, were 1906

they informed about the data collection? (e.g., 1907

datasets that collect writing, photos, interactions, 1908

transactions, etc.) 1909

Not applicable. 1910

If it relates to other ethically protected subjects, 1911

have appropriate obligations been met? (e.g., 1912

medical data might include information collected 1913

from animals) 1914

Not applicable. 1915

If it relates to people, were there any ethical 1916

review applications/reviews/approvals? (e.g. 1917

Institutional Review Board applications) 1918

Not applicable. 1919

If it relates to people, were they told what the 1920

dataset would be used for and did they consent? 1921

What community norms exist for data collected 1922

from human communications? If consent was ob- 1923

tained, how? Were the people provided with any 1924

mechanism to revoke their consent in the future or 1925

for certain uses? 1926

Not applicable. 1927

If it relates to people, could this dataset expose 1928

people to harm or legal action? (e.g., financial 1929

social or otherwise) What was done to mitigate or 1930

reduce the potential for harm? 1931

Not applicable. 1932

If it relates to people, does it unfairly advantage 1933

or disadvantage a particular social group? In 1934

what ways? How was this mitigated? 1935

Not applicable. 1936

If it relates to people, were they provided with 1937

privacy guarantees? If so, what guarantees and 1938

how are these ensured? 1939

Not applicable. 1940

Does the dataset comply with the EU General 1941

Data Protection Regulation (GDPR)? Does it 1942

comply with any other standards, such as the US 1943

Equal Employment Opportunity Act? 1944

Yes, it complies with GDPR. 1945

30Link removed for review.
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Does the dataset contain information that might1946

be considered sensitive or confidential? (e.g.,1947

personally identifying information)1948

No.1949

Does the dataset contain information that might1950

be considered inappropriate or offensive? No.1951
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AQuAS1952

The Abstractive Question-Answering in Spanish1953

(AQuAS) dataset (Cite removed for review) devel-1954

oped by a research institute,31 is a monolingual1955

Spanish dataset designed for abstractive question-1956

answering. It contains 107 examples covering a1957

diverse range of topics, including finance, insur-1958

ance, healthcare, music, and law. Each example1959

consists of a context passage, a related question,1960

and a human-crafted answer. The dataset is aimed1961

at evaluating the ability of large language models1962

(LLMs) to generate well-formed, coherent, and in-1963

formative responses.1964

Motivation for Dataset Creation1965

Why was the dataset created? (e.g., were there1966

specific tasks in mind, or a specific gap that needed1967

to be filled?) AQuAS was created to provide high-1968

quality examples of pairs of questions and answers1969

with a related context that can be used to evaluate1970

the ability of large language models (LLMs) to1971

generate well-formed, coherent, and informative1972

responses (abstractive question answering).1973

What (other) tasks could the dataset be used1974

for? Are there obvious tasks for which it should1975

not be used? There are no recommended uses for1976

this dataset other than evaluation.1977

Who funded the creation of the dataset? If1978

there is an associated grant, provide the grant num-1979

ber. The dataset was created and funded by the1980

research institute.1981

Dataset Composition1982

What are the instances? (that is, examples; e.g.,1983

documents, images, people, countries) Are there1984

multiple types of instances? (e.g., movies, users,1985

ratings; people, interactions between them; nodes,1986

edges) Each instance is a pair of a question and1987

an answer accompanied by the related context on1988

which the answer has been based and the corre-1989

sponding topic.1990

Are relationships between instances made ex-1991

plicit in the data (e.g., social network links,1992

user/movie ratings, etc.)? There are no known rela-1993

tionships between instances.1994

How many instances of each type are there?1995

The dataset consists of 107 examples.1996

31Name removed for review.

What data does each instance consist of? 1997

“Raw” data (e.g., unprocessed text or images)? 1998

Features/attributes? Is there a label/target asso- 1999

ciated with instances? If the instances are related 2000

to people, are subpopulations identified (e.g., by 2001

age, gender, etc.) and what is their distribution? 2002

The instances consist of text data and are labelled 2003

with the corresponding topic. 2004

Is everything included or does the data rely 2005

on external resources? (e.g., websites, tweets, 2006

datasets) If external resources, a) are there guaran- 2007

tees that they will exist, and remain constant, over 2008

time; b) is there an official archival version. Are 2009

there licenses, fees or rights associated with any of 2010

the data? Everything is included in the dataset. 2011

Are there recommended data splits or evalua- 2012

tion measures? (e.g., training, development, test- 2013

ing; accuracy/AUC) Since the dataset is intended 2014

for testing, there is no recommended split. 2015

Data Collection Process 2016

How was the data collected? (e.g., hardware ap- 2017

paratus/sensor, manual human curation, software 2018

program, software interface/API; how were these 2019

constructs/measures/methods validated?) The data 2020

for the contexts was gathered from different sources 2021

on the web using software to crawl those sites. The 2022

rest of the dataset (question-answer pairs) was cu- 2023

rated and created manually. 2024

Who was involved in the data collection process? 2025

(e.g., students, crowdworkers) How were they 2026

compensated? (e.g., how much were crowdworkers 2027

paid?) The data was collected by computational 2028

linguists and data scientists from a research insti- 2029

tute. 2030

Over what time-frame was the data collected? 2031

Does the collection time-frame match the creation 2032

time-frame? The data was collected during 2023, 2033

when the dataset was created. 2034

How was the data associated with each instance 2035

acquired? Was the data directly observable (e.g., 2036

raw text, movie ratings), reported by subjects (e.g., 2037

survey responses), or indirectly inferred/derived 2038

from other data (e.g., part of speech tags; model- 2039

based guesses for age or language)? If the latter 2040

two, were they validated/verified and if so how? 2041

The question-answer pairs were created and revised 2042

by computational linguists. 2043
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Does the dataset contain all possible instances?2044

Or is it, for instance, a sample (not necessarily ran-2045

dom) from a larger set of instances? The dataset is2046

composed of selected instances of different datasets2047

created by a research institute.2048

If the dataset is a sample, then what is the pop-2049

ulation? What was the sampling strategy (e.g.,2050

deterministic, probabilistic with specific sampling2051

probabilities)? Is the sample representative of the2052

larger set (e.g., geographic coverage)? If not, why2053

not (e.g., to cover a more diverse range of in-2054

stances)? How does this affect possible uses? This2055

dataset is a 24,5% sample of the original complete2056

datasets. The instances were randomly selected2057

from the original datasets.2058

Is there information missing from the dataset2059

and why? (this does not include intentionally2060

dropped instances; it might include, e.g., redacted2061

text, withheld documents) Is this data missing be-2062

cause it was unavailable? There is no data missing.2063

Are there any known errors, sources of noise, or2064

redundancies in the data? There are no known2065

errors because the revision process ensured the data2066

is as clean and error free as possible.2067

Data Preprocessing2068

What preprocessing/cleaning was done? (e.g.,2069

discretization or bucketing, tokenization, part-of-2070

speech tagging, SIFT feature extraction, removal of2071

instances, processing of missing values, etc.) The2072

text contained in context part of each instance in2073

the dataset has not undergone any preprocessing2074

or changes. There was no need to apply any clean-2075

ing to the question-answer pairs because they were2076

created manually by computational linguists fol-2077

lowing a rigorous methodology and were subjected2078

to revision afterwards.2079

Was the “raw” data saved in addition to the2080

preprocessed/clean data? (e.g., to support unan-2081

ticipated future uses) No, the text in the dataset is2082

the raw data.2083

Is the preprocessing software available? No2084

preprocessing software was used.2085

Does this dataset collection/processing pro-2086

cedure achieve the motivation for creating2087

the dataset stated in the first section of this2088

datasheet? Yes, the collection procedure en-2089

sures the dataset is sufficiently varied so it can be2090

used to evaluate a model on a wide range of topics.2091

However, there are some potential limitations in the 2092

dataset which might slightly bias the data towards 2093

particular topics, because not all topics included 2094

have the exact same representation in the dataset, 2095

and obviously it was not possible to cover all topics 2096

in existence. 2097

Dataset Distribution 2098

How is the dataset distributed? (e.g., website, 2099

API, etc.; does the data have a DOI; is it archived 2100

redundantly?) The dataset is available in Hugging- 2101

Face.32 2102

When will the dataset be released/first dis- 2103

tributed? (Is there a canonical paper/reference 2104

for this dataset?) The dataset was released in 2024. 2105

What license (if any) is it distributed under? 2106

Are there any copyrights on the data? The dataset 2107

is licensed under CC BY-NC-SA 4.0. 2108

Are there any fees or access/export restrictions? 2109

There are no fees or restrictions. 2110

Dataset Maintenance 2111

Who is supporting/hosting/maintaining 2112

the dataset? How does one contact the 2113

owner/curator/manager of the dataset (e.g. email 2114

address, or other contact info)? The dataset is 2115

hosted at HuggingFace and the research institute 2116

can be contacted through email.33 2117

Will the dataset be updated? How often and 2118

by whom? How will updates/revisions be doc- 2119

umented and communicated (e.g., mailing list, 2120

GitHub)? Is there an erratum? It is not planned to 2121

update the dataset at the moment. 2122

Is there a repository to link to any/all pa- 2123

pers/systems that use this dataset? No. 2124

Legal & Ethical Considerations 2125

If the dataset relates to people (e.g., their at- 2126

tributes) or was generated by people, were 2127

they informed about the data collection? (e.g., 2128

datasets that collect writing, photos, interactions, 2129

transactions, etc.) Not applicable. The data was 2130

collected from public web sources, and does not 2131

contain sensitive personal information. 2132

32Link removed for review.
33Email removed for review.
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If it relates to other ethically protected subjects,2133

have appropriate obligations been met? (e.g.,2134

medical data might include information collected2135

from animals) Not applicable.2136

If it relates to people, were there any ethical2137

review applications/reviews/approvals? (e.g.2138

Institutional Review Board applications) Not appli-2139

cable.2140

If it relates to people, were they told what the2141

dataset would be used for and did they consent?2142

What community norms exist for data collected2143

from human communications? If consent was ob-2144

tained, how? Were the people provided with any2145

mechanism to revoke their consent in the future or2146

for certain uses? Not applicable.2147

If it relates to people, could this dataset expose2148

people to harm or legal action? (e.g., financial2149

social or otherwise) What was done to mitigate or2150

reduce the potential for harm? Not applicable.2151

If it relates to people, does it unfairly advantage2152

or disadvantage a particular social group? In2153

what ways? How was this mitigated? Not applica-2154

ble.2155

If it relates to people, were they provided with2156

privacy guarantees? If so, what guarantees and2157

how are these ensured? Not applicable.2158

Does the dataset comply with the EU General2159

Data Protection Regulation (GDPR)? Does it2160

comply with any other standards, such as the US2161

Equal Employment Opportunity Act? The dataset2162

complies with GDPR.2163

Does the dataset contain information that might2164

be considered sensitive or confidential? (e.g.,2165

personally identifying information) No.2166

Does the dataset contain information that might2167

be considered inappropriate or offensive? No.2168
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ClinTreatES2169

The ClinTreatES (Cite removed for review) dataset2170

consists of clinical cases collected directly from2171

doctors in various medical specialties (cardiology,2172

traumatology, emergency, psychiatry, neurology,2173

dermatology, ENT-laryngology, and anaesthesia)2174

across European medical centers. It was devel-2175

oped through a joint collaboration between an NLP2176

startup34 and healthcare professionals. The dataset2177

is intended for evaluating the ability of large lan-2178

guage models (LLMs) to generate effective treat-2179

ment plans based on provided clinical cases and2180

diagnoses.2181

Motivation for Dataset Creation2182

Why was the dataset created? ClinTreatES was2183

created to evaluate LLMs’ capability to design ap-2184

propriate treatments from real clinical cases and2185

their corresponding diagnoses.2186

What (other) tasks could the dataset be used2187

for? In addition to treatment planning, the dataset2188

may be used to study medical reasoning and2189

decision-making; however, it is not recommended2190

for diagnostic tasks.2191

Who funded the creation of the dataset? The2192

dataset was developed through a collaboration be-2193

tween an NLP startup and healthcare professionals.2194

Dataset Composition2195

What are the instances? Each instance com-2196

prises a clinical case description and its associated2197

diagnosis.2198

Are relationships between instances made ex-2199

plicit in the data? No, there are no explicit rela-2200

tionships between instances.2201

How many instances of each type are there?2202

The dataset contains 62 examples.2203

What data does each instance consist of? Each2204

instance includes text data: a clinical case and its2205

corresponding diagnosis, which serves as the basis2206

for generating a treatment plan.2207

Is everything included or does the data rely2208

on external resources? The dataset is self-2209

contained with no reliance on external resources.2210

34Name removed for review.

Are there recommended data splits or evalu- 2211

ation measures? No specific splits are recom- 2212

mended; the dataset is intended primarily for eval- 2213

uation purposes. 2214

Data Collection Process 2215

How was the data collected? Data was collected 2216

directly from healthcare professionals across vari- 2217

ous specialties in European medical centers. 2218

Who was involved in the data collection process? 2219

Medical professionals from cardiology, traumatol- 2220

ogy, emergency medicine, psychiatry, neurology, 2221

dermatology, ENT-laryngology, and anesthesia con- 2222

tributed to the dataset. 2223

Over what time-frame was the data collected? 2224

The data was collected in 2024. 2225

How was the data associated with each instance 2226

acquired? Clinical cases and their corresponding 2227

diagnoses were directly provided by the contribut- 2228

ing healthcare professionals. 2229

Does the dataset contain all possible instances? 2230

It is a curated collection and does not cover every 2231

possible clinical case. 2232

If the dataset is a sample, then what is the popu- 2233

lation? The dataset represents a curated sample 2234

of clinical cases from European medical centers. 2235

Is there information missing from the dataset 2236

and why? No, all relevant information is in- 2237

cluded. 2238

Are there any known errors, sources of noise, 2239

or redundancies in the data? The data has been 2240

carefully curated and reviewed to minimize errors 2241

and noise. 2242

Data Preprocessing 2243

What preprocessing/cleaning was done? The 2244

clinical texts were formatted according to a stan- 2245

dardized template; only minimal preprocessing was 2246

applied. 2247

Was the “raw” data saved in addition to the 2248

preprocessed/clean data? Yes, the dataset con- 2249

tains the original clinical texts as provided by the 2250

contributors. 2251

Is the preprocessing software available? No 2252

specific preprocessing software was used. 2253
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Does this dataset collection/processing pro-2254

cedure achieve the motivation for creating2255

the dataset stated in the first section of this2256

datasheet? Yes, the collection and curation pro-2257

cess ensures the dataset is suitable for evaluating2258

treatment design tasks by LLMs.2259

Dataset Distribution2260

How is the dataset distributed? The dataset is2261

available on HuggingFace.352262

When will the dataset be released/first dis-2263

tributed? The dataset was released in March2264

2024.2265

What license (if any) is it distributed under? It2266

is distributed under the CC BY-NC-SA 4.0 license.2267

Are there any fees or access/export restrictions?2268

There are no fees or restrictions.2269

Dataset Maintenance2270

Who is supporting/hosting/maintaining the2271

dataset? The dataset is hosted on HuggingFace2272

and maintained by the NLP startup.2273

Will the dataset be updated? How often and by2274

whom? No updates are planned at this time.2275

Is there a repository to link to any/all pa-2276

pers/systems that use this dataset? The dataset2277

is available on HuggingFace.362278

Legal & Ethical Considerations2279

If the dataset relates to people, were they in-2280

formed about the data collection? The clinical2281

cases were provided by healthcare professionals;2282

any personal details have been removed to ensure2283

anonymity. They were anonymized by the health-2284

care professionals themselves, before transferring2285

the data to the NLP startup.2286

If it relates to other ethically protected subjects,2287

have appropriate obligations been met? Yes,2288

all obligations have been met and ensured in the2289

data collection process.2290

If it relates to people, were there any ethical2291

review applications/reviews/approvals? Yes,2292

healthcare professionals ensured the ethical review2293

was complete.2294

35Link removed for review.
36Link removed for review.

If it relates to people, were they told what the 2295

dataset would be used for and did they consent? 2296

Yes, patients were told in advance about the ob- 2297

jective of data collection and they provided their 2298

consent for this use. 2299

If it relates to people, could this dataset expose 2300

people to harm or legal action? No, as the data 2301

is anonymized by the healthcare professionals. 2302

If it relates to people, does it unfairly advantage 2303

or disadvantage a particular social group? No. 2304

If it relates to people, were they provided with 2305

privacy guarantees? Yes, all personal informa- 2306

tion has been removed by the healthcare profes- 2307

sionals. 2308

Does the dataset comply with the EU General 2309

Data Protection Regulation (GDPR)? Yes, it 2310

complies with GDPR. 2311

Does the dataset contain information that might 2312

be considered sensitive or confidential? No, all 2313

potentially sensitive or confidential information has 2314

been removed. 2315

Does the dataset contain information that might 2316

be considered inappropriate or offensive? No. 2317
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ClinDiagnosES2318

The ClinDiagnosES (Cite removed for review)2319

dataset comprises clinical cases accompanied by2320

corresponding diagnoses, collected directly from2321

healthcare professionals across multiple special-2322

ties in Europe. It is intended for evaluating LLMs’2323

diagnostic reasoning abilities.2324

Motivation for Dataset Creation2325

Why was the dataset created? ClinDiagnosES2326

was created to assess the ability of LLMs to gen-2327

erate accurate diagnoses based on clinical case de-2328

scriptions.2329

What (other) tasks could the dataset be used2330

for? Besides diagnostic evaluation, it can be used2331

to study medical reasoning; however, it is not suit-2332

able for treatment planning tasks.2333

Who funded the creation of the dataset? The2334

dataset was developed through a collaboration be-2335

tween an NLP startup37 and healthcare profession-2336

als.2337

Dataset Composition2338

What are the instances? Each instance consists2339

of a clinical case description along with its corre-2340

sponding diagnosis.2341

Are relationships between instances made ex-2342

plicit in the data? No, there are no explicit rela-2343

tionships between instances.2344

How many instances of each type are there?2345

The dataset contains 62 examples.2346

What data does each instance consist of? Each2347

instance includes text data representing a clinical2348

case and its associated diagnosis.2349

Is everything included or does the data rely2350

on external resources? The dataset is self-2351

contained.2352

Are there recommended data splits or evalu-2353

ation measures? No specific splits are recom-2354

mended; it is intended for evaluation purposes.2355

Data Collection Process2356

How was the data collected? Data was collected2357

directly from healthcare professionals across vari-2358

ous medical specialties.2359

37Name removed for review.

Who was involved in the data collection process? 2360

Healthcare professionals from fields such as cardi- 2361

ology, traumatology, emergency medicine, psychia- 2362

try, neurology, dermatology, ENT-laryngology, and 2363

anesthesia contributed. 2364

Over what time-frame was the data collected? 2365

The data was collected in 2024. 2366

How was the data associated with each instance 2367

acquired? Each clinical case was accompanied 2368

by a diagnosis provided by a medical expert. 2369

Does the dataset contain all possible instances? 2370

It is a curated collection and does not encompass 2371

every possible clinical case. 2372

If the dataset is a sample, then what is the popu- 2373

lation? The dataset represents a curated sample 2374

of clinical cases from European medical centers. 2375

Is there information missing from the dataset 2376

and why? No, all necessary information is in- 2377

cluded. 2378

Are there any known errors, sources of noise, or 2379

redundancies in the data? The dataset has been 2380

reviewed to minimize errors and inconsistencies. 2381

Data Preprocessing 2382

What preprocessing/cleaning was done? The 2383

clinical cases and diagnoses were formatted using 2384

a standardized template with minimal cleaning. 2385

Was the “raw” data saved in addition to the 2386

preprocessed/clean data? Yes, the raw clinical 2387

texts and diagnoses are preserved. 2388

Is the preprocessing software available? No 2389

specific preprocessing software was utilized. 2390

Does this dataset collection/processing pro- 2391

cedure achieve the motivation for creating 2392

the dataset stated in the first section of this 2393

datasheet? Yes, the procedure ensures the 2394

dataset is suitable for evaluating diagnostic rea- 2395

soning in LLMs. 2396

Dataset Distribution 2397

How is the dataset distributed? The dataset is 2398

available on HuggingFace.38 2399

When will the dataset be released/first dis- 2400

tributed? It was released in March 2024. 2401

38Link removed for review.
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What license (if any) is it distributed under? It2402

is distributed under the CC BY-NC-SA 4.0 license.2403

Are there any fees or access/export restrictions?2404

There are no fees or restrictions.2405

Dataset Maintenance2406

Who is supporting/hosting/maintaining the2407

dataset? The dataset is hosted on HuggingFace2408

and maintained by the NLP startup.2409

Will the dataset be updated? How often and by2410

whom? No updates are planned at this time.2411

Is there a repository to link to any/all pa-2412

pers/systems that use this dataset? The dataset2413

is available on HuggingFace.392414

Legal & Ethical Considerations2415

If the dataset relates to people, were they in-2416

formed about the data collection? The clinical2417

cases were provided by healthcare professionals;2418

any personal details have been removed to ensure2419

anonymity. They were anonymized by the health-2420

care professionals themselves, before transferring2421

the data to the NLP startup.2422

If it relates to other ethically protected subjects,2423

have appropriate obligations been met? Yes,2424

all obligations have been met and ensured in the2425

data collection process.2426

If it relates to people, were there any ethical2427

review applications/reviews/approvals? Yes,2428

healthcare professionals ensured the ethical review2429

was complete.2430

If it relates to people, were they told what the2431

dataset would be used for and did they consent?2432

Yes, patients were told in advance about the ob-2433

jective of data collection and they provided their2434

consent for this use.2435

If it relates to people, could this dataset expose2436

people to harm or legal action? No, as the data2437

is anonymized by the healthcare professionals.2438

If it relates to people, does it unfairly advantage2439

or disadvantage a particular social group? No.2440

If it relates to people, were they provided with2441

privacy guarantees? Yes, all personal informa-2442

tion has been removed by the healthcare profes-2443

sionals.2444

39Link removed for review.

Does the dataset comply with the EU General 2445

Data Protection Regulation (GDPR)? Yes, it 2446

complies with GDPR. 2447

Does the dataset contain information that might 2448

be considered sensitive or confidential? No, all 2449

potentially sensitive or confidential information has 2450

been removed. 2451

Does the dataset contain information that might 2452

be considered inappropriate or offensive? No. 2453
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HumorQA2454

The HumorQA dataset (Cite removed for review),2455

developed collaboratively by an NLP startup and2456

a psychology consulting firm,40 focuses on hu-2457

mor classification. It consists of jokes paired with2458

labels indicating the joke type: C/E (Compari-2459

son/Exaggeration), JP (Wordplay), R3 (Rule of2460

Three) and AI (Animating the Inanimate). The2461

data set is based on a study involving 94 executives2462

and is intended to evaluate the ability of LLMs to2463

understand and classify humor.2464

Motivation for Dataset Creation2465

Why was the dataset created? HumorQA was2466

created to assess the ability of LLMs to recognize2467

and classify different types of humor.2468

What (other) tasks could the dataset be used2469

for? It can also be used for research on senti-2470

ment analysis and humor recognition, although its2471

primary purpose is humor classification.2472

Who funded the creation of the dataset? The2473

dataset was developed through a collaboration be-2474

tween an NLP startup and a psychology consulting2475

firm.2476

Dataset Composition2477

What are the instances? Each instance com-2478

prises a joke and its corresponding humor-type2479

label.2480

Are relationships between instances made ex-2481

plicit in the data? No, there are no explicit rela-2482

tionships between instances.2483

How many instances of each type are there?2484

The dataset contains 51 examples.2485

What data does each instance consist of? Each2486

instance includes text data representing a joke and2487

a label indicating its humor category.2488

Is everything included or does the data rely2489

on external resources? The dataset is self-2490

contained.2491

Are there recommended data splits or evalu-2492

ation measures? No specific splits are recom-2493

mended; it is intended for evaluation purposes.2494

40Names removed for review.

Data Collection Process 2495

How was the data collected? Jokes were col- 2496

lected and curated as part of a research study in- 2497

volving humor workshops and interviews with 94 2498

executives. 2499

Who was involved in the data collection pro- 2500

cess? The data collection involved humor experts 2501

at Human Profit Consulting along with participat- 2502

ing executives. 2503

Over what time-frame was the data collected? 2504

The data was collected in 2024. 2505

How was the data associated with each instance 2506

acquired? Jokes were labeled according to a pre- 2507

defined categorization based on the study’s method- 2508

ology. 2509

Does the dataset contain all possible instances? 2510

It is a curated sample representing various humor 2511

styles. 2512

If the dataset is a sample, then what is the popu- 2513

lation? The sample represents humorous content 2514

identified in a study with executives from diverse 2515

sectors. 2516

Is there information missing from the dataset 2517

and why? No, all relevant information is in- 2518

cluded. 2519

Are there any known errors, sources of noise, 2520

or redundancies in the data? The dataset has 2521

been thoroughly reviewed; no significant errors or 2522

redundancies have been identified. 2523

Data Preprocessing 2524

What preprocessing/cleaning was done? The 2525

jokes and labels were formatted into a standardized 2526

template with minimal preprocessing. 2527

Was the “raw” data saved in addition to the 2528

preprocessed/clean data? Yes, the original joke 2529

texts are preserved. 2530

Is the preprocessing software available? No 2531

specific preprocessing software was used. 2532

Does this dataset collection/processing pro- 2533

cedure achieve the motivation for creating 2534

the dataset stated in the first section of this 2535

datasheet? Yes, the curation process supports 2536

the evaluation of humor classification by LLMs. 2537
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Dataset Distribution2538

How is the dataset distributed? The dataset is2539

available on HuggingFace.412540

When will the dataset be released/first dis-2541

tributed? It was released in March 2024.2542

What license (if any) is it distributed under? It2543

is distributed under the CC BY-NC-SA 4.0 license.2544

Are there any fees or access/export restrictions?2545

There are no fees or restrictions.2546

Dataset Maintenance2547

Who is supporting/hosting/maintaining the2548

dataset? The dataset is hosted on HuggingFace2549

by the NLP startup.2550

Will the dataset be updated? How often and by2551

whom? No updates are planned at this time.2552

Is there a repository to link to any/all pa-2553

pers/systems that use this dataset? The dataset2554

is available on HuggingFace.422555

Legal & Ethical Considerations2556

If the dataset relates to people, were they in-2557

formed about the data collection? The dataset2558

is based on humorous content and research; it does2559

not involve personal data.2560

If it relates to other ethically protected subjects,2561

have appropriate obligations been met? Not2562

applicable.2563

If it relates to people, were there any ethical re-2564

view applications/reviews/approvals? Not ap-2565

plicable.2566

If it relates to people, were they told what the2567

dataset would be used for and did they consent?2568

Not applicable.2569

If it relates to people, could this dataset expose2570

people to harm or legal action? No.2571

If it relates to people, does it unfairly advantage2572

or disadvantage a particular social group? No.2573

If it relates to people, were they provided with2574

privacy guarantees? Not applicable.2575

Does the dataset comply with the EU General2576

Data Protection Regulation (GDPR)? Yes, it2577

complies with GDPR.2578

41Link removed for review.
42Link removed for review.

Does the dataset contain information that might 2579

be considered sensitive or confidential? No. 2580

Does the dataset contain information that might 2581

be considered inappropriate or offensive? No. 2582
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RagQuAS2583

The Retrieval-Augmented-Generation and2584

Question-Answering in Spanish (RagQuAS)2585

dataset (Cite removed for review), created by a2586

research institute,43 is a high-quality monolingual2587

Spanish dataset designed to evaluate models2588

in retrieval-augmented generation (RAG) and2589

question-answering tasks. It consists of 201 exam-2590

ples covering a wide range of knowledge domains,2591

such as hobbies, linguistics, health, astronomy,2592

and customer service. Each example includes2593

a question, multiple context passages extracted2594

from different documents, and a gold-standard2595

answer. This dataset is particularly useful for2596

assessing a model’s ability to retrieve relevant2597

information from multiple sources and generate2598

accurate, contextually appropriate responses.2599

Motivation for Dataset Creation2600

Why was the dataset created? (e.g., were there2601

specific tasks in mind, or a specific gap that needed2602

to be filled?) RagQuAS was created to provide2603

high-quality examples of questions and answers2604

with related contexts that can be used to evaluate2605

models in retrieval-augmented generation (RAG)2606

and question-answering tasks.2607

What (other) tasks could the dataset be used2608

for? Are there obvious tasks for which it should2609

not be used? There are no recommended uses for2610

this dataset other than evaluation.2611

Who funded the creation of the dataset? If2612

there is an associated grant, provide the grant num-2613

ber. The dataset was created and funded by Insti-2614

tuto de Ingeniería de Conocimiento.2615

Dataset Composition2616

What are the instances? (that is, examples; e.g.,2617

documents, images, people, countries) Are there2618

multiple types of instances? (e.g., movies, users,2619

ratings; people, interactions between them; nodes,2620

edges) Each instance consists of several categories2621

of text: the topic, a question, an indicator of the2622

variant of the question (this represents questions2623

with linguistic differences but pertaining to the2624

same contexts than other questions), an answer,2625

one to five contexts, one to five complete docu-2626

ments from where the contexts were extracted and2627

the links to these documents.2628

43Name removed for review.

Are relationships between instances made ex- 2629

plicit in the data (e.g., social network links, 2630

user/movie ratings, etc.)? There are no known rela- 2631

tionships between instances. 2632

How many instances of each type are there? 2633

The dataset consists of 201 examples. 2634

What data does each instance consist of? 2635

“Raw” data (e.g., unprocessed text or images)? 2636

Features/attributes? Is there a label/target asso- 2637

ciated with instances? If the instances are related 2638

to people, are subpopulations identified (e.g., by 2639

age, gender, etc.) and what is their distribution? 2640

The instances consist of text data and are labeled 2641

with the corresponding topic. 2642

Is everything included or does the data rely 2643

on external resources? (e.g., websites, tweets, 2644

datasets) If external resources, a) are there guaran- 2645

tees that they will exist, and remain constant, over 2646

time; b) is there an official archival version. Are 2647

there licenses, fees or rights associated with any of 2648

the data? Everything is included in the dataset. 2649

Are there recommended data splits or evalua- 2650

tion measures? (e.g., training, development, test- 2651

ing; accuracy/AUC) Since the dataset is intended 2652

for testing, there is no recommended split. 2653

Data Collection Process 2654

How was the data collected? (e.g., hardware 2655

apparatus/sensor, manual human curation, software 2656

program, software interface/API; how were these 2657

constructs/measures/methods validated?) The data 2658

for the contexts was gathered from different sources 2659

manually with the help of generative models (to 2660

suggest web searches and results). The rest of the 2661

dataset was curated and created manually. 2662

Who was involved in the data collection process? 2663

(e.g., students, crowdworkers) How were they 2664

compensated? (e.g., how much were crowdworkers 2665

paid?) The data was collected by computational 2666

linguists and data scientists from the research insti- 2667

tute. 2668

Over what time-frame was the data collected? 2669

Does the collection time-frame match the creation 2670

time-frame? The data was collected during 2023, 2671

when the dataset was created. 2672

How was the data associated with each instance 2673

acquired? Was the data directly observable (e.g., 2674

raw text, movie ratings), reported by subjects (e.g., 2675
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survey responses), or indirectly inferred/derived2676

from other data (e.g., part of speech tags; model-2677

based guesses for age or language)? If the latter2678

two, were they validated/verified and if so how?2679

The question-answer pairs were created and revised2680

by computational linguists.2681

Does the dataset contain all possible instances?2682

Or is it, for instance, a sample (not necessarily ran-2683

dom) from a larger set of instances? The dataset is2684

composed of selected instances of a dataset created2685

by the research institute.2686

If the dataset is a sample, then what is the pop-2687

ulation? What was the sampling strategy (e.g.,2688

deterministic, probabilistic with specific sampling2689

probabilities)? Is the sample representative of the2690

larger set (e.g., geographic coverage)? If not, why2691

not (e.g., to cover a more diverse range of in-2692

stances)? How does this affect possible uses? This2693

dataset is a 24% sample of the original complete2694

datasets. The instances were randomly selected2695

from the original dataset.2696

Is there information missing from the dataset2697

and why? (this does not include intentionally2698

dropped instances; it might include, e.g., redacted2699

text, withheld documents) Is this data missing be-2700

cause it was unavailable? There is no data missing.2701

Are there any known errors, sources of noise, or2702

redundancies in the data? There are no known2703

errors because the revision process ensured the data2704

is as clean and error free as possible.2705

Data Preprocessing2706

What preprocessing/cleaning was done? (e.g.,2707

discretization or bucketing, tokenization, part-of-2708

speech tagging, SIFT feature extraction, removal2709

of instances, processing of missing values, etc.)2710

The text contained in context and document part2711

of each instance in the dataset has not undergone2712

any preprocessing or changes. The questions were2713

created manually by computational linguists fol-2714

lowing a rigorous methodology and were subjected2715

to revision afterwards. The answers were carefully2716

curated and revised by linguists from generated2717

texts.2718

Was the “raw” data saved in addition to the2719

preprocessed/clean data? (e.g., to support unan-2720

ticipated future uses) No, the text in the dataset is2721

the raw data.2722

Is the preprocessing software available? No 2723

preprocessing software was used. 2724

Does this dataset collection/processing pro- 2725

cedure achieve the motivation for creating 2726

the dataset stated in the first section of this 2727

datasheet? Yes, the methodology used when 2728

creating the dataset ensures it is sufficiently varied 2729

so it can be used to evaluate a model on a wide 2730

range of topics. However, there are some potential 2731

limitations in the dataset which might slightly bias 2732

the data towards particular topics, because not all 2733

topics included have the exact same representation 2734

in the dataset, and obviously it was not possible to 2735

cover all topics in existence. 2736

Dataset Distribution 2737

How is the dataset distributed? (e.g., website, 2738

API, etc.; does the data have a DOI; is it archived 2739

redundantly?) The dataset is available in Hugging- 2740

Face.44 2741

When will the dataset be released/first dis- 2742

tributed? (Is there a canonical paper/reference 2743

for this dataset?) The dataset was released in 2024. 2744

What license (if any) is it distributed under? 2745

Are there any copyrights on the data? The dataset 2746

is licensed under CC BY-NC-SA 4.0. 2747

Are there any fees or access/export restrictions? 2748

There are no fees or restrictions. 2749

Dataset Maintenance 2750

Who is supporting/hosting/maintaining 2751

the dataset? How does one contact the 2752

owner/curator/manager of the dataset (e.g. email 2753

address, or other contact info)? The dataset is 2754

hosted at HuggingFace and the research institute 2755

can be contacted through email.45 2756

Will the dataset be updated? How often and 2757

by whom? How will updates/revisions be doc- 2758

umented and communicated (e.g., mailing list, 2759

GitHub)? Is there an erratum? It is not planned to 2760

update the dataset at the moment. 2761

Is there a repository to link to any/all pa- 2762

pers/systems that use this dataset? No. 2763

44Link removed for review.
45Email removed for review.
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Legal & Ethical Considerations2764

If the dataset relates to people (e.g., their at-2765

tributes) or was generated by people, were2766

they informed about the data collection? (e.g.,2767

datasets that collect writing, photos, interactions,2768

transactions, etc.) Not applicable. The data was2769

collected from public web sources, and does not2770

contain sensitive personal information.2771

If it relates to other ethically protected subjects,2772

have appropriate obligations been met? (e.g.,2773

medical data might include information collected2774

from animals) Not applicable.2775

If it relates to people, were there any ethical2776

review applications/reviews/approvals? (e.g.2777

Institutional Review Board applications) Not appli-2778

cable.2779

If it relates to people, were they told what the2780

dataset would be used for and did they consent?2781

What community norms exist for data collected2782

from human communications? If consent was ob-2783

tained, how? Were the people provided with any2784

mechanism to revoke their consent in the future or2785

for certain uses? Not applicable.2786

If it relates to people, could this dataset expose2787

people to harm or legal action? (e.g., financial2788

social or otherwise) What was done to mitigate or2789

reduce the potential for harm? Not applicable.2790

If it relates to people, does it unfairly advantage2791

or disadvantage a particular social group? In2792

what ways? How was this mitigated? Not applica-2793

ble.2794

If it relates to people, were they provided with2795

privacy guarantees? If so, what guarantees and2796

how are these ensured? Not applicable.2797

Does the dataset comply with the EU General2798

Data Protection Regulation (GDPR)? Does it2799

comply with any other standards, such as the US2800

Equal Employment Opportunity Act? The dataset2801

complies with GDPR.2802

Does the dataset contain information that might2803

be considered sensitive or confidential? (e.g.,2804

personally identifying information) No.2805

Does the dataset contain information that might2806

be considered inappropriate or offensive? No.2807
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SpaLawEx2808

The SpaLawEx dataset (Cite removed for review)2809

consists of multiple-choice legal questions ex-2810

tracted from Spanish Bar Examination papers of2811

2022 and 2023. Each instance includes a legal ques-2812

tion along with four answer options (A, B, C, and2813

D).2814

Motivation for Dataset Creation2815

Why was the dataset created? SpaLawEx was2816

created to evaluate the legal reasoning and knowl-2817

edge of LLMs within the context of Spanish law2818

using multiple-choice questions.2819

What (other) tasks could the dataset be used2820

for? In addition to benchmarking legal question2821

answering systems, it may be used for legal educa-2822

tion; it is not intended for non-legal tasks.2823

Who funded the creation of the dataset? The2824

dataset was developed by an NLP startup, with2825

contributions from legal experts.2826

Dataset Composition2827

What are the instances? Each instance is a2828

multiple-choice legal question accompanied by2829

four answer options.2830

Are relationships between instances made ex-2831

plicit in the data? No, there are no explicit rela-2832

tionships between instances.2833

How many instances of each type are there?2834

The dataset contains 119 examples.2835

What data does each instance consist of? Each2836

instance comprises text data including a legal ques-2837

tion and its four answer options (A, B, C, and D).2838

Is everything included or does the data rely2839

on external resources? The dataset is self-2840

contained, extracted from publicly available ex-2841

amination papers.2842

Are there recommended data splits or evalu-2843

ation measures? No specific splits are recom-2844

mended; the dataset is intended for evaluation pur-2845

poses.2846

Data Collection Process2847

How was the data collected? Data were ex-2848

tracted from official Spanish Bar Examination pa-2849

pers from 2022 and 2023.2850

Who was involved in the data collection process? 2851

The extraction was performed by the developers at 2852

an NLP startup, with input from legal experts. 2853

Over what time-frame was the data collected? 2854

The data was collected in 2024. 2855

How was the data associated with each instance 2856

acquired? Questions and answer options were 2857

directly extracted from exam documents. 2858

Does the dataset contain all possible instances? 2859

It is a comprehensive collection of questions from 2860

the specified examination periods. However, it is 2861

not exhaustive and it does not contain all possible 2862

instances. 2863

If the dataset is a sample, then what is the popu- 2864

lation? It represents the pool of questions from 2865

the Spanish Bar Examinations of 2022 and 2023. 2866

Is there information missing from the dataset 2867

and why? No, all relevant information is in- 2868

cluded. 2869

Are there any known errors, sources of noise, or 2870

redundancies in the data? The dataset has been 2871

checked for accuracy; any minor extraction errors 2872

are not known to be significant. 2873

Data Preprocessing 2874

What preprocessing/cleaning was done? The 2875

exam questions and answer options were formatted 2876

into a standardized template with minimal cleaning. 2877

Was the “raw” data saved in addition to the 2878

preprocessed/clean data? Yes, the original ex- 2879

tracted text is preserved. 2880

Is the preprocessing software available? No 2881

specific preprocessing software was used. 2882

Does this dataset collection/processing pro- 2883

cedure achieve the motivation for creating 2884

the dataset stated in the first section of this 2885

datasheet? Yes, the process ensures the dataset 2886

is suitable for evaluating legal reasoning in LLMs. 2887

Dataset Distribution 2888

How is the dataset distributed? The dataset is 2889

available on HuggingFace.46 2890

When will the dataset be released/first dis- 2891

tributed? It was released in March 2024. 2892

46Link removed for review.
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What license (if any) is it distributed under? It2893

is distributed under the CC BY-NC-SA 4.0 license.2894

Are there any fees or access/export restrictions?2895

There are no fees or restrictions.2896

Dataset Maintenance2897

Who is supporting/hosting/maintaining the2898

dataset? The dataset is hosted on HuggingFace2899

by the NLP startup.2900

Will the dataset be updated? How often and by2901

whom? No updates are planned at this time.2902

Is there a repository to link to any/all pa-2903

pers/systems that use this dataset? No reposi-2904

tory has been provided.2905

Legal & Ethical Considerations2906

If the dataset relates to people, were they in-2907

formed about the data collection? The dataset2908

is derived from public examination materials and2909

does not involve personal data.2910

If it relates to other ethically protected subjects,2911

have appropriate obligations been met? Not2912

applicable.2913

If it relates to people, were there any ethical re-2914

view applications/reviews/approvals? Not ap-2915

plicable.2916

If it relates to people, were they told what the2917

dataset would be used for and did they consent?2918

Not applicable.2919

If it relates to people, could this dataset expose2920

people to harm or legal action? No.2921

If it relates to people, does it unfairly advantage2922

or disadvantage a particular social group? No.2923

If it relates to people, were they provided with2924

privacy guarantees? Not applicable.2925

Does the dataset comply with the EU General2926

Data Protection Regulation (GDPR)? Yes, it2927

complies with GDPR.2928

Does the dataset contain information that might2929

be considered sensitive or confidential? No.2930

Does the dataset contain information that might2931

be considered inappropriate or offensive? No.2932
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TELEIA2933

The TELEIA (Cite removed for review) dataset2934

is intended for the evaluation of Spanish language2935

knowledge focusing on reading comprehension and2936

grammatical competence. The dataset is designed2937

as a set of multiple-choice questions that have the2938

same format and level as those used in several Span-2939

ish evaluation tests for humans. The questions are2940

divided into three blocks which resemble existing2941

tests of Spanish for foreign learners and University2942

access. In total, one hundred questions are included2943

that have been prepared and revised by experts on2944

Spanish language, and that have been validated by2945

comparing the results with the original exams.2946

Motivation for Dataset Creation2947

Why was the dataset created? The main mo-2948

tivation was to have a simple test to evaluate the2949

competence of LLMs in Spanish similar to tests2950

used with humans.2951

What (other) tasks could the dataset be used2952

for? The test also checks reading comprehension2953

and thus can be used to evaluate natural language2954

understanding.2955

Who funded the creation of the dataset? Fund-2956

ing details removed for review.2957

Dataset Composition2958

What are the instances? The test is made of2959

multiple choice questions.2960

Are relationships between instances made ex-2961

plicit in the data No.2962

How many instances of each type are there?2963

The dataset consists of 100 questions.2964

What data does each instance consist of? Each2965

question has a text presenting the question and four2966

answer options of which only one is correct.2967

Is everything included or does the data rely on2968

external resources? Everything is included in2969

the dataset.2970

Are there recommended data splits or evalua-2971

tion measures? No.2972

Data Collection Process2973

How was the data collected? Questions were2974

formulated and peer reviewed by experts in Span-2975

ish.2976

Who was involved in the data collection pro- 2977

cess? Experts in Spanish that participated as 2978

researchers in our group. 2979

Over what time-frame was the data collected? 2980

The questions were created during the spring of 2981

2024. 2982

How was the data associated with each instance 2983

acquired? Data was created by experts. 2984

Does the dataset contain all possible instances? 2985

Questions are examples, and many other similar 2986

questions can be formulated. 2987

If the dataset is a sample, then what is the popu- 2988

lation? Not applicable. 2989

Is there information missing from the dataset 2990

and why? No. 2991

Are there any known errors, sources of noise, or 2992

redundancies in the data? No. 2993

Data Preprocessing 2994

What preprocessing/cleaning was done? None. 2995

Was the “raw” data saved in addition to the 2996

preprocessed/clean data? Not applicable. 2997

Is the preprocessing software available? Not 2998

applicable. 2999

Does this dataset collection/processing pro- 3000

cedure achieve the motivation for creating 3001

the dataset stated in the first section of this 3002

datasheet? Yes. 3003

Dataset Distribution 3004

How is the dataset distributed? Websites. 3005

When will the dataset be released/first dis- 3006

tributed? Data is available since July 2024. 3007

What license (if any) is it distributed under? 3008

No license or restrictions are applicable. 3009

Are there any fees or access/export restrictions? 3010

No. 3011

Dataset Maintenance 3012

Who is supporting/hosting/maintaining the 3013

dataset? The dataset is hosted at Zenodo47 pro- 3014

viding contact details for all the authors. 3015

Will the dataset be updated? No updates are 3016

expected but the repository supports versioning. 3017

47Link removed for review.
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Is there a repository to link to any/all pa-3018

pers/systems that use this dataset? No.3019

Legal & Ethical Considerations3020

If the dataset relates to people (e.g., their at-3021

tributes) or was generated by people, were they3022

informed about the data collection? Not appli-3023

cable.3024

If it relates to other ethically protected subjects,3025

have appropriate obligations been met? Not3026

applicable.3027

If it relates to people, were there any ethical3028

review applications/reviews/approvals? Not3029

applicable.3030

If it relates to people, were they told what the3031

dataset would be used for and did they consent?3032

Not applicable.3033

If it relates to people, could this dataset expose3034

people to harm or legal action? Not applicable.3035

If it relates to people, does it unfairly advantage3036

or disadvantage a particular social group? Not3037

applicable.3038

If it relates to people, were they provided with3039

privacy guarantees? Not applicable.3040

Does the dataset comply with the EU General3041

Data Protection Regulation (GDPR)? Yes.3042

Does the dataset contain information that might3043

be considered sensitive or confidential? No.3044

Does the dataset contain information that might3045

be considered inappropriate or offensive? No.3046
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