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Abstract

Semi-structured tables are ubiquitous. There001
has been a variety of tasks that aim to auto-002
matically interpret, augment, and query tables.003
Current methods often require pretraining on004
tables or special model architecture design, are005
restricted to specific table types, or have sim-006
plifying assumptions about tables and tasks.007
This paper makes the first step towards de-008
veloping open-source large language models009
(LLMs) as generalists for a diversity of table-010
based tasks. Towards that end, we construct011
TableInstruct, a new dataset with a variety012
of realistic tables and tasks, for instruction tun-013
ing and evaluating LLMs. We further develop014
the first open-source generalist model for tables,015
TableLlama, by fine-tuning Llama 2 (7B) with016
LongLoRA to address the long context chal-017
lenge. We experiment under both in-domain018
setting and out-of-domain setting. On 7 out of019
8 in-domain tasks, TableLlama achieves com-020
parable or better performance than the SOTA021
for each task, despite the latter often has task-022
specific design. On 6 out-of-domain datasets,023
it achieves 6-48 absolute point gains compared024
with the base model, showing that training on025
TableInstruct enhances the model’s general-026
izability. We will open source our dataset and027
trained model to boost future work on develop-028
ing open generalist models for tables.1029

1 Introduction030

Semi-structured tables are prevalent data structures031

to store and present information in almost every032

domain, ranging from scientific research, business033

reports, and healthcare records to financial state-034

ments. A variety of table-based tasks have been035

proposed, such as entity linking (Ritze et al., 2015),036

schema augmentation (Zhang and Balog, 2017),037

and table-based question answering (Cheng et al.,038

2022b; Nan et al., 2022; Chen et al., 2020b), which039

have spurred significant research interest (Deng040

1Code, model and data will be available.

et al., 2020; Yin et al., 2020; Wang et al., 2021; 041

Iida et al., 2021) in recent years. 042

Most existing methods for table-based tasks have 043

at least one of the following limitations: (1) Re- 044

quire table pretraining (Liu et al., 2022; Yin et al., 045

2020; Deng et al., 2020; Iida et al., 2021) and/or 046

special model architecture design for tables (Deng 047

et al., 2020; Wang et al., 2021; Iida et al., 2021), 048

(2) only support limited, specific types of tables 049

and tasks (Chen et al., 2020a; Nan et al., 2022), 050

(3) make strong simplifying assumptions (See the 051

“in-domain” part of Section 2.1) about tables and 052

tasks (Li et al., 2023b). 053

On the other hand, language models like T5 054

(Raffel et al., 2020) have been shown to excel in 055

grounding language to structured knowledge (Xie 056

et al., 2022). In addition, instruction tuning (Chung 057

et al., 2022; Wang et al., 2022; Mishra et al., 2022) 058

appears as an important technique that can guide 059

LLMs to follow instructions to complete a variety 060

of table-based tasks. 061

Under this background, we seek to answer the 062

following question: Can we build a generalist 063

model to handle a variety of table-based tasks us- 064

ing LLMs and instruction tuning? Some exemplar 065

tasks are shown in Figure 1. Such a generalist 066

model shall meet the following desiderata: First, 067

it should not only work well on diverse table- 068

based tasks, but also generalize to unseen tasks. 069

Since new table data and tasks can be constructed 070

dynamically as new information arrives, it is hard 071

to collect training data that covers all tasks and all 072

tables, which requires a model to be inherently gen- 073

eralizable to tasks and datasets it has never seen 074

before. Second, it should work on real-world 075

tables and realistic tasks. The model should not 076

make strong assumptions to only handle simplified 077

synthetic tables and tasks, but must embrace practi- 078

cal challenges such as handling complex numerical 079

reasoning on large hierarchical spreadsheets as well 080

as a large number of candidates for classification 081
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Figure 1: An overview of TableInstruct and TableLlama. TableInstruct includes a wide variety of realistic
tables and tasks with instructions. We make the first step towards developing open-source generalist models for
tables with TableInstruct and TableLlama.

and ranking tasks.082

In pursuing this goal, we realize there lacks a083

comprehensive collection of realistic tables and084

tasks that can support the development and eval-085

uation of generalist models. Therefore, we con-086

struct TableInstruct, by meticulously selecting087

representative table-based tasks from widely used088

datasets, unifying the format for all tasks and089

manually annotating instructions. TableInstruct090

shown in Table 1 offers the following unique fea-091

tures: (1) Diverse coverage of tables and tasks.092

TableInstruct boasts a collection of 14 datasets093

of 11 tasks in total, with both in-domain and out-094

of-domain evaluation settings. Our training data095

includes 8 tasks, which are curated from 1.24M096

tables containing 2.6M instances spanning from ta-097

ble interpretation, table augmentation, table-based098

QA, and table-based fact verification. We choose 8099

datasets for these 8 tasks for in-domain evaluation100

and leave the other 6 datasets for 4 tasks for out-of-101

domain evaluation. The in-domain training tasks102

can enable the model to learn more fundamental103

table understanding abilities such as table interpre-104

tation and table augmentation, while we choose105

tasks that require more high-level reasoning abili-106

ties such as table QA and cell description to test the107

model’s generalization ability. This extensive range108

of tables and diverse tasks not only provide valu-109

able resources for table modeling, but also foster a110

more comprehensive evaluation of generalist mod-111

els. (2) The use of real-world tables and realistic112

tasks. TableInstruct uses authentic real-world113

instead of overly simplified synthetic task data com-114

pared with existing work (Li et al., 2023b). We115

incorporate a large number of Wikipedia tables and116

spreadsheets from statistical scientific reports with117

varied length of contents, realistic and complex118

semantic types from Freebase (Google.2015) for 119

column type annotation and relation extraction, and 120

a large referent entity corpus with rich metadata 121

from Wikidata (Vrandečić and Krötzsch, 2014) for 122

entity linking. In addition, we include complicated 123

numerical reasoning tasks with hierarchical table 124

structure and existing manually annotated table QA 125

and fact verification tasks. By doing so, we aim 126

to equip models with the capability to cope with 127

realistic and complex table-based tasks. 128

TableInstruct requires models to accommo- 129

date long inputs (Table 1). We adopt LongLoRA 130

(Chen et al., 2023b) based on Llama 2 (7B) (Tou- 131

vron et al., 2023) as our backbone model, which 132

has been shown efficient and effective to handle 133

long contexts. We fine-tune it on TableInstruct 134

and name our model TableLlama. We conducted 135

extensive experiments under both in-domain and 136

out-of-domain settings. Our experiments show 137

TableLlama has strong capabilities for various 138

in-domain table understanding and augmentation 139

tasks, and also achieves promising performance in 140

generalizing to unseen tasks and datasets. 141

In summary, our main contributions are: 142

• We construct TableInstruct, a large-scale 143

instruction tuning dataset with diverse, realis- 144

tic tasks based on real-world tables. We unify 145

their format and manually annotate instruc- 146

tions to guarantee quality. 147

• We develop TableLlama, an open-source 148

LLM-based generalist model fine-tuned on 149

TableInstruct. Experiments show that com- 150

pared with the SOTA on each task that of- 151

ten has special pre-training or model archi- 152

tecture design for tables, TableLlama can 153

achieve similar or even better performance on 154
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(a) Column Type Annotation ### Instruction:
This is a column type annotation task. The goal for this task is to choose the correct types for one selected column of the table from 
the given candidates. The Wikipedia page, ... provide important information for choosing the correct column types.
### Input:
[TLE] The Wikipedia page is about 1958 Nippon Professional Baseball season. The Wikipedia section is about Central League. The table 
caption is Pitching leaders. [TAB] col: | stat | player | ... [SEP] row 1: | Wins | Masaichi Kaneda | ... [SEP] row 2: | Losses | ...
### Question:
The column 'player' contains the following entities: <Masaichi Kaneda>, <Noboru Akiyama>, ... The column type candidates are:
tv.tv_producer, astronomy.star_system_body, ... What are the correct column types for this column (column name: player; entities: 
<Masaichi Kaneda>, ... , etc)?
### Response: sports.pro_athlete, baseball.baseball_player, people.person.

(b) Row Population ### Instruction:
This is a table row population task. The goal of this task is to populate the possible entities of the selected column for a table, given the 
Wikipedia page title, ... You will be given a list of entity candidates. Please rank them so that the most likely entities come first.
### Input:
[TLE] The Wikipedia page is about NBA conference finals. The Wikipedia section is about eastern conference finals. The table headers 
are: | year | champion | ... You need to populate the column: year. [SEED] The seed entity is <1971_NBA_playoffs>.
### Question:
The entity candidates are: <2003_NBA_playoffs>, <1982-83_Washington_Bullets_season>, <2004_NBA_playoffs>, <Philadelphia_76ers>, 
<1983-84_Washington_Bullets_season>, <1952_NBA_playoffs>,  …
### Response: <1972_NBA_playoffs>, <1973_NBA_playoffs>, <1974_NBA_playoffs>, <1975_NBA_playoffs>, <1976_NBA_playoffs>, ...

(c) Hierarchical Table QA ### Instruction:
This is a hierarchical table question answering task. The goal for this task is to answer the given question based on the given table. The 
table might be hierarchical.
### Input:
[TLE] The table caption is department of defense obligations for research, development, test, and evaluation, by agency: 2015-18. [TAB] 
| agency | 2015 | 2016 | ... [SEP] | department of defense | department of defense | ... [SEP] | rdt&e | 61513.5 | ... [SEP] | total research 
| 6691.5 | ... [SEP] | basic research | 2133.4 | ... [SEP] | defense advanced research projects agency | ...
### Question:
How many dollars are the difference for basic research of defense advanced research projects agency increase between 2016 and 2018?
### Response: 80.3.

Stat Player Team Total
Wins Masaichi Kaneda Kokutetsu Swallows 31

Losses Noboru Akiyama Taiyo Whales 23

Earned run
average Masaichi Kaneda Kokutetsu Swallows 1.3

Strikeouts Masaichi Kaneda Kokutetsu Swallows 311

Innings pitched Motoshi Fujita
Noboru Akiyama

Yomiuri Giants
Taiyo Whales 359

Year Champion Coach Result Runner-up
1971 Baltimore Bullets Gene Shue 4–3 New York Knicks

1958	Nippon	Professional	Baseball	season
Central League

NBA Conference Finals
Eastern Conference Finals

agency 2015 2016 2017 2018

rdt&e 61513.5 69306.1 70866.1 83725
total research 6691.5 7152 7178 7652.7
basic research 2133.4 2238.7 2110.1 2389.9

rdt&e 2815.6 2933.4 2894.5 3018.2
total research 1485 1535.9 1509.4 1680
basic research 359.8 378.1 391.2 458.4

defense advanced research projects agency

department of defense

Table: Department of defense obligations for research, development, 
test, and evaluation, by agency: 2015-18

Figure 2: Illustration of three exemplary tasks: (a) Column type annotation. This task is to annotate the selected
column with the correct semantic types. (b) Row population. This task is to populate rows given table metadata and
partial row entities. (c) Hierarchical table QA. For subfigures (a) and (b), we mark candidates with red color in the
“task instruction” part. The candidate set size can be hundreds to thousands in TableInstruct.

almost all of the in-domain tasks. For out-of-155

domain tasks, compared with the base model,156

TableLlama can achieve 6-48 absolute point157

gains on 6 datasets, and compared with GPT-4,158

TableLlama has less gap or even better zero-159

shot performance on 4 out of 6 datasets, which160

demonstrate that TableInstruct can substan-161

tially enhance model generalizability.162

2 TableInstruct Benchmark163

Unlike existing datasets predominantly designed164

for training task-specific table models, our objec-165

tive is to bridge the gap between multiple com-166

plex task-specific models and one simple generalist167

model that can deal with all the table-based tasks168

without extra model-design efforts. To achieve this,169

our approach for constructing TableInstruct ad-170

heres to the following principles. First, instead of171

collecting multiple datasets from highly homoge-172

neous tasks, we try to diversify the tasks and table173

types. We pick representative table-based tasks174

that necessitate different abilities of models, such175

as table interpretation, table augmentation, table176

QA and table fact verification from Wikipedia ta-177

bles and spreadsheets in statistical scientific reports.178

Second, we select realistic tasks and construct high-179

quality instruction data in a unified fashion without180

simplifying assumptions (see “in-domain” part of181

2.1). TableInstruct will support powerful mod- 182

eling and realistic evaluation approaches, ensuring 183

a valuable and practical dataset for research. 184

2.1 Data Collection 185

TableInstruct incorporates samples from 14 186

table-based datasets of 11 distinctive tasks (Table 187

1). We separate them and select 8 datasets of 8 188

tasks for training and in-domain evaluation. We 189

leave the other 6 datasets of 4 tasks as held-out 190

unseen datasets for out-of-domain evaluation. 191

Task category: Tasks in TableInstruct can be 192

categorized into several groups: table interpreta- 193

tion, table augmentation, question answering, fact 194

verification, dialogue generation, and data-to-text. 195

Table interpretation aims to uncover the seman- 196

tic attributes of the data contained in relational 197

tables, and transform this information into ma- 198

chine understandable knowledge. Table augmenta- 199

tion is to expand the partial tables with additional 200

data. Question answering aims to obtain the an- 201

swer with tables and optional highlighted cells or 202

passages as evidence. Fact verification is to dis- 203

criminate whether the tables can support or refute 204

the claims. Dialogue generation is to generate a re- 205

sponse grounded on the table and dialogue history. 206

Data-to-text is to generate a description based on 207

the highlighted cells. By choosing the tasks that 208
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Task Category Task Name Dataset In-
domain

#Train #Test Input Token Length
(Table/Sample) (Table/Sample) min max median

Table
Interpretation

Col Type Annot.
TURL (Deng et al., 2020)

Yes 397K/628K 1K/2K 106 8192 2613
Relation Extract. Yes 53K/63K 1K/2K 2602 8192 3219
Entity Linking Yes 193K/1264K 1K/2K 299 8192 4667

Table
Augmentation

Schema Aug. TURL (Deng et al., 2020) Yes 288K/288K 4K/4K 160 1188 215
Row Pop. Yes 286K/286K 0.3K/0.3K 264 8192 1508

Question
Answering

Hierarchical Table QA HiTab (Cheng et al., 2022b) Yes 3K/7K 1K/1K 206 5616 978
Highlighted Cells QA FeTaQA (Nan et al., 2022) Yes 7K/7K 2K/2K 261 5923 740
Hybrid Table QA HybridQA (Chen et al., 2020b) No – 3K/3K 248 2497 675
Table QA WikiSQL (Zhong et al., 2017) No – 5K/16K 198 2091 575
Table QA WikiTQ (Pasupat and Liang, 2015) No – 0.4K/4K 263 2688 709

Fact
Verification Fact Verification TabFact (Chen et al., 2020a) Yes 16K/92K 2K/12K 253 4975 630

FEVEROUS (Aly et al., 2021) No – 4K/7K 247 8192 648

Dialogue
Generation

Table Grounded
Dialogue Generation KVRET (Eric et al., 2017) No – 0.3K/0.8K 187 1103 527

Data-to-Text Highlighted
Cells Description ToTTo (Parikh et al., 2020) No – 7K/8K 152 8192 246

Table 1: Statistics of train/test tasks and datasets in our TableInstruct. For each task, we explain its definition and
show an example in Appendix D.

require models to learn more fundamental table209

understanding abilities such as table interpretation210

and table augmentation for training, we hope the211

model can demonstrate generalization ability on212

out-of-domain datasets such as high-level table QA213

and table cell description tasks.214

In-domain: The tasks for training the general-215

ist table model include column type annotation,216

relation extraction, entity linking, row popula-217

tion, schema augmentation, hierarchical table QA,218

highlighted cells QA, and table fact verification.219

These tasks require the model to understand the220

semantics of table columns, the relation between221

table column pairs, the semantics of table cells222

and require the model to gain reasoning ability223

to answer table-related questions and verify the224

facts. For the dataset of each task, we intention-225

ally pick up those that enjoy realistic task com-226

plexity without simplifying assumptions. For ex-227

ample, for column type annotation and relation228

extraction, these two tasks are multi-choice classifi-229

cation tasks in essence. We use real-world column230

semantic types and relation types from Freebase231

(Google.2015), which contains hundreds of com-232

plex choices such as “government.politician.party-233

government.political_party_tenure.party” shown in234

Figure 4 in Appendix D. For entity linking, the ref-235

erent entities are from real-world Wikidata (Vran-236

dečić and Krötzsch, 2014), which contains hun-237

dreds of complex metadata, such as “<2011-12238

Melbourne Victory season [DESCRIPTION] Asso-239

ciation football club 2011/12 season for Melbourne240

Victory [TYPE] SoccerClubSeason>” as shown in241

Figure 5 in Appendix D. For schema augmentation242

and row population, there are a huge number of can-243

didates that LLMs need to rank. For hierarchical 244

table QA, all the tables are engaged with intricate 245

structures with multi-level column names and row 246

names. In addition, it is intensive in numerical rea- 247

soning which requires LLMs to understand table 248

structure, identify related cells and do calculations. 249

By doing so, we hope to enable LLMs to become 250

truly powerful generalist models that can handle so- 251

phisticated table tasks and TableInstruct can be 252

a realistic benchmark to evaluate LLMs’ abilities 253

compared with specially designed table models. 254

Out-of-domain: A powerful generalist table 255

model is expected to not only demonstrate strong 256

performance on in-domain tasks, but also general- 257

ize well to unseen tasks or unseen datasets of the 258

same tasks. We choose tasks such as table QA and 259

cell description that require the model’s high-level 260

table understanding and reasoning ability as out- 261

of-domain datasets. We involve HybridQA (Chen 262

et al., 2020b), KVRET (Eric et al., 2017), FEVER- 263

OUS (Aly et al., 2021), ToTTo (Parikh et al., 2020), 264

WikiSQL (Zhong et al., 2017) and WikiTQ (Pasu- 265

pat and Liang, 2015) as 6 out-of-domain datasets 266

to test our model’s generalization ability. 267

2.2 Task Formulation and Challenges 268

The primary objective of TableInstruct is to de- 269

sign one generalist model for all table-based tasks. 270

As Figure 2 (a)-(c) shows, each instance in our 271

dataset maps three components: <instruction, table 272

input, question> to an output. The instruction is 273

manually designed to point out the task and give 274

a detailed task description. We concatenate table 275

metadata such as the Wikipedia page title, section 276

title and table caption with the serialized table as 277
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table input. In the question, we put all the infor-278

mation the model needed to complete the task and279

prompt the model to generate an answer. For exam-280

ple, for the column type annotation task, as Figure281

2 (a) shows, the column named “Player” needs to282

be annotated with its semantic types. In the for-283

mat, the “instruction” gives the description of the284

task. The “input” contains the table-related infor-285

mation. Then we provide the entire candidate pool286

in the “question” and ask the model to choose one287

or multiple correct semantic types for this column.288

Challenges. Since we select realistic tasks and289

tables, the table length can vary from several to290

thousands of rows. Besides, for some tasks that291

are essentially multi-choice classification or rank-292

ing, the entire candidate pool can be very large293

up to thousands. Furthermore, as the candidates294

are from real-world Freebase and Wikidata, each295

candidate is long, such as “<2011-12 Melbourne296

Victory season [DESCRIPTION] Association foot-297

ball club 2011/12 season for Melbourne Victory298

[TYPE] SoccerClubSeason>” is one candidate for299

entity linking. These characteristics can not only300

make it difficult for the model to learn, but also301

introduce the challenge of handling long contexts.302

3 Experimental Setup303

Model Construction. Although a few existing304

LLMs (Chen et al., 2023a; Tworkowski et al., 2023)305

can handle longer than 4K contexts, their training306

time is quadratically increasing with context length,307

which becomes very costly for us to further fine-308

tune them on TableInstruct due to our large data309

scale. As LongLoRA (Chen et al., 2023b) has been310

shown as an effective and efficient technique to311

train long-context LLMs with shift short attention,312

we adopt it as our backbone model. Shift short at-313

tention splits context length into several groups and314

conducts attention in each group individually. The315

tokens are shifted by half group size in half atten-316

tion heads to ensure the information flow between317

neighboring groups. For example, LongLoRA can318

use shift short attention with group size 2048 to ap-319

proximate total 8196 context length training, which320

leads to less computation cost with similar perfor-321

mance compared to fine-tuning with vanilla atten-322

tion. We fine-tune LongLoRA on TableInstruct323

to get our generalist model TableLlama.324

Existing SOTA Models. In our evaluation settings,325

we have 10 out of 14 SOTA models utilize table326

pretraining and/or have special model architecture327

design for tables. The detailed description for each 328

SOTA model is in Appendix B. 329

Evaluation Metrics. We follow the above base- 330

lines to use their evaluation metrics. For column 331

type annotation, relation extraction and KVRET, 332

we use Micro F1. For entity linking, TabFact, 333

FEVEROUS, HybridQA, WikiSQL and WikiTQ, 334

we use accuracy. For row population and schema 335

augmentation, we use MAP. For Hitab, we use exe- 336

cution accuracy (Zhong et al., 2017). For FeTaQA 337

and ToTTo, we use BLEU (Papineni et al., 2002). 338

Training and Inference Details. We choose Lon- 339

gLoRA 7B, fully fine-tuning version with 8K con- 340

text length limit as our base model. More training 341

and inference details are in Appendix A. 342

4 Result Analysis 343

4.1 Main Results 344

In-domain Results. As Table 2 shows, we train 345

TableLlama on eight table-based tasks and eval- 346

uate it on their test sets as the in-domain results. 347

Due to the special semi-structured nature of tables, 348

for most table-based tasks, existing work achieves 349

SOTA results by using pretraining on large-scale 350

tables and/or special model architecture design tai- 351

lored for tables. Nonetheless, we observe that: 352

By simply fine-tuning a large language model on 353

TableInstruct, TableLlama can achieve compa- 354

rable or even better performance on almost all the 355

tasks without any table pretraining or special table 356

model architecture design. For most of the tasks, 357

the performance gap is within 3 absolute points, ex- 358

cept for row population. For entity linking, schema 359

augmentation, HiTab and FeTaQA, TableLlama 360

can exceed the SOTA performance by up to 17.71 361

absolute points. This demonstrates that empower- 362

ing open-source LLMs with more powerful table 363

understanding abilities via instruction tuning can be 364

a promising research direction to further explore. 365

TableLlama displays advantanges in table QA 366

tasks. HiTab and FeTaQA are two table question 367

answering tasks we include for training. By com- 368

paring the results, we found that TableLlama can 369

surpass the SOTA by 5.61 points for FeTaQA and 370

17.71 points for HiTab, which is full of numerical 371

reasoning on tables. As LLMs have been shown 372

superior in interacting with humans and answering 373

questions, this indicates that the existing underly- 374

ing strong language understanding ability of LLMs 375

may be beneficial for such table QA tasks despite 376

with semi-structured tables. 377
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In-domain Evaluation

Datasets Metric Base TableLlama SOTA GPT-3.5 GPT-4§

Column Type Annotation F1 3.01 94.39 94.54*† (Deng et al., 2020) 30.88 31.75
Relation Extraction F1 0.96 91.95 94.91*† (Deng et al., 2020) 27.42 52.95
Entity Linking Accuracy 31.80 93.65 84.90*† (Deng et al., 2020) 72.15 90.80
Schema Augmentation MAP 36.75 80.50 77.55*† (Deng et al., 2020) 49.11 58.19
Row Population MAP 4.53 58.44 73.31*† (Deng et al., 2020) 22.36 53.40
HiTab Exec Acc 14.96 64.71 47.00*† (Cheng et al., 2022a) 43.62 48.40
FeTaQA BLEU 8.54 39.05 33.44 (Xie et al., 2022) 26.49 21.70
TabFact Accuracy 41.65 82.55 84.87* (Zhao and Yang, 2022) 67.41 74.40

Table 2: In-domain evaluation results. “Base”: LongLoRA model w/o fine-tuning on TableInstruct; “*”: w/
special model architecture design for tables/tasks; “†”: w/ table pretraining; “§": for GPT-4, we uniformly sample
500 examples from test set for each task due to limited budget.

Out-of-domain Evaluation

Datasets Metric Base TableLlama SOTA ∆Base GPT-3.5 GPT-4§

FEVEROUS Accuracy 23.66 72.30 82.40 (Xie et al., 2022) +48.64 60.79 71.60
HybridQA Accuracy 20.72 27.61 63.40* (Eisenschlos et al., 2021) +6.89 40.22 58.60
KVRET Micro F1 38.90 48.73 67.80 (Xie et al., 2022) +9.83 54.56 56.46
ToTTo BLEU 10.39 20.77 48.95 (Xie et al., 2022) +10.38 16.81 12.21
WikiSQL Accuracy 14.84 41.68 89.50† (Liu et al., 2022) +26.84 41.91 47.60
WikiTQ Accuracy 25.48 31.63 57.50† (Liu et al., 2022) +6.15 53.13 68.40

Table 3: Out-of-domain evaluation results. “Base”: LongLoRA model w/o fine-tuning on TableInstruct; “*”: w/
special model architecture design for tables/tasks; “†”: w/ table pretraining; “§": for GPT-4, we uniformly sample
500 examples from test set for each task due to limited budget. We put the SOTA performances here in grey for
reference and note that they were achieved under full-dataset training for each task while TableLlama is zero-shot.

For entity linking which requires the model378

to link the mention in a table cell to the cor-379

rect referent entity in Wikidata, TableLlama also380

presents superior performance with 8 points gain381

over SOTA. Since the candidates are composed of382

referent entity name and description, we hypothe-383

size LLMs have certain abilities to understand the384

description which help identify the correct entities.385

Row population is the only task that TableLlama386

has a large performance gap compared to the SOTA.387

Here we provide a large number of candidates for388

the model to rank given table metadata and the seed389

row entity. By analyzing the errors, we found that390

the model can easily identify the entities contain-391

ing similar numbers in sequence, such as the first392

example shown in Table 5 in Appendix C. How-393

ever, for entities that share high similarities, such394

as the second example in Table 5 shows, the tar-395

get row entities are the competitions which “Oleg396

Veretelnikov” got achievements in. To correctly397

populate the entities from the given plenty of can-398

didates highly related to “competitions”, it requires399

the model to understand the inherent relation be-400

tween the athlete and each given candidate, which401

is still challenging for the current model.402

Out-of-domain results. We evaluate TableLlama403

on six out-of-domain datasets. We observe that: 404

By comparing with the base model, TableLlama 405

can achieve 6-48 points gain on 6 out-of-domain 406

datasets, which demonstrates TableInstruct can 407

enhance the model’s generalization ability. By 408

learning from the table-based training tasks, the 409

model has acquired essential underlying table un- 410

derstanding ability, which can be transferred to 411

other table-based tasks/datasets and facilitate their 412

performance. Among these 6 datasets, we found 413

that FEVEROUS, a table fact verification dataset 414

exhibits the largest gain over the other 5 datasets. 415

This is likely because the fact verification task is an 416

in-domain training task, despite the dataset unseen 417

during training. Compared with cross-task general- 418

ization, it may be easier to generalize to different 419

datasets belonging to the same tasks. 420

Although there is still some gap between our 421

performance and the previously reported SOTA for 422

each dataset, we note those SOTAs were achieved 423

under full-dataset training while TableLlama is 424

zero-shot, hence it is reasonable to see such a gap. 425

Nevertheless, we hope our work can inspire future 426

work to further improve the zero-shot performance. 427

Open-source vs. closed-source. We compare 428

TableLlama and closed-source LLMs (i.e., GPT- 429
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3.5 and GPT-4) and observe that:430

TableLlama achieves better performance on in-431

domain tasks compared with closed-source LLMs.432

It shows that even if closed-source LLMs have433

demonstrated strong performance in general, fine-434

tuning open-source LLMs on task-specific table-435

based data still has better performance.436

TableLlama shows less gap or even better zero-437

shot performance than closed-source LLMs on 4438

out of 6 out-of-domain datasets (i.e., FEVEROUS,439

KVRET, ToTTo and WikiSQL), which shows TableL-440

lama has gained generalization ability. But closed-441

source LLMs are still stronger at table-based QA442

tasks that require more complex reasoning.443

GPT-4 has better results than GPT-3.5 on all the444

in-domain and out-of-domain datasets except for445

FeTaQA and ToTTo. This is because GPT-4 gen-446

erates longer output than GPT-3.5, so for FeTaQA447

and ToTTo which are evaluated using BLEU to448

compare the generated sentence the ground truth449

sentence, GPT-3.5 performs better.450

4.2 Ablation Study451

To better understand how TableInstruct helps452

enhance the model’s generalizability, we conduct453

an ablation study to show the transfer between in-454

dividual datasets.455

The model trained on table-based QA tasks gen-456

eralizes better than that trained on other tasks. As457

Table 4 shows, the model trained on HiTab scores458

more than 20 points on 7 out of 13 unseen datasets,459

and that trained on FeTaQA scores more than 10460

points on 7 out of 13 unseen datasets, which can461

surpass models trained on the other 6 datasets in-462

dividually by a large gain. We hypothesize that463

the general forms of table-based QA tasks can en-464

courage models to gain general QA ability, which465

is beneficial when transferring to other tasks or466

datasets, since instruction tuning requires models467

to answer the question in essence. However, the468

models that are individually trained on other tasks469

may have learned strong superficial regularities as470

their formats have unique characteristics specially471

designed for themselves. Therefore, when evaluat-472

ing on other unseen datasets or tasks, the models473

are too obfuscated to generate the correct answer.474

Incorporating other tasks helps enhance the475

model’s underlying generalization ability within476

the same task category. Comparing the model477

trained on TabFact and TableInstruct, when478

evaluating on FEVEROUS, which is the same479

task transfer for TabFact, we found TableLlama480

achieves 72.30 accuracy while the model trained 481

on TabFact only achieves 56.15 accuracy. This 482

indicates that other tasks in the training set also 483

play an important role in engaging the model to 484

obtain stronger table fact verification ability. Be- 485

sides, if we compare the performance on two out-of- 486

domain table QA datasets (i.e., WikiSQL and Wik- 487

iTQ) among TableLlama and models individually 488

trained on two table-based QA datasets (i.e., HiTab 489

and FeTaQA), we can see TableLlama achieves 490

better zero-shot performance. This indicates that 491

including the other tasks (i.e., TableInstruct) to 492

train the model can further enhance the model’s 493

underlying table question answering ability. 494

Individually fine-tuning models on tasks that are 495

highly different from others tends to make models 496

overfit and hardly generalize to others. As Table 497

4 shows, the model individually fine-tuned on 4 498

tasks: column type annotation, relation extraction, 499

entity linking and TabFact tends to have weaker 500

performance when evaluated on other tasks. We 501

hypothesize that these four tasks are highly differ- 502

ent from others, so the model individually trained 503

on such tasks will overfit to the task itself, thus 504

becoming hard to generalize to other unseen tasks. 505

5 Related Work 506

Table Representation Learning. Given the vast 507

amount of knowledge stored in tables, various 508

table-based tasks have been proposed (Pujara et al., 509

2021), such as column type annotation (Hulse- 510

bos et al., 2019), row population (Zhang and Ba- 511

log, 2017), table QA (Sun et al., 2016; Pasupat 512

and Liang, 2015; Cheng et al., 2022b; Nan et al., 513

2022), etc. In order to handle the semi-structured 514

tables, existing work puts their efforts into design- 515

ing special model architectures, such as TURL 516

with structure-aware attention (Deng et al., 2020), 517

TUTA with tree-based attention (Wang et al., 2021) 518

and TaBERT with vertical self-attention mecha- 519

nism (Yin et al., 2020); or designing special en- 520

codings such as table position encoding (Herzig 521

et al., 2020; Wang et al., 2021; Eisenschlos et al., 522

2021), and numerical encoding (Wang et al., 2021) 523

to better encode the table structure and infuse more 524

information to the neural architecture. In addition, 525

some work focuses on table pretraining (Liu et al., 526

2022; Yin et al., 2020; Deng et al., 2020; Iida et al., 527

2021) to encode knowledge in large-scale tables. 528

However, although such existing works have shown 529

promising progress, they are still data-specific and 530
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Training
Data

In-domain Out-of-domain

ColType RelExtra EntLink ScheAug RowPop HiTab FeTaQA TabFact FEVER. HybridQA KVRET ToTTo WikiSQL WikiTQ

F1 F1 Acc MAP MAP Acc BLEU Acc Acc Acc Micro F1 BLEU Acc Acc

Base 3.01 0.96 31.80 36.75 4.53 14.96 8.54 41.65 23.66 20.72 38.90 10.39 14.84 25.48

ColType 94.32 0 0 0 0 0.13 0.52 0 0 0 0 1.11 0.35 0.21
RelExtra 45.69 93.96 0.45 8.72 0.99 7.26 1.44 0 2.38 8.17 5.90 5.60 7.02 9.58
EntLink 0.86 0.03 88.45 2.31 0.94 5.37 4.79 0 39.04 3.06 0 1.76 3.42 7.07
ScheAug - - - 80.00 - - - - - - - - - -
RowPop - - - - 53.86 - - - - - - - - -
HiTab 0.20 0.14 7.15 40.81 5.45 63.19 2.07 49.46 46.81 24.70 38.70 2.45 32.86 27.97
FeTaQA 0 0.40 0 30.23 0.15 19.57 38.69 1.20 1.21 33.79 50.69 23.57 13.79 27.12
TabFact 0 0 0 0 0 0 0 74.87 56.15 0 0 0 0 0

TableInstruct 94.39 91.95 93.65 80.50 58.44 64.71 39.05 82.55 72.30 27.61 48.73 20.77 41.68 31.63

Table 4: Transfer between different datasets. Bold numbers are the best results for each evaluation dataset. For
models trained on schema augmentation (ScheAug) and row population (RowPop), their predictions on other
datasets tend to repeat the candidates in the training data, which means they cannot generalize to other datasets, and
hence we use “-” to represent their performances.

downstream task-specific, which requires special531

design tailored for tables and table-based tasks.532

Our work proposes TableInstruct to unify dif-533

ferent table-based tasks and develops a one-for-all534

LLM TableLlama to reduce those extra efforts dur-535

ing modeling. This high-level insight is similar536

to UnifiedSKG (Xie et al., 2022), which unifies537

a diverse set of structured knowledge grounding538

tasks into a text-to-text format. However, Unified-539

SKG deals with different knowledge sources such540

as databases, knowledge graphs and web tables541

and does not explore instruction tuning, while we542

focus on a wide range of realistic tasks based on543

real-world tables via instruction tuning. In addi-544

tion, a concurrent work (Li et al., 2023b) synthe-545

sizes diverse table-related tasks and finetunes close-546

source LLMs such as GPT-3.5 via instruction tun-547

ing. Compared to theirs, we collect more realistic548

and complex task data such as HiTab as well as clas-549

sification and ranking tasks with candidates from550

Freebase and Wikidata and develop open-source551

LLMs for table-based tasks. We believe both our552

constructed high-quality table instruction tuning553

dataset and the trained model can be valuable re-554

sources for facilitating this line of research.555

Instruction Tuning. Instruction tuning that trains556

LLMs using <instruction, output> pairs in a super-557

vised fashion is a crucial technique to enhance the558

capabilities and controllability of LLMs (Chung559

et al., 2022; Wang et al., 2022; Mishra et al., 2022).560

The instructions serve to constrain the model’s out-561

puts to align with the desired response character-562

istics or domain knowledge and can help LLMs563

rapidly adapt to a specific domain without ex-564

tensive retraining or architecture designs (Zhang565

et al., 2023). Therefore, different instruction tuning 566

datasets have been proposed to guide LLMs’ be- 567

haviors (Wang et al., 2022; Honovich et al., 2022; 568

Longpre et al., 2023; Xu et al., 2023). Differ- 569

ent instruction tuning models such as InstructGPT 570

(Ouyang et al., 2022), Vicuna (Zheng et al., 2023) 571

and Claude2 emerge and demonstrate boosted per- 572

formance compared with the pre-trained models. In 573

addition, instruction tuning has been applied to dif- 574

ferent modalities such as images, videos and audio 575

(Li et al., 2023a) and has shown promising results. 576

This signals that instruction tuning can be a promis- 577

ing technique to enable large pre-trained models to 578

handle various tasks. However, how to utilize in- 579

struction tuning to guide LLMs to complete tables- 580

based tasks is still under-explored. Our work fills 581

this gap by constructing a high-quality table instruc- 582

tion tuning dataset: TableInstruct, which covers 583

large-scale diverse and realistic tables and tasks to 584

enable both modeling and evaluation. We will also 585

release TableLlama, an open-source LLM-based 586

generalist model fine-tuned on TableInstruct to 587

promote this avenue of research. 588

6 Conclusion 589

This paper makes the first step towards developing 590

open-source large generalist models for a diversity 591

of table-based tasks. Towards that end, we con- 592

struct TableInstruct and develop the first open- 593

source generalist model for tables, TableLlama. 594

We evaluate both in-domain and out-of-domain set- 595

tings and the experiments show that TableLlama 596

has gained strong table understanding ability and 597

generalization ability. 598

2https://www.anthropic.com/index/introducing-claude
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7 Limitations599

Although we strive to increase the diversity of our600

dataset and have collected 14 datasets of 11 tasks601

for tables, there are still some table-based tasks602

such as data imputation and table classification603

which are not included in TableInstruct. There-604

fore, even if TableLlama has demonstrated the605

generalization ability on different out-of-domain606

datasets and tasks, the model’s performance may607

vary based on the complexity and specifics of the608

new unseen table tasks and datasets. As we have609

made the first step towards building an open large610

generalist model for tables, we encourage future611

work to further explore this line of research and to612

further enhance the model’s generalization ability613

for tables.614
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A Training and Inference Details893

We choose LongLoRA 7B (Chen et al., 2023b),894

fully fine-tuning version with 8K context length895

limit as our base model. The fully fine-tuning896

version replaces the vanilla attention in Llama 2897

with shift short attention. We fine-tune the model898

with Huggingface transformers library (Wolf et al.,899

2020). We merge all eight datasets and repeat three900

smaller datasets (i.e., FeTaQA, HiTab and TabFact)901

for six times and randomly shuffle them as our fi-902

nal training data. We use a learning rate of 2e-5903

and set the batch size at 3. We streamingly train904

the model on 48 A100 80GB GPUs and use a co-905

sine scheduler with a 3% warm-up period for 2906

epochs. To efficiently train the model, we employ907

DeepSpeed training with ZeRO-2 stage (Rajbhan-908

dari et al., 2020). For both training and inference,909

we set the input length as 8192. For inference910

on TableLlama, as different tasks have different911

lengths of the ground truth, we use 64 as the output912

length for column type annotation, relation extrac-913

tion, entity linking, HiTab, TabFact, FEVEROUS,914

HybridQA, WikiSQL and WikiTQ, 128 for schema915

augmentation, FeTaQA, KVRET and ToTTo, and916

512 for row population. For column type anno-917

tation and entity linking, we uniformly sample a918

subset from the original test data as our test set919

due to the large test size. For row population, we920

filter out the examples with more than 500 candi-921

date entities from the original test set and randomly922

sample a subset as our test set. For all the down-923

sampled test set, we reproduce the SOTA results924

using the SOTA model.925

For closed-source LLMs, we use the gpt-4-1106-926

preview version for GPT-4, which is the latest ver-927

sion that supports 128K context and reports the928

best performance. For GPT-3.5, we use the gpt-3.5-929

turbo-1106 version, which supports 16K context.930

B Existing SOTA Models931

TURL (Deng et al., 2020) is an encoder-based932

BERT-like model pre-trained on 570K tables.933

Though TURL has shown SOTA performance on934

various table tasks such as column type annotation,935

relation extraction, entity linking, row population936

and schema augmentation, it requires fine-tuning937

task-specific modules on labeled data. The SOTA938

method for HiTab builds on 1) TUTA (Wang et al.,939

2021), which uses tree attention as the encoder to940

capture table structures and 2) FORTAP (Cheng941

et al., 2022a), which leverages spreadsheet formu-942

las for table pre-training to better handle numeri- 943

cal reasoning. The SOTA method for TabFact de- 944

signs a self-labeled keypoint alignment (Zhao and 945

Yang, 2022) to align salient evidence and aggregate 946

essential information between the statement and 947

table. For HybridQA, the SOTA method MATE 948

(Eisenschlos et al., 2021) uses sparse attention for 949

Transformer architecture which allows heads to 950

efficiently attend to either rows or columns in a 951

table. The SOTA method for WikiSQL and Wik- 952

iTQ is TAPEX (Liu et al., 2022), which fuses ta- 953

ble pre-training by learning a neural SQL executor 954

over a synthetic corpus. For FeTaQA, FEVEROUs, 955

KVRET and ToTTo, the SOTA results come from 956

T5-3B fine-tuned on their own individual training 957

data (Xie et al., 2022). 958
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C Case Study 959

Query Caption Seed Candidates Target AP Predicted

concord quarry dogs 2002_NECBL_season

2003_Amsterdam_Admirals_season
The_Young_Punx

2011_FCBL_season
...

2003_NECBL_season
2004_NECBL_season
2005_NECBL_season
2006_NECBL_season

1.0

2003_NECBL_season
2004_NECBL_season
2005_NECBL_season
2006_NECBL_season

oleg veretelnikov
achievements

1993_Asian_Athletics
_Championships

New_York_City_Marathon
Friendship_Games

1998_Asian_Games
...

1997_World_Championships_in
_Athletics-2013_Men’s_decathlon

1994_Asian_Games
1999_World_Championships_in_Athletics

1998_Asian_Games

0.2

1994_Asian_Games
1995_Asian_Athletics_Championships

Athletics_at_the_1995_All-Africa_Games
...

Table 5: Case study for row population task. “Query Caption" refers to the table metadata such as Wikipedia page
title and table caption. “AP" means average precision.

D Example Prompts 960

Column Type Annotation

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a column type annotation task. The goal for this task is to choose the correct types for one selected column of the
table from the given candidates. The Wikipedia page, section and table caption (if any) provide important information
for choosing the correct column types.

### Input:
[TLE] The Wikipedia page is about 1958 Nippon Professional Baseball season. The Wikipedia section is about Central
League. The table caption is Pitching leaders. [TAB] col: | stat | player | team | total | [SEP] row 1: | Wins | Masaichi
Kaneda | Kokutetsu Swallows | 31| [SEP] row 2: | Losses | Noboru Akiyama | ...

### Question:
The column ’player’ contains the following entities: <Masaichi Kaneda>, <Noboru Akiyama>, etc. The column type
candidates are: tv.tv_producer, astronomy.star_system_body, location.citytown, sports.pro_athlete, biology.organism,
medicine.muscle, baseball.baseball_team, baseball.baseball_player, aviation.aircraft_owner, people.person, ... What are
the correct column types for this column (column name: player; entities: <Masaichi Kaneda>, <Noboru Akiyama>, etc)?

### Response:
sports.pro_athlete, baseball.baseball_player, people.person.

Figure 3: Column type annotation task. This task is to annotate the selected column with the correct semantic
types. We mark candidates with red color in the "task instruction" part. The candidate size can be up to hundreds to
thousands in TableInstruct.
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Relation Extraction

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a relation extraction task. The goal for this task is to choose the correct relations between two selected columns
of the table from the given candidates. The Wikipedia page, section and table caption (if any) provide important
information for choosing the correct relation types.

### Input:
[TLE] The Wikipedia page is about Yukon Legislative Assembly. The Wikipedia section is about Current members.
[TAB] col: | | name | party | riding | row 1: | | Kevin Barr | New Democratic Party | Mount Lorne-Southern Lakes | [SEP]
row 2: | | Brad Cathers | ...

### Question:
The two selected column names are: <(name),(party)>. The entity pairs for these two columns are:
<(Kevin Barr),(New Democratic Party)>, <(Brad Cathers),(Yukon Party)>, <(Currie Dixon),(Yukon Party)>,
<(Darius Elias),(Yukon Party)>, ... The relation type candidates are: location.location.contains, avia-
tion.airline.hubs, film.film.written_by, time.event.instance_of_recurring_even , people.person.place_of_birth, mu-
sic.composer.compositions, sports.sports_team.roster- sports.sports_team_roster.player, location.location.containedby,
soccer.football_player.statistics- soccer.football_player_stats.team... What are the correct relation types for the two
selected columns (column names: <(name),(party)>. entity pairs: <(Kevin Barr),(New Democratic Party)>, <(Brad
Cathers),(Yukon Party)>, <(Currie Dixon), (Yukon Party)>, <(Darius Elias),(Yukon Party)>, etc)?

### Response:
government.politician.party-government.political_party_tenure.party.

Figure 4: Relation extraction task. This task is to annotate the selected column pairs with the correct relations. We
mark candidates with red color in the "task instruction" part. The candidate size can be up to hundreds to thousands
in TableInstruct.

Entity Linking

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction: This is an entity linking task. The goal for this task is to link the selected entity mention in the table
cells to the entity in the knowledge base. You will be given a list of referent entities, with each one composed of an
entity name, its description and its type. Please choose the correct one from the referent entity candidates. Note that the
Wikipedia page, Wikipedia section and table caption (if any) provide important information for choosing the correct
referent entity.

### Input: [TLE] The Wikipedia page is about A-League all-time records. The Wikipedia section is about Average
season attendances. [TAB] col: | season | league average | total gate receipts | highest club | average | lowest club |
average | row 1: | 2005-06 | 10,955 | 920,219 | Sydney FC | 16,669 | New Zealand Knights | 3,909 | [SEP] row 2: |
2006-07 | 12,927 | ...

### Question: The selected entity mention in the table cell is: Melbourne Victory. The column name for ’Melbourne
Victory’ is highest club. The referent entity candidates are: <Melbourne Victory FC W-League [DESCRIPTION] None
[TYPE] SoccerClub>, <2016-17 Melbourne Victory FC season [DESCRIPTION] None [TYPE] SoccerClubSeason>,
<2011-12 Melbourne Victory season [DESCRIPTION] Association football club 2011/12 season for Melbourne Victory
[TYPE] SoccerClubSeason>, ... What is the correct referent entity for the entity mention ’Melbourne Victory’ ?

### Response: <Melbourne Victory [DESCRIPTION] association football team from Australia [TYPE] SoccerClub>.

Figure 5: Entity linking task. This task is to link the selected entity mention in the table cells to the entity in the
knowledge base. We mark candidates with red color in the "task instruction" part. The candidate size can be up to
hundreds to thousands in TableInstruct.
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Row Population

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction: This is a table row population task. The goal of this task is to populate the possible entities
of the selected column for a table, given the Wikipedia page title, Wikipedia section title, table caption (if any)
and table headers. You will be given a list of entity candidates. Please rank them so that the most likely entities come first.

### Input: [TLE] The Wikipedia page is about NBA conference finals. The Wikipedia section is about eastern
conference finals. The table headers are: | year | champion | coach | result | runner-up | coach |. You need to populate the
column: year. [SEED] The seed entity is <1971_NBA_playoffs>.

### Question: The entity candidates are: <2003_NBA_playoffs>, <1982-83_Washington_Bullets_season>,
<2004_NBA_playoffs>, <Philadelphia_76ers>, <1983-84_Washington_Bullets_season>, <1952_NBA_playoffs>,
<1972_NBA_playoffs>, <1999-2000_Dallas_Mavericks_season>, <1985- 86_Sacramento_Kings_season>, <2000-
01_Vancouver_Grizzlies_season>, <Toronto_Raptors>, <Vancouver_Grizzlies>, <1976_NBA_playoffs>, ...

### Response: <1972_NBA_playoffs>, <1973_NBA_playoffs>, <1974_NBA_playoffs>, <1975_NBA_playoffs>,
<1976_NBA_playoffs>, <1977_NBA_playoffs>, ...

Figure 6: Row population task. This task is to populate the possible entities of the selected column for a table given
partial table and table metadata. We mark candidates with red color in the "task instruction" part. The candidate size
can be up to hundreds to thousands in TableInstruct.

Schema Augmentation

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a table schema augmentation task. The goal of this task is to populate the possible headers for a table, given the
table caption and the seed table header. You will be given a list of table header candidates. Please rank them so that the
most likely headers come first.

### Input:
[TLE] The table caption is 2010-11 rangers f.c. season. [SEED] The seed table header is <competition>.

### Question:
The header candidates are: <from>, <fee (\u00a3)>, <opponents>, <final position / round>, <started round>, <player>,
<fee>, <scorers>, <position (s)>, <name>, <venue>. Please rank the headers in the header candidates.

### Response:
<town/city>, <summary>, <suburb>, <county>, <region>, <district>, <stadium>, <city>, <home team>, <remarks>,
<city name>, <film name>

Figure 7: Schema augmentation task. This task is to populate the possible headers for a table, given the table
caption and the seed table header. The targets in this case are: <started round>, <final position/round>.
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Hierarchical Table QA

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction: This is a hierarchical table question answering task. The goal for this task is to answer the given
question based on the given table. The table might be hierarchical.

### Input: [TLE] The table caption is department of defense obligations for research, development, test, and evaluation,
by agency: 2015-18. [TAB] | agency | 2015 | 2016 | 2017 | 2018 | [SEP] | department of defense | department of defense |
department of defense | department of defense | department of defense | [SEP] | rdt&e | 61513.5 | 69306.1| 70866.1 |
83725 | [SEP] | total research | 6691.5 | 7152 | 7178 | 7652.7 | [SEP] | basic research | 2133.4 | 2238.7 | 2110.1 | 2389.9 |
[SEP] | defense advanced research projects agency | defense advanced research projects agency | defense advanced
research projects agency | ...

### Question: How many dollars are the difference for total research of department of the air force increase between
2016 and 2018?

### Response:
142.3.

Figure 8: Hierarchical table QA task. This task is to answer the question based on the tables with complex
hierarchical structures.

Highlighted Cells QA

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a free-form table question answering task. The goal for this task is to answer the given question based on the
given table and the highlighted cells.

### Input:
[TLE] The Wikipedia page title of this table is Holly Dunn. The Wikipedia section title of this table is Singles. [TAB] |
Year | Single | Peak chart positions | Peak chart positions | Album | [SEP] | Year | Single | US Country | CAN Country |
Album | [SEP] | 1985 | ...

### Question:
The highlighted cells of the table are: [HIGHLIGHTED_BEGIN] [1988], [Across the Rio Grande in 1988 included the
singles \"That’s What Your Love Does to Me\" and \"(It’s Always Gonna Be) Someday\".], [\"That’s What Your Love
Does to Me\"], [Across the Rio Grande], [1988], [\"(It’s Always Gonna Be) Someday\"], [Across the Rio Grande]
[HIGHLIGHTED_END] What singles were Included in Across the Rio Grande in 1988?

### Response:
Across the Rio Grande in 1988 included the singles \"That’s What Your Love Does to Meänd \"(It’s Always Gonna Be)
Someday\".

Figure 9: Highlighted cells QA task. This task is to answer the question based on the tables with highlighted cells.
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Table Fact Verification (TabFact)

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a table fact verification task. The goal of this task is to distinguish whether the given statement is entailed or
refuted by the given table.

### Input:
[TLE] The table caption is about tony lema. [TAB] | tournament | wins | top - 5 | top - 10 | top - 25 |
events | cuts made [SEP] | masters tournament | 0 | 1 | 2 | 4 | 4 | 4 | [SEP] | us open | 0 | 2 | 3 | 4 | 6 | 5 | [SEP] |
the open championship | 1 | 2 | 2 | 2 | 3 | 3 | [SEP] | pga championship | 0 | 0 | 1 | 2 | 5 | 4 | [SEP] | totals | 1 | 5 | 8 | 12 | 18 | 16 |.

### Question:
The statement is: <tony lema be in the top 5 for the master tournament, the us open, and the open championship>. Is it
entailed or refuted by the table above?

### Response:
entailed.

Figure 10: Table fact verification task. This task is to discriminate whether the claim can be entailed or refuted by
the given table.

Hybrid Question Answering

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a hybrid question answering task. The goal of this task is to answer the question given tables and passages.

### Input:
col : rank | player | team ( s ) by season | carries | yards | average row 1 : 1 | emmitt smith | dallas cowboys (1990 - 2002)
arizona cardinals ( | 4,409 | 18,355 | 4.2 row 2 : 2 | walter payton | chicago bears (1975 - 1987) | 3,838 | 16,726 | 4.4
| ... passages: emmitt smith: smith led the league in rushing and won the super bowl in the same year three times
(1992, 1993, and 1995) when to that point it had never been done. | walter payton: Walter jerry payton (july 25, 1954
- november 1, 1999) was an american professional football player who was a running back for the chicago ... | san
francisco 49ers: the team began play ....

### Question:
What is the middle name of the player with the second most national football league career rushing yards?

### Response:
jerry.

Figure 11: HybridQA task. This task is to answer the question based on the table and passages.
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Table Grounded Dialogue Generation

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a dialogue response generation task grounded on tables. The goal of this task is to generate response based
on the given dialogue history and the given table. The dialogues are grounded through underlying tables and span
three distinct tasks in the in-car personal assistant space: calendar scheduling, weather information retrieval, and
point-of-interest navigation.

### Input:
col : poi | distance | traffic_info | poi_type | address row 1 : chevron | 5_miles | moderate_traffic | gas_station |
783_arcadia_pl row 2 : town_and_country | 5_miles | no_traffic | shopping_center | 383_university_ave

### Question:
The dialogue history is: <what is the address ? || taking you to chevron | that s good ! please pick the quickest route to
get there and avoid all heavy_traffic ! | there is a chevron | what gas_station are here ?>. Please generate the response
based on the given table and the given dialogue history.

### Response:
783_arcadia_pl is the address for chevron gas_station.

Figure 12: Table grounded dialogue generation task. This task is to generate the response based on the given
table and the dialogue history.

Highlighted Cells Description

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a highlighted cells description task. The goal of this task is to generate the language description given table cells.

### Input:
<page_title> List of Governors of South Carolina </page_title> <section_title> Governors under the Constitution of
1868 </section_title> <table> <cell> 76 <col_header> # </col_header> <col_header> 74 </col_header> <col_header>
75 </col_header> </cell> <cell> Daniel Henry Chamberlain <col_header> Governor </col_header> <row_header>
76 </row_header> </cell> <cell> December 1, 1874 <col_header> Took Office </col_header> <row_header> 76
</row_header> </cell> </table>.

### Question:
Please generate one natural language description to describe the given highlighted table cells.

### Response:
Daniel Henry Chamberlain was the 76th Governor of South Carolina from 1874.

Figure 13: Highlighted cells description task. This task is to generate the language description for the highlighted
table cells.
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Table Fact Verification (FEVEROUS)

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a table fact verification task. The goal of this task is to distinguish whether the given statement is entailed or
refuted by the given table.

### Input:
col : logical system | lindenbaum-tarski algebra row 1 : classical sentential logic | boolean algebra | row 2 : intuitionistic
propositional logic | heyting algebra ...

### Question:
The statement is: <algebraic logic has five logical system and lindenbaum-tarski algebra which includes physics algebra
and nodal algebra (provide models of propositional modal logics).>. Is it entailed or refuted by the table above? If you
think the current information can not provide enough evidence for determining it, please choose ’not enough info’,
otherwise please choose the answer from ’supports’ or ’refutes’.

### Response:
refutes.

Figure 14: Table fact verification task. This task is to discriminate whether the claim can be entailed or refuted by
the given table.

Table QA (WikiSQL)

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a table QA task. The goal of this task is to answer the question given the table.

### Input:
col : player | no. | nationality | position | years in toronto | school/club team row 1 : aleksandar radojevi\u0107 |
25 | serbia | center | 1999-2000 | barton cc (ks) row 2 : shawn respert | 31 | united states | guard | 1997-98 | michigan state ...

### Question:
What is terrence ross’ nationality?

### Response:
united states.

Figure 15: Table QA task. This task is to answer the question based on the given table.
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Table QA (WikiTQ)

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
This is a table QA task. The goal of this task is to answer the question given the table.

### Input:
col : series # | season # | title | notes | original air date row 1 : 1 | 1 | "the charity" | alfie, dee dee, and melanie are
supposed to be helping | october 15, 1994 row 2 : 2 | 1 | "the practical joke war" | alfie and goo unleash harsh practical
jokes on dee dee | october 22, 1994 ...

### Question:
Alfie’s birthday party aired on january 19. What was the airdate of the next episode?

### Response:
january 26, 1995.

Figure 16: Table QA task. This task is to answer the question based on the given table.
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