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2D Boxes 3D Boxes 3D Objects

user edit user edit
spatial control spatial control spatial control

Figure 1: SIGMA-GEN enhances controllability of text-to-image workflows by allowing users
to prescribe both structure and subject identity. In the top row, RGB images are used to describe
subject identities. A 3D scene can be arranged by the user to describe the image structure; in these
examples, meshes were automatically created using image-to-3D. The user can then assign identities
to each subject (colors representing the assignments) and generate images while precisely editing
the 3D scene. In the bottom part of the figure, we show that SIGMA-GEN can also be applied to
simpler modes of structure guidance — 2D and 3D bounding boxes.

ABSTRACT

We present SIGMA-GEN, a unified framework for multi-identity preserving im-
age generation. Unlike prior approaches, SIGMA-GEN is the first to enable
single-pass multi-subject identity-preserved generation guided by both structural
and spatial constraints. A key strength of our method is its ability to support user
guidance at various levels of precision — from coarse 2D or 3D boxes to pixel-
level segmentations and depth — with a single model. To enable this, we introduce
SIGMA-SET27K, a novel synthetic dataset that provides identity, structure, and
spatial information for over 100k unique subjects across 27k images. Through
extensive evaluation we demonstrate that SIGMA-GEN achieves state-of-the-art
performance in identity preservation, image generation quality, and speed.

1 INTRODUCTION

Recent advances in text-to-image generative models have enabled high-quality and diverse image
synthesis from natural language prompts (OpenAI, 2023b; Rombach et al., 2022; Peebles & Xie,
2023; Lipman et al., 2022). However, these models still lack fine-grained control, which limits their
adoption in real-world creative workflows. In particular, users have little ability to (i) control the
identity of subjects and (ii) specify their arrangement within a scene.
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We argue that both forms of control are essential. For identity, we introduce the use of single-view
RGB images as descriptors, inspired by artistic workflows where exemplar images define visual
elements for integration. For layout, we advocate for 3D object representations with rendered depth
serving as a natural proxy for position, orientation, and occlusion relationships. To accommodate
different levels of user expertise and control, we propose a single model that supports structural
inputs at varying granularities: ranging from coarse 2D bounding boxes, to 2D masks, 3D bounding
boxes, and per-pixel depth maps. This enables users to balance the ease of specification with the
precision of control.

To the best of our knowledge, our work is the first to jointly support both structural guidance (cap-
turing subject position, orientation, and occlusions) and identity guidance across multiple subjects
within a single diffusion process. While prior works such as ControlNet (Zhang et al., 2023), Omini-
Control v1/v2 (Tan et al., 2024), have demonstrated the use of multiple control modalities, none can
reliably enforce multiple identities alongside structural layout guidance. Previous methods can be
adapted to perform iteratively to address the issue of generating images with multiple subjects, but
typically incur high runtime costs and suffer from compounding degradation in image quality. In
contrast, our approach enables simultaneous generation of multiple identity-controlled subjects, ar-
ranged according to structural constraints, in a single forward pass.

The key to our approach is a large-scale synthetic data generation pipeline that automatically pro-
duces aligned RGB images, depth maps, masks, and identity descriptors. The pipeline leverages
recent advances in image generation, grounding, and depth estimation. Using this pipeline, we
construct a dataset containing 27k images spanning over 100k distinct identities, providing the su-
pervisory signal required for training. We evaluate our models against competitive baselines and
demonstrate significant improvements in both quality and controllability. When using per-pixel
depth and masks, our method improves overall image fidelity by 31 points, identity preservation by
2 points, and achieves 4× faster generation when synthesizing scenes with five or more distinct sub-
jects. When analyzed under the coarser control modality of bounding boxes, our method improves
overall image fidelity by 6 points and identity preservation by 11 points when synthesizing scenes
with five or more distinct subjects. These results highlight the effectiveness of combining identity
and structural guidance in a unified text-to-image generation framework.

2 RELATED WORK

Structure control for image generation. Photorealistic image generation with diffusion models
has paved the way for integrating conditions beyond text (Ho et al., 2020; Rombach et al., 2022;
Podell et al., 2023; Peebles & Xie, 2023; Lipman et al., 2022). ControlNet (Zhang et al., 2023)
and T2I-Adapter (Mou et al., 2024) introduce auxiliary conditioning pathways that enable structural
guidance from inputs such as edges, depth, or segmentation. Other diverse of control such as bound-
ing boxes (Li et al., 2023b; Zheng et al., 2023; Wang et al., 2024c; Cheng et al., 2024; Chen et al.,
2023), and 3D priors (Bhat et al., 2024; Omran et al., 2025; Ma et al., 2023) have also been explored.
However, these methods do not provide mechanisms for controlling subject identity.

Subject personalization. DreamBooth (Ruiz et al., 2023) and Textual Inversion (Gal et al., 2022)
showed that diffusion models can learn subject identity by training a map of a few images of a given
subject to a unique text token. Subsequent methods (Kumari et al., 2023; Gu et al., 2023; Liu et al.,
2023a;b; Zhu et al., 2025; Jang et al., 2024) extend personalization to multiple subjects within a
single image by incorporating positional information in text, adapting weights, or encoding spatial
layout. However, all these methods require per-subject optimization to learn their appearance.

In-context generation. Another line of work trains diffusion models to incorporate subject im-
ages as conditioning (Ye et al., 2023; Wang et al., 2024a; Wei et al., 2023). With the advent of
diffusion transformer (DiT) architectures, methods such as GPT1-Image (OpenAI, 2023a), Nano
Banana (Google, 2025), and Flux Kontext (BFLabs et al., 2025) have been developed to support
identity preservation. Recent open-source methods (Mou et al., 2025; Wu et al., 2025; Guo et al.,
2025; Chen et al., 2025) extend identity preservation on diverse tasks controlled by text. However,
these methods struggle to personalize across multiple subjects, as training datasets typically include
only a small number of identities per image. Moreover, they lack support for structural control.
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Subject insertion methods such as AnyDoor (Chen et al., 2024) and Insert Anything (Song et al.,
2025) provide mask-guided control but are limited to inserting a single subject per generation. MS-
Diffusion (Wang et al., 2024b) and other recent works (Tan et al., 2024; Tarrés et al., 2025; Li et al.,
2023a; Xiao et al., 2025; Wang et al., 2025a) support different levels of spatial control, such as depth
or bounding boxes. However, these methods are either limited to single-subject personalization or
struggle with multi-subject personalization involving many identities. This can also be attributed in
part to the scarcity of multi-subject training data. In contrast, SIGMA-GEN enables controllable
multi-subject insertion, guided by identity images for each subject, within a single generation step
(Figure 1). This leads to higher-quality and more coherent scene generation.

Subject personalization datasets. While several datasets support single-subject personalization–
such as DreamBooth (Ruiz et al., 2023), CustomConcept (Kumari et al., 2023), AnyInsertion (Song
et al., 2025), and Subjects200k (Tan et al., 2024)—only few focus on multiple subjects in an image.
Virtual try-on datasets (Choi et al., 2021; Liu et al., 2016) contain 2–4 identities per image, includ-
ing person identity and garments, but are limited to that domain. MultiWine (Tarrés et al., 2025)
proposed a general-purpose dataset with up to two identities per image, obtained either from videos
or through manual annotation. In contrast, we present the SIGMA-SET27K— a synthetically gen-
erated dataset with up to 10 subjects per image along with spatial controls and captions.

3 METHOD

Our objective is to generate an image I that includes subjects s1, s2, . . . sn ∈ S based on a prompt
P , and controls C, such that all subject identities are preserved and are placed according to spatial
controls C. To enable controllable generation with many subjects in one shot, we create a first-of-its-
kind, high-quality dataset (§ 3.1) containing multiple subject identities in each image. Furthermore,
we propose a lightweight representation (§ 3.3) that enables multi-subject generation effectively
and efficiently. Finally, our dataset and proposed representation is used for finetuning models with
varying granularity of structural control (§ 3.4).

3.1 SIGMA-SET27K DATASET

We illustrate our pipeline for generating SIGMA-SET27K in Figure 2. For each target image, our
dataset provides per-subject data including an identity image, mask, depth and 2D/3D bounding
box. We begin by prompting an LLM to produce an image-generation prompt describing multiple
subjects against diverse backgrounds, along with subject and background captions. For each prompt,
we generate the target image using an off-the-shelf text-to-image model. Next, we use a grounded
segmentation tool to generate individual subject masks using the subject captions. We also employ
a depth estimation model to predict the target image depth. Next, in a key step of our pipeline, we
repose the subjects using Flux-Kontext (BFLabs et al., 2025) to obtain identity images with varying
poses and lighting conditions. Finally, to enable coarser control than per-pixel depth, we fit 2D and
3D bounding boxes to the segmented subjects. Please refer to the Appendix for more details.

LLM

sailor; dolphin; ship wheel
…

T2I

Segment [ ] Repose [ ]

Estimate
Depth 

3D box 
fitting

subject identities
masks

depth

3D bounding 
boxes

full captions

A sailor, dolphin, and ship’s 
wheel on a wooden ship
…

a wooden ship
…

bg captions

subject captions

Training sample
𝑃 ∈ full caption || bg caption

𝐼

𝐼 𝐼T

target

Figure 2: Pipeline for generating SIGMA-SET27K. Our fully automatic synthetic data genera-
tion pipeline involves creating compositional prompts with an LLM, generating images from these
prompts, segmenting to obtain subject crops, reposing the crops to produce identity images, and
estimating depth and 3D bounding boxes. We also show an example of a training sample for fine
control scenario of using precise masks and depth. The routing mask is colored to RGB for visual-
ization purpose, the pixel values for the subjects being 10, 20, 30 in practice for this example.
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3.2 THE SIGMA-GEN ARCHITECTURE

SIGMA-GEN takes as input a prompt P , a multi-subject identity control image IS , and a spatial
control image IC to generate an image I . Both identity and spatial control images are encoded using
the pre-existing VAE of a diffusion transformer model. Inspired by OminiControl (Tan et al., 2024),
we adopt a unified attention mechanism in which the noisy image latents X and conditions P, IS , IC
are concatenated along the token dimension as [P,X, IS , IC ], enabling multi-modal attention from
every modality to all modalities.

3.3 REPRESENTING MULTI SUBJECT CONTROL

We decompose the spatial control C into two categories: routing control R and structure control T .
The routing control specifies where each subject should be placed in the image, while the structure
control can define additional overall control for the scene such as depth. To efficiently represent the
spatial controls C ∈ [R, T ], we embed them into a single spatial control image IC with dimensions
H × W × 3, matching the shape of the generated image I . We show an example of our control
images in the right column of Figure 2, and in mask visualizations of Figure 3.

Let S = {si}Ni=1 denote the set of subjects and R = {Ri}Ni=1 denoting their desired spatial regions
in the image domain. We define a mapping function f : S −→ M, which assigns each subject
si ∈ S to a unique pixel intensity mi ∈ M. The control image IR is constructed as IR(x) =
f(si)1[x ∈ Ri]. Thus, IR with shape H ×W encodes the subject layout, mapping each pixel to its
corresponding intensity mi, with 0 representing background. We discuss how we ensure each pixel
maps to a single subject in the next section.

We now construct a subject identity condition image IS (see training sample in right column of
Figure 2). This image provides explicit identity information of each subject, allowing each pixel
in the routing control to be unambiguously associated with its corresponding subject. Formally, let
each subject si be represented by an image Isi ∈ RH′×W ′×3 of fixed spatial resolution H ′ ×W ′.
We then define IS by concatenating all subject images {Isi}Ni=1 along the height dimension which
yields IS ∈ R(N ·H′)×W ′×3. Thus the i-th H ′×W ′ block of IS corresponds directly to region Ri,
serving as a compact visual dictionary of subject identities and regions.

3.4 MULTIMODAL STRUCTURE CONTROL

We design a method capable of handling diverse control modalities—including pixel-level masks
or depth maps, 2D bounding boxes, and 3D bounding boxes—within the same condition IC , by
concatenating the routing control IR and the structure control IT .

The routing control image IR can be created from pixel-wise region information R. However, the
effectiveness of this control image relies on the precision of the masks. Accurate masks naturally
handle occlusions and ensure that no two regions overlap. In contrast, coarser forms of control
such as 2D or 3D bounding boxes, may produce ambiguous overlaps. In crowded scenes, this of-
ten results in partial or complete occlusion. To address this limitation while preserving an efficient
representation in which all spatial conditions are encoded within a single image, we adopt a bidirec-
tional compositing strategy. Specifically, we construct two routing control images IRasc and IRdsc

by pasting the subject masks in ascending order of subject occurrence in IS and descending or-
der respectively. The mask values mi associated with each subject si remain constant across both
constructions; only the order of composition is varied. This bidirectional compositing increases the
chances of a region being visible in either of the two routing control images. The structure con-
trol IT refers to depth in our formulation and can be precise depths or coarser depths such as 3D
bounding box depths. We refer the reader to Figure 4 for examples of coarser control images.

With the routing controls IRasc and IRdsc and structure control IT we can create the spatial control
image IC = Concat(IRasc , IRdsc , IT ; channel) ∈ RH×W×3. For the case where we have precise
masks of each subject, both the routing control images are the same IRasc = IRdsc . This representa-
tion leads us to having only two condition images – a subject identity control image IS and a spatial
control image IC which together can enable controllable multi-subject generation.
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ID1 ID2
ID3 ID4

ID5
ID6 ID7

ID1 ID2
ID3

ID4 ID5

ID1 ID2

ID3

Depth, Masks Iterative Insert Anything* SIGMA-GenIdentities

a bright classroom with large windows

a fashion studio with patterned walls

a fighter jet hangar

Figure 3: Multi-subject generation with masks and depth. SIGMA-GEN outperforms baselines
both in terms of image quality (see zoomed crops at top-right) and subject identity preservation. For
our case we prepend “Place these subjects in” to the prompts.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

We adopt Flux.1 Kontext [dev] as the base model for training our method. For spatial control, we use
the same RoPE (Su et al., 2023) embedding as that of the noisy image. For identity control, we also
use the same RoPE embedding but set the first dimension to ones (instead of zeros) to differentiate it
from the noisy image, similar to Flux Kontext. Training is conducted on a single node with 8 A100
GPUs in three stages, using a LoRA rank and alpha of 128, the Prodigy optimizer (Mishchenko &
Defazio, 2023), and a total batch size of 8. In the first stage, we train for 30k steps on a subset of data
containing up to four subjects per image. The second stage trains for 20k steps on images with three
or more subjects, followed by a third stage of 20k steps on images with more than four subjects.

To develop unified coarse-to-fine spatial conditioning, we randomly sample one of three structural
inputs for each training example: (i) precise masks with depth, (ii) 3D bounding box masks with
depth, or (iii) 2D bounding boxes. We further apply random dropping of one spatial condition
channel with probability 0.1, as well as augmentations including random dilation of masks and
bounding boxes and aspect ratio variation of bounding boxes by 1%, to improve robustness.

During training, we retain only the depths of the subjects, masking all other regions to zero. This
mitigates the need to provide background depth at inference. For conditioning, we alternate be-
tween full prompts and background prompts with equal probability, constructing them as either
“Place these subjects in <bg prompt>” or “Place these subjects to compose: <full prompt>”. For
constructing the routing control image, we assign region intensity in steps of 10, with the region for
the first subject marked with 10, the second subject with 20 and so on. We use non-gray colors while
depicting masks in our figures for better visualization.
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4.2 EVALUATION

For evaluation, we construct a dataset of 710 examples, including 200 single-subject personalized
generation cases and 510 multi-subject cases. Dataset statistics are provided in the Appendix, and
the data is generated as described in § 3.1.

We adopt DINO (Oquab et al., 2023) (DINO-I) and SigLIP (Zhai et al., 2023) (SigLIP-I) scores
to evaluate subject identity preservation via image-to-image similarity. For multi-subject cases, we
crop the generated image around the bounding box of each subject and compute similarity with
the corresponding identity image, finally averaging over each crop and subsequently over every
image. Cropping reduces the presence of other distracting elements in the image while computing
similarity. We also evaluate text-to-image similarity using the SigLIP text-to-image score (SigLIP-
T), which captures overall composition and background fidelity. We use SigLIP as it has been shown
to outperform CLIP on fine-grained understanding tasks.

When precise depth is provided as control, we additionally compute the mean squared error (MSE)
between the depth of the original and generated images, restricted to the subject regions. Unless
otherwise specified, our evaluations use only subject depths as structure control. Finally, we assess
perceptual quality with CLIP-IQA (Wang et al., 2023) and MUSIQ (Ke et al., 2021).

4.3 BASELINES

For single-subject personalization evaluation, we use OminiControl with its trained subject and
depth LoRAs, as well as UniCombine. We also adapt a strong baseline, Flux Kontext, to incor-
porate depth guidance by attaching a depth ControlNet during inference. In addition, we design
another strong baseline by combining the state-of-the-art mask-based insertion method, Insert Any-
thing, with a depth ControlNet and a depth-to-image tool (BFLabs, 2024) to generate the initial
image on which subjects are inserted. We refer to this variant as Insert Anything* and use it for both
single- and multi-subject personalization.

For the multi-subject setting, iterative insertion is the only feasible baseline, as no prior work enables
multi-subject personalized generation with precise masks and depth. We also adopt MSDiffusion
as a baseline for the coarser control task of generation with bounding boxes, for both single- and
multi-subject cases. In our setup, bounding boxes are provided as filled mask images (see § 3.4),
pasted in ascending and descending order of subject occurrence in the identity image. This design
choice enables a unified control modality, whereas MSDiffusion instead constructs box embeddings
directly from bounding box coordinates.

MS-Diffusion SIGMA-Gen SIGMA-Gen

ID1 ID2

ID3

ID4

ID5
ID6

ID7

Identities Box Masks 3D Box Masks DepthBox coordinates

an engineer, a cat, a star chart, a telescope, a monitor, a workbench, and a blueprint — in a garage with concrete floor

Figure 4: Multi-subject generation with coarse controls. Baseline fails to maintain position or
identity, while SIGMA-GEN adheres to both 2D and 3D bounding-box coarse control. For our case
we prepend “Place these subjects to compose: ” to the prompt.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

Method Subject Text Control Depth Quality
DINO-I SigLIP-I SigLIP-T MSE CLIP-IQA MUSIQ

Si
ng

le
Su

bj
ec

t
UniCombine 75.89 82.72 15.52 Depth 103.1 71.47 70.81
OminiControl 70.78 81.06 15.63 Depth 163.9 67.28 69.91
Insert Anything* 74.69 81.44 16.01 Mask, Depth 216.2 65.97 67.35
Flux Kontext* 79.96 83.22 15.99 Depth 112.4 66.30 64.93
SIGMA-GEN 81.04 83.99 15.91 Mask, Depth 70.2 70.65 70.87

MSDiffusion 74.83 82.65 2.41 Bbox - 61.98 67.40
SIGMA-GEN 79.16 83.70 16.13 Bbox - 70.82 70.75

SIGMA-GEN 79.98 84.00 16.03 Mask, 3D bbox - 70.94 70.67

M
ul

ti
Su

bj
ec

t Insert Anything* 72.72 75.58 17.66 Mask, Depth 203.4 44.41 48.86
SIGMA-GEN 74.54 77.82 17.73 Mask, Depth 26.35 72.64 73.21

MSDiffusion 63.28 69.06 11.20 Bbox - 61.99 69.05
SIGMA-GEN 71.90 73.15 17.21 Bbox - 68.83 70.96

SIGMA-GEN 73.48 75.27 18.19 Mask, 3D bbox - 72.45 72.55

Table 1: Quantitative comparison with baselines. SIGMA-GEN achieves competitive or superior
performance in single-subject controllable identity-preserving generation, and significantly outper-
forms baselines in the multi-subject setting.
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Figure 5: Performance over increasing number of subjects. Baseline Iterative Insert Anything*
run-time increases and quality decreases steeply compared to SIGMA-GEN. Our method also out-
performs consistently in subject consistency and depth MSE.

5 RESULTS

We compare SIGMA-GEN with baselines both quantitatively and qualitatively. We further analyze
different control types through ablations, showcasing emergent properties and applications.

5.1 COMPARISON WITH BASELINES

We present quantitative evaluation of our model with different types of controls in Table 1. Using
a single trained model, we evaluate with (a) precise masks and depth, (b) 2D bounding boxes,
and (c) 3D bounding box masks with depth. For this evaluation, SIGMA-GEN uses only subject
depths, whereas other methods that accept depth are provided with full image depths. As shown
in Table 3, SIGMA-GEN with subject depths performs comparably to the setting when full depth
is provided. For the precise mask and depth case, we use background prompts for fair comparison
to the baselines, while for the coarser controls we use full prompts as the bounding box baseline
MSDiffusion expects full prompts too.

Our method consistently surpasses all baselines in subject consistency, as reflected by DINO-I and
SigLIP-I scores for both single- and multi-subject personalization. For image-to-text similarity
(SigLIP-T), our method outperforms all baselines except Insert Anything* in the single-subject sce-
nario. The stronger SigLIP-T performance of Insert Anything* can be attributed to its use of a
depth-to-image model with full depth to generate an initial image for subject insertion. Our ablation
with full depth (Table 3) confirms that SigLIP-T benefits from access to full depth during generation.

Our method also achieves the lowest MSE between original and generated depths, demonstrating
strong adherence to precise depth control while also supporting coarse depth guidance. In terms of
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Controls Subject Text Depth Quality
DINO-I SigLIP-I SigLIP-T MSE CLIP-IQA MUSIQ

Mask (BG) 74.17 77.52 17.62 40.10 71.26 72.27
Mask + depth (BG) 74.54 77.82 17.73 26.35 72.64 73.21
Mask + depth (FULL) 74.82 77.99 18.26 25.17 73.36 73.53

Table 2: Ablation over increasing guidance.
(BG) represents text prompts describing only
the background, whereas (FULL) describes the
whole scene. Removing depth reduces perfor-
mance while providing full prompts that include
subject names improves performance.

Type of Depth Control Subject Text Depth Quality
DINO-I SigLIP-I SigLIP-T MSE CLIP-IQA MUSIQ

Subject depths (tokens) 74.54 77.82 17.73 26.35 72.64 73.21
Full depth (tokens) 74.32 77.46 18.08 24.43 72.83 73.34
Full depth (ControlNet) 74.10 76.38 17.56 24.42 72.79 73.31

Table 3: Ablation over depth control. Pro-
viding depth beyond the subjects to our method
leads to better quality, depth alignment, and text
alignment. Providing the full depth using a Con-
trolNet leads to loss in subject consistency, and
text alignment.

image quality, measured by CLIP-IQA and MUSIQ, our approach is consistently competitive and
often surpasses baselines across all control types. Notably, SIGMA-GEN performs strikingly well
in the multi-subject setting, significantly outperforming all baselines across every evaluation metric.

For multi-subject personalization with precise masks and depth, we plot SIGMA-GEN’s perfor-
mance as the number of subjects increases (Figure 5), comparing against the strong baseline of
Iterative Insert Anything*. As expected, inference runtime grows much more steeply for the base-
line due to repeated insertions. This iterative process also leads to a reduction in image quality,
as reflected by lower CLIP-IQA and MUSIQ scores. In contrast, SIGMA-GEN maintains quality
regardless of the number of subjects.

In terms of subject consistency, measured by DINO-I and SigLIP-I, SIGMA-GEN experiences
some degradation as the number of subjects increases—largely due to dataset distribution effects
(see Appendix)—yet still significantly outperforms the baseline. Text-to-image consistency scores
remain similar between Iterative Insert Anything* and SIGMA-GEN, with our method achieving
higher performance on average. Finally, our approach preserves spatial consistency across subjects,
as shown by stable MSE values, while the baseline’s performance degrades with more subjects.

We show qualitative comparison for multi-subject personalization with precise masks and depth in
Figure 3. We show examples with three, five and seven subject insertion. For the baseline, with three
and five subjects, we see a loss of identity in the eagle and dove respectively. For seven subjects,
along with loss of identity of the person we also observe that some subjects do not get inserted such
as the chalkboard and the last two tables. In contrast, SIGMA-GEN successfully follows all spatial
and subject controls.

We qualitatively compare the coarser tasks of 2D and 3D bounding box control against the baseline
MSDiffusion, which also relies on bounding boxes. We show a case of seven subject insertion in
Figure 4. MSDiffusion fails to maintain correct position or identity of the subjects. In contrast,
SIGMA-GEN follows spatial and identity controls for both types of control granularities. We show
more examples in the Appendix.

Background Masks Identities Output Background Masks Identities Output

Place these subjects in a street with colorful Holi decorations Place these subjects in an ancient battleground

Figure 6: Insertion using SIGMA-GEN. We show extendability to one-shot single and multiple
identity insertion given a background image based on bounding boxes.

5.2 ABLATIONS

In Table 2 we probe the performance of our method for the precise mask and depth scenario by 1)
removing depth entirely while maintaining precise masks and 2) by providing full scene description
as input prompt. Note than in Table 1 we used background prompts for the precise mask and depth
case (also second row of Table 2) for fair comparison to baselines, but here we use full prompts

8
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Figure 7: Reposing subjects. Through various poses supplied using depth, SIGMA-GEN can
repose deformable subjects on different backgrounds.

for ablation in the last row. We observe that including the full prompt improves scores across all
dimensions compared to using only the background prompt. We also observe that removing depth
but providing precise masks (first row) reduces performance as less information is provided.

Secondly, in Table 3 we probe various methods of providing depth control to our trained model. We
observe that providing the full depth improves performance in all aspects except for subject consis-
tency where it decreases slightly. However, all scores consistently surpass the baselines. We perform
an experiment where we omit depth by passing the structure control image IT as all zeros, but pass
depth externally through a pre-trained ControlNet. We observe degradation in subject consistency,
text alignment and quality compared to providing the full depth via our structure control.

5.3 OTHER APPLICATIONS

Insertion. Although SIGMA-GEN has been trained for personalized image generation based on
spatial/identity controls and prompt, we show that we can enable single and multi-subject one-shot
insertion in Figure 6. For this task, we utilize blended diffusion (Avrahami et al., 2022) as a plug-
and-play method to preserve the background. During inference, we follow the same strategy as we
do for personalized generation, except we use the noised latents of the reference background image
to preserve it . We show single and multi-subject insertion, where we observe that our method is able
to harmonize the style of the subject to that of the background while maintaining correct shadows
and lighting. It should be noted that the multi-subject insertion we show here is not iterative and is
achieved in a single denoising loop.

Reposing. In Figure 7 we show control over a pose of an entity while maintaining its identity using
depths of different poses. We show examples of deformable subjects whose identities across poses
is more challenging to capture.

We show more emergent properties of SIGMA-GEN in the Appendix including the capability to
handle free-form masks, style change, and multiple granularity levels of control in same generation.

6 CONCLUSION

We present SIGMA-GEN, a unified framework for controllable multi-subject, identity-preserving
image generation. Our single model can follow spatial controls across fine-to-coarse granularities
while preserving both the identities and arrangements of multiple subjects. To support this, we in-
troduce a large-scale synthetic data generation pipeline that produces SIGMA-SET27K, a dataset
with up to 10 subjects per image, which we use to train SIGMA-GEN. Through extensive evalua-
tion, we demonstrate that SIGMA-GEN consistently outperforms baselines, with especially strong
gains in scenarios involving five or more subjects. Finally, we showcase additional applications of
SIGMA-GEN, like subject insertion and reposing.

9
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7 REPRODUCIBILITY

We provide details of our method for synthetic data generation in § 3.1 and in the Appendix. We
also state the implementation details of our method trained on said dataset in § 4.1. Our dataset,
models and code will be open-sourced upon acceptance.
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A APPENDIX

A.1 ADDITIONAL DETAILS OF SIGMA-SET27K

We use Qwen-3-8B (Yang et al., 2025) for generating the full, background and subject captions. We
prompt the LLM to generate image generation prompts with 3 to 10 subjects. Based on the individual
subject captions, we use Grounded-Segment-Anything (Ren et al., 2024) to obtain segmentations of
the subjects and masks. We apply multiple filtering criteria in this step. We remove any boxes
that are less than 1% of the total image area and those that are greater than 40% of the image area.
We also remove any duplicate or overlapping masks and only keep one of them. Finally, we only
keep samples that have greater than 2 subjects per image. We use MoGe-2 (Wang et al., 2025b)
for depth estimation. We estimated oriented bounded boxes using Open3D (Zhou et al., 2018) on
depth for each subject. We repose each subject image using Flux.1-Kontext-dev to obtain identity
images. Finally, we get 26435 images with a total of 105756 unique identities. We show the plot
of our training data distribution in Fig. 8. For single and double subject data we process previously
available datasets AnyInsert (Song et al., 2025) and MUSAR-Gen (Guo et al., 2025) to obtain spatial
conditions and captions which we use only for the first stage of training, while using our dataset for
the next two stages. For evaluation, since there exists no other dataset for multi-subject insertion,
we generate the test set in a similar manner as described above. Our test set contains a total of 710
images and 2102 unique identities. We have 200 images containing one subject and we show the
plot of the multi subject eval data in Fig. 8.

Training data distribution Evaluation data distribution

Figure 8: Train and test data distribution of number of images vs number of subjects they contain.

A.2 ADDITIONAL ANALYSIS

In Figure 9 we visualize an attention map of a region of the generated subject, marked in the depth
map and the generated image. We find the attention between the noisy image and the identity image
and visualize the attention mean over the chosen pixel areas for the full identity image. We observe
that the attention map has higher activation near the pink tongue area of the bag that we marked on
the depth/generated image. Identity was sampled from DreamBooth (Ruiz et al., 2023).

We also investigated how providing depth information for areas outside the the subject masks affects
the results. Even though SIGMA-GEN has been trained only for subject depths whose masks are
also provided, it has learned to decouple the depth from the masks. We show this in Figure 10 where
we progressively add regions to the depth while maintaining the same mask and a single identity
image. We observe that SIGMA-GEN follows the provided depth strictly in all cases.

A.3 ADAPTABILITY TO FREE-FORM MASKS DURING INFERENCE.

We probe the capability of our method to mask shapes unseen during training, such as circles or
hand-drawn masks. We see in Fig. 11 that SIGMA-GEN can adapt to these forms of masks while
maintaining identity and positions of subjects. Identities were sampled from DreamBooth.
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OverlaidIdentity Depth Attention mapGenerated image

Selected areaSelected area
Place these subjects on the window sill of a high-rise building 

Figure 9: Visualizing correspondence. We visualize the attention map of a region marked in the
noisy image space over the identity image.

Identity Depth

Mask

Depth

Mask

Depth

Mask

Output Output Output

Place these subjects in a car repair garage

Figure 10: Mask and depth are decoupled. Despite being trained only with subject depths in the
routing mask controls, SIGMA-GEN adapts effectively to increasing areas of depth control.

Masks Masks

Output OutputIdentitiesIdentities

Place these subjects on a beach Place these subjects on a couch

Figure 11: SIGMA-GEN can support circular or free-form masks during test time

A.4 STYLE CHANGE OF SUBJECT THROUGH PROMPT

Fig. 12 illustrates style changes, where prompts such such as “Claymation” and “pencil drawing”
alter the style of the subjects while maintaining overall identity.

Place these subjects to compose: a 
Claymation style red creature standing 
in a desert

identity mask

output

identity

mask

output
Place these subjects to compose: a pencil 
drawing style cat and pencil drawing red 
creature drawn on a notebook

Figure 12: SIGMA-GEN can enable style change of subject(s) based on text.

A.5 COARSE TO FINE CONTROLS IN SAME GENERATION

In Fig. 13 we show that we can provide 2D boxes, 3D boxes, precise mask, and pixel-level depth
at the same time for different subjects in the same image generation loop. This allows flexibility to
choose the control level per subject. Identities were sampled from DreamBooth.
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OutputIdentities Masks, depth Masks, depth OutputIdentities

Place these subjects on a table Place these subjects on the floor of a room

Figure 13: SIGMA-GEN can handle different types of conditions – pixel level mask, depth, 2D box,
3D box mask and depth – all at the same time.

with subject images

with subject images + depth

Depth

Identities

with subject images

with subject images + depth

SIGMA-Gen

Nano BananaGPT-Image

Figure 14: For 10 subject identity-preserved generation case, we test GPT-Image and Nano Banana.

A.6 10 SUBJECT IDENTITY-PRESERVED GENERATION

For the 10 subject generation scenario of Fig. 1, we use Nano Banana (Google, 2025) and GPT-
Image (OpenAI, 2023a). GPT-Image generates an unnatural looking image, does not follow depth,
and also leaves out a subject (dog) in the top image. Nano Banana generates a high quality image
and can follow depth to some extent, however we see identity loss especially in the hot-dog cart, hot
air balloon, and castle.

A.7 LLM USAGE

We use LLMs to find relevant prior work that could not be found with traditional search engines, to
fix grammar and wording. We also used LLMs to brainstorm possible acronyms for the title. All
outputs of the LLM were thoroughly verified by the authors before being added to the manuscript.

A.8 FAILURE MODES

In Figure 15, we show a couple of failure modes of our method. Firstly, for coarser controls if the
overlap among regions is too high e.g. in the case of the cyan and yellow areas, the model may
ignore one of the subjects. Secondly, if the viewpoint of the subject to be generated is significantly
different from that of the identity image, the subject consistency may lower, e.g. observe the paws
of the lion which seem to be facing the front. We also observe loss in human facial identity as the
training data is not specifically designed for this task.
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mask depth

identity
identity

Figure 15: We show two failure cases of our method where subjects may be ignored in coarse con-
trol cases when the overlap is very high, and loss of subject consistency on high viewpoint change.
On the example to the left, the significant overlap of the cyan box (scientist) and the yellow box
(microscope) leads to the scientist not being generated. On the example to the right, even though the
model generates a reasonable image with a viewpoint drastically different from the identity guid-
ance, a closer look on the paws of the lion reveal they are actually pointing to the wrong directions
(circled in red).

A.9 MORE COMPARISON TO BASELINES

We plot evaluation metrics over increasing number of subjects for box control scenario and compare
with MSDiffusion in Fig. 16. We see that subject consistency degrades for MSDiffusion more
steeply compared to ours as subjects increase as evidenced especially by DINO score. SIGMA-
GEN also surpasses MSDiffusion across text-alignment and quality.

We show qualitative comparison with baselines for the single subject controllable identity-preserved
generation case in Fig. 17 for precise mask and depth and in Fig. 18 for coarse controls – 2D and
3D box. SIGMA-GEN consistently preserves identity, generates high quality images and follows
control unlike baselines.

We show more comparison with baseline for multi-subject identity-preserved generation for coarse
controls in Fig. 19. Again we observe that the baseline loses out on identity, quality, and correct
positioning, often ignoring some subjects. For SIGMA-GEN we see that the 3D box generations
get more positioning information in terms of relative depths of subjects compared to the 2D box
scenario and correctly positions all the subjects following the depth.
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Figure 16: Comparison with baseline on coarse control multi-subject identity-preserved generation
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Figure 17: Qualitative comparison with baselines for single-subject generation in the case of precise
mask and depth control. We prepend “Place these subjects in” to the prompts for our method.
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Figure 18: Qualitative comparison with baselines for single-subject generation in the case of coarse
controls. We prepend “Place these subjects to compose: ” to the prompts for our method.

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Under review as a conference paper at ICLR 2026

M
SD

iff
us

io
n

SI
G

M
A-

G
en

SI
G

M
A-

G
en

SI
G

M
A-

G
en

SI
G

M
A-

G
en

Box coordinates

Box Masks

M
SD

iff
us

io
n

Box Masks

Box coordinates

3D Box Masks Depth3D Box Masks Depth

IdentitiesIdentities

an archer, a horse, a bow - in a forest 
clearing with tall trees

a barista, a sparrow, a coffee cup, an espresso 
machine, a saucer, a menu board, a table - in small 
coffee shop with brick walls

Figure 19: More qualitative comparison results with baseline for multi-subject generation in the case
of coarse controls. We prepend “Place these subjects to compose: ” to the prompts for our method.
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A.10 POST REVIEWS - QUANTITATIVE EVALUATION ON DREAMBOOTH

We conduct quantitative evaluation on the DreamBooth dataset Ruiz et al. (2023), where specifically
we use the first image of every identity as the reference image and extract controls - depth and masks
from all the other images which we treat as the targets. Similar to our data construction strategy
described in Section A.1, we use MoGe-2 for depth estimation and Grounded-Segment-Anything
for obtaining masks from both reference and target images. We also caption each target image using
Qwen-2.5-VL. We use the same evaluation metrics as we did for our test datasets. In Table 4, we
show that our method surpasses the previous baselines on the DreamBooth dataset as well.

Method Subject Text Control Depth Quality
DINO-I SigLIP-I SigLIP-T MSE CLIP-IQA MUSIQ

Si
ng

le
Su

bj
ec

t

Insert Anything* 77.95 81.60 16.22 Mask, Depth 201.7 67.18 67.77
Flux Kontext* 82.29 82.91 16.26 Depth 99.8 67.05 64.99
SIGMA-GEN 82.84 84.06 16.27 Mask, Depth 58.4 71.43 70.32

MSDiffusion 76.44 82.63 2.07 Bbox - 62.79 66.42
SIGMA-GEN 82.25 83.19 16.03 Bbox - 71.50 70.19

SIGMA-GEN 82.30 83.88 16.17 Mask, 3D bbox - 71.62 70.21

Table 4: Evaluation on DreamBooth dataset for single subject generation.

A.11 POST REVIEWS - ADDITIONAL QUALITATIVE EVALUATION WITH REAL REFERENCES

We would like to point to Figures 9, 11, 13 where we previously showed generations using Dream-
Booth identities. We also include additional qualitative results in Figure 20. For this figure, we
sample identities from the Dreambooth and DeepFashion (Liu et al., 2016) datasets. Even though
SIGMA-GEN has not been trained on datasets for human facial identity preservation, it handles per-
son identities robustly. Performance on facial identity can be improved further with focused datasets
in this domain. As stated in Section A.1, our training dataset also contains real domain single subject
insertion - AnyInsert dataset samples which aids in robustness to real world samples.

Identities from 
DreamBooth

Depth Identities from 
DeepFashion

Routing mask Routing mask

Identities from 
DeepFashion

Routing mask

Identities from 
DreamBooth

“Place these subjects in a 
kid's playroom” 

“Place these subjects in a modern 
office with large windows” 

Depth

Routing mask

“Place these subjects talking 
to each other at a farm” 

“Place these subjects on a 
mountain at sunrise” 

Figure 20: Qualitative results with real reference images. SIGMA-GEN robustly preserves iden-
tities of multiple real references across pose and viewpoint changes.
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A.12 POST REVIEWS - ADDITIONAL QUALITATIVE COMPARISON WITH COMMERCIAL
MODELS

We point to Figure 14 where we showed comparison to NanoBanana and ChatGPT for 10 subject
controllable generation case. In Figure 21 we show that even with fewer number of subjects - 4 or 5
- both NanoBana and ChatGPT cannot adhere to the depth and also tend to lose identity (sloth toy
in NanoBanana, vase in ChatGPT, red monster toy in NanoBana, IPA can in ChatGPT).

Identities from 
DreamBooth “Place these subjects on a lawn” 

NanoBanana ChatGPT Ours

Identities from 
DreamBooth “Place these subjects in a kid’s playroom” 

NanoBanana ChatGPT Ours

Depth

Depth

Figure 21: Comparison to commercial models. Unlike, NanoBanana and ChatGPT, SIGMA-GEN
adheres to structure control and preserves identity of every subject.

A.13 POST REVIEWS - COMPARISON WITH INSERT-ANYTHING TRAINED ON OUR DATASET

We fine-tuned Insert Anything starting with their given model on SIGMA-SET27K. We conduct
this training by choosing one identity from our images at a time randomly to train for insertion using
the same strategy as Insert Anything for 5k steps (as suggested in their paper). We show the results of
this experiment in Table 5 (row 2) for multi-subject insertion. We see slight improvement in identity
preservation, and more improvement in image quality. However, this model still significantly lags
behind SIGMA-GEN mainly owing to the iterative strategy of insertion for multiple subjects.

Method Subject Text Depth Quality
DINO-I SigLIP-I SigLIP-T MSE CLIP-IQA MUSIQ

Insert Anything* 72.72 75.58 17.66 203.4 44.41 48.86
Insert AnythingTR 72.84 75.65 17.64 187.3 49.93 52.06
SIGMA-GEN 74.54 77.82 17.73 26.4 72.64 73.21

Table 5: Effect of fine-tuning Insert Anything on SIGMA-SET27K
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A.14 POST REVIEWS - ABLATION OVER ROUTING CONTROL

We explore different strategies for providing the routing control and show our ablation in Table 6.
For the experiment with removing routing control (row 1), we omit the color assignment strategy and
assign each box the same color intensity = 10. In row 2, we use the same order for pasting colored
boxes for both channels (see Section 3.4). We observe that removing routing leads to a sharp decline
in identity preservation. Removing biderection compositing also reduces identity preservation but
less prominently, but image quality and text alignment remains similar. This can be associated to
the model being able to generate most identities without bidirectional compositing but in erroneous
locations and sizes.

Method Subject Text Quality
DINO-I SigLIP-I SigLIP-T CLIP-IQA MUSIQ

without routing 64.07 64.69 17.11 68.11 69.43
without bidirectional compositing 69.67 71.92 17.19 68.82 70.42
proposed routing 71.90 73.15 17.21 68.83 70.96

Table 6: Effect of routing strategy on multi-subject generation with 2D bounding boxes

A.15 POST REVIEWS - ABLATION OVER EFFECT OF CURRICULUM LEARNING

We show in Table 7 that on training with the complete dataset together reduces performance across
all aspects for multi-subject generation using 2D bounding boxes. Since we start training with
Flux Kontext which can handle a single reference image, we find it beneficial to gradually increase
number of references in terms of reducing routing confusion and ensuring all subjects get included.

Method Subject Text Quality
DINO-I SigLIP-I SigLIP-T CLIP-IQA MUSIQ

without curriculum learning 65.36 66.39 17.04 67.94 68.47
with curriculum learning 71.90 73.15 17.21 68.83 70.96

Table 7: Effect of curriculum learning on multi-subject generation with 2D bounding boxes

a) visualization b) questions

Figure 22: Setup of human study. We illustrate our designed human study setup. a) We show
identities, routing mask and generated images of Insert-Anything* and SIGMA-GEN. On hovering
over an identity (shield selected in this case) the corresponding region in the generated images is
highlighted for the users to compare. b) We show the questions we ask the users to evaluate the
methods.
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Figure 23: Results of user study. We show that users prefer SIGMA-GEN over the baseline more
frequently in terms of image quality, alignment to mask control, and alignment to identity control.

A.16 POST REVIEWS - HUMAN STUDY

We show the setup of our designed human study in Figure 22. We designed this evaluation for using
precise mask and depth with SIGMA-GEN and the baseline Insert-Anything* for multi-subject
identity preserved generation. Our user study contains 30 samples of multi-subject generation - 5
each for two, three, four, five, six, and seven subject cases. Up till December 2nd, we have obtained
a total of 125 responses across 19 participants. We show the results in Figure 23. We observe that
users preferred SIGMA-GEN in all three areas considered - quality, mask alignment and identity
preservation.
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