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Abstract

Recent disentangled representation learning (DRL) methods heavily rely on factor-
specific strategies—either learning objectives for attributes or model architectures
for objects—to embed inductive biases. Such divergent approaches result in signif-
icant overhead when novel factors of variation do not align with prior assumptions,
such as statistical independence or spatial exclusivity, or when multiple factors
coexist, as practitioners must redesign architectures or objectives. To address
this, we propose a compositional bias, a modular inductive bias decoupled from
both objectives and architectures. Our key insight is that different factors obey
distinct "recombination rules” in the data distribution: global attributes are mutually
exclusive, e.g., a face has one nose, while objects share a common support (any
subset of objects can co-exist). We therefore randomly remix latents according
to factor-specific rules, i.e., a mixing strategy, and force the encoder to discover
whichever factor structure the mixing strategy reflects through two complementary
objectives: (i) a prior loss that ensures every remix decodes into a realistic image,
and (ii) the compositional consistency loss introduced by Wiedemer et al. [S0],
which aligns each composite image with its corresponding composite latent. Under
this general framework, simply adjusting the mixing strategy enables disentan-
glement of attributes, objects, and even both, without modifying the objectives
or architectures. Extensive experiments demonstrate that our method shows com-
petitive performance in both attribute and object disentanglement, and uniquely
achieves joint disentanglement of global style and objects. Code is available at
https://github.com/whieya/Compositional-DRL.

1 Introduction

Understanding the underlying structure of data has become increasingly important for building
robust and interpretable machine learning models. A key approach to addressing this challenge is
unsupervised disentangled representation learning (DRL) [1}[16], which aims to factorize data into its
fundamental compositional concept representations. By interpreting the world through compositional
concepts, it becomes feasible to decompose unseen data into simpler, more interpretable components.
Moreover, this approach dramatically improves the data efficiency of learning [24} 26], as unseen
data can be explained as combinations of already learned concepts.

As a key theoretical insight in DRL, Locatello et al. [30] show that disentangled representations
aligned with underlying ground-truth factors of variation cannot be reliably achieved without ap-
propriate inductive biases or explicit supervision. Consequently, designing a method to embed
suitable inductive biases, which impose constraints on the model or assumptions about the data, has
become a central challenge in DRL. Specifically, attribute disentanglement methods often enforce
information-theoretic objectives [29, [52], while object disentanglement methods leverage spatial
exclusivity through architectural components, such as slot attention encoders [[19, 31} |41]], or additive
decoders [12} 25]].
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Figure 1: Overview of our method. To derive a compositional bias, we analyze the compositional structure of
attribute and object, and implement it as a mixing strategy. Given a mixing strategy, we decode composite
representations into an image and minimize our prior loss and consistency loss to ensure it is both realistic and
aligned with the latents. Note that the figure illustrates a specific example for object mixing strategy.

Despite impressive progress in each domain, current approaches are constrained by divergent factor-
specific strategies for embedding inductive biases, either through learning objectives or architectural
components. These vastly different, factor-specific designs embedded within architectures or objective
functions require substantial engineering when encountering a novel factor of variation that may
violate prior assumptions, such as statistical independence or spatial exclusivity, or when different
factors co-occur, as practitioners must redesign architectures or loss functions. Identifying suitable
objective functions or architectural components for new factors is challenging, given the vast design
space. This motivates the need for a general framework that simplifies inductive biases into a modular
component, applicable to various disentanglement factors.

As a first step toward this goal, we propose a compositional bias, a modular inductive bias decoupled
from both learning objectives and architectures, enabling disentanglement of different factors within
a single framework. In particular, we formulate DRL as a process of maximizing compositionality,
where the compositional bias characterizes factor-specific biases by defining valid ways to compose
disentangled representations. Given two sets of latent representations from different images, we
construct a composite representation by exchanging random subsets of latents and maximizing
the validity of the resulting composite image, measured by data likelihood and compositional
consistency [50]]. Analyzing the compositional structures of attributes and objects, we derive specific
compositional biases, or mixing strategies, that determine valid compositions for attribute and object
disentanglement. Incorporating factor-specific biases into this modular mixing strategy, rather than
into the architecture or objective function, allows our method to disentangle objects and attributes
under a single framework by simply switching the mixing strategy. Our contributions are as follows:

* We propose a disentanglement framework that decouples factor-specific inductive biases
from learning objectives and architectures, enabling both attribute and object disentangle-
ment under a single set of objectives and architectures.

* We derive mixing strategies as a compositional bias, embedding factor-specific biases in a
modular way and propose specific strategies for attribute, object, and joint disentanglement.

* We compare our methods against baselines specifically designed for attribute or object
disentanglement. For attribute disentanglement, our method achieves the best DCI [10],
while on object-level tasks, it performs comparably to state-of-the-art methods. Notably, our
method demonstrates joint disentanglement of both factors within a single framework.

2 Background

In this section, we review the two main streams of disentangled representation learning: attribute
and objectﬂdisentanglement. In particular, we explain how current approaches incorporate factor-
specific inductive biases into either learning objectives or model architectures, and why this tight
coupling limits the ability to generalize these biases across different factors of variation. For a more
comprehensive review of the literature, we refer the reader to Appendix [A3]

' We refer to attribute factors as properties shared globally across an entire scene, e.g., color, style, while

object factors are distinct spatial entities within a scene, such as individual objects.



Attribute disentanglement In attribute disentanglement [3, 5, 16, 22} [37]], scenes are assumed to
consist of a fixed set of random variables [22], with methods typically enforcing statistical indepen-
dence among latent dimensions through learning objectives to achieve attribute representations. For
example, [3} 15 22] incorporate Total Correlation [48] into the VAE framework, while [29,37] use
contrastive regularization to ensure that variations in each latent lead to distinct changes in the output
space. More recently, [52] proposed minimizing an upper bound on mutual information among latent
variables. These information-theoretic objectives work well when the data consist of a fixed set of fac-
tors, with each latent variable corresponding to a specific factor. However, incorporating such biases
directly into the learning objective is not straightforward in general. For instance, in object-centric
scenes with varying numbers of objects and permutation invariance, defining information-theoretic
objective becomes non-trivial. As a result, practitioners must devise entirely new objectives or models
for novel scenarios, such as object-centric scenes. This underscores how embedding the bias directly
into the objective function limits generalization to new factors of variation.

Object disentanglement Object-centric learning [4) [11} [14} [31]] typically models a scene as an
unordered set of object representations sampled from a shared generative process, such that permuting
these representations does not affect the rendered image. Since measuring independence among object
representations is challenging, existing methods often rely on architectural biases that enforce spatial
exclusivity. Early approaches implement this by rendering each latent as a pair of an image and a
mask, then blending these pairs to form the final output [4} (11} 14} [28]], with each mask corresponding
to a distinct region. Slot attention-based methods [19, |31} 141]] similarly impose spatial exclusivity
in the encoder, assigning each latent to specific spatial locations in the input. Although these biases
effectively disentangle objects, they fail to capture global attributes, such as global style, which are
defined for the entire image, as their underlying assumptions no longer hold. Consequently, whenever
these assumptions are violated, the architecture must be redesigned, which is non-trivial and costly.

3 Method

Our goal is to design a modular inductive bias for DRL, decoupled from learning objectives and
architectures. In this section, we present overall formulation to maintain identical learning objectives
and architectures across different factors (Sec. [3.1)), how we derive a modular inductive bias for
different types of factors (Sec.[3.2)), and detail specific learning objectives of our framework (Sec. [3.3).

3.1 DRL via Maximizing Compositionality

To modularize inductive bias for disentanglement, we construct a framework where learning objective
and model architecture are not factor-specific. We formulate the learning objective of DRL as maxi-
mizing the validity of composite images generated by random recombination of latent representations,
where validity is measured by data likelihood and consistency with given composite representations.
This objective enforces recombination of disentangled factors to yield realistic images, without
introducing any factor-specific biases into the model architecture or objective function.

Let x € RHXWXC be an input image, and z = {z;}!£, be a corresponding set of K latent
representations, where each z; € RP capturing independent factors of variation. Building on an
autoencoding framework, the encoder Fy maps x into z and the decoder Dy reconstructs x from z.
To further regularize the compositionality of representations, we first generate composite images x°
by decoding concatenated random subsets of latents from two images x!, x2. Formally, we define
x¢ = Dy(m(Ep(x!), Eg(x?))), where 7(-,-) : RE x RE — R is a stochastic mixing operator
between two sets of latents. We refer to specific designs of (-, -) for disentangling different factor
types as the mixing strategy, which will be detailed in Sec.[3.2] Given x¢, the compositionality of the
representations is maximized through the prior loss and compositional consistency loss ( Sec.[3.3).
Note that factor-specific biases will be embedded in mixing strategy, while the overall architectures
and learning objectives remain unchanged regardless of the factors.

While Jung et al. [21]] explored a similar compositional objective, their work focused primarily on
object disentanglement and relied on object-specific architectures, e.g., a slot-attention encoder,
thereby limiting its applicability to other factors such as attributes. In contrast, our approach imposes
no factor-specific bias on either the architectures or the objectives. Instead, we focus on demonstrating



how factor-specific biases can be injected via mixing strategy, allowing disentanglement of different
types of factors within a single framework.

3.2 Mixing Strategy

In this section, we illustrate how factor-specific inductive biases can be implemented with mixing
strategies. We first note that not all compositions of individual factors from different images produce
valid images. For instance, when recombining the ground-truth (GT) factors of two face images,
compositions containing two noses are invalid. This is because GT factors follow a particular
compositional structure to form a complete image. Guided by this compositional structure, we
formalize valid recombinations of factors using the factorized support assumption [39]]. It assumes
that the support of disentangled factors’ distribution factorizes over individual factors. Formally,
let us denote the support of p(z) as S(p(z)) = {z|p(z) > 0}. Then z has a factorized support if
S(p(z)) = S(p(z1)) x S(p(z2)) X -+ x S(p(zKk)), where x denotes the Cartesian product. It
implies that any random combination of z; extracted from distinct images corresponds to some valid
image x. Based on this assumption, we analyze the different properties of each factor’s support and
derive mixing strategies between two images E] that define valid compositions.

Mixing Strategy for Attribute Disentanglement In attribute disentanglement, it is typically
assumed that each scene consists of K unique factors [22, 52]]. For example, a ball consists of a
fixed set of features such as color, texture, material, etc, with each factor being distinct and appearing
only once. This implies that each latent z; has a distinct support S(p(z;)) # S(p(z,)) for all i # j.
Therefore, when combining each latent z; from different images into a composite representation
z¢, each latent z; should be uniquely sampled from its own support. This suggests that the mixing
strategy between z', z? should guarantee mutual exclusiveness, i.e., each latent z; is drawn from one
of the two images, but never from both, so that the resulting z° always contains K distinct factors.
Formally, let I C {1, ..., K} be arandomly sampled subset of the index set. The mixing strategy
Tattr fOr attribute disentanglement is defined as:

Tater (2, 2%) :{z}|j EI}U{Z?U e I°}. (D

Mixing Strategy for Object Disentanglement Object-centric learning often decomposes a scene
into K interchangeable representations, each encoding single object instance. Since each object can
exist independently of other objects, replacing an object in one image with any object from another
image still yields a realistic composition. Formally, this means all z; share the same support, i.e.,
S(p(z:)) = S(p(z;)) fori,j € {1,..., K}. Consequently, replacing z; with any z; from different
images remains within the valid support of p(z). The mixing strategy for object disentanglement
therefore involves randomly sampling K elements from the joint set of z! and z2. Unlike the mixing
strategy for attributes, this approach permits unrestricted exchanges between z; and z? at different

indices (see Figure . Specifically, let I', 12 C {1,..., K} be randomly sampled subsets of the
index set. Then the corresponding mixing strategy moy; is defined as:

ﬂ'obj(Zl,ZQ) = {zjl\j cer'lu {Z?l] € I}, where |I*| + |I?| = K 2)

Mixing Strategy for Joint Disentanglement Unlike prior assumptions that consider either only
attributes or objects, real-world scenes often contain both attribute factors and multiple objects,
e.g., images with several objects rendered in varying artistic styles. While objective-level biases
and model architectures in previous work require non-trivial modifications to capture both types
of factors (Sec. [2)), our framework naturally extends to this scenario. As attribute factors require
mutual exclusiveness while object factors permit arbitrary exchange, we simply partition the K
latents into the first M latents for attributes and the remaining K — M latents for objects, and apply
the corresponding mixing strategies to each. Formally, let z{ ., and z?,;, be the M attribute latents,
and z}, 1., and 23, . the K — M object latents. Then the mixing strategy 7jo:n¢ is defined as:

7Tjoint(zlv Z2) = 7Tattr(z%:Mv Z%:M) U 7Tobj(z}\/IJrl:Ka z?\/IJrl:K) 3

where 7444 and 7, are defined in Eqs. (I)) and (2)), respectively.

2 We demonstrate that mixing from two images is equivalent to mixing from multiple images (Appendix i



3.3 Learning Objectives

Given a composite image x¢, we maximize its validity measured by likelihood p(x€) and consistency
with z¢. Note that maximizing the likelihood p(x¢) alone may lead to degenerate solutions that
generate realistic images irrelevant to z°. The compositional consistency objective prevents it by
ensuring the alignment between x° and z¢. Below, we provide a detailed description of each objective.

Maximizing Likelihood of Composite Images To maximize the likelihood of x°, we leverage a
pre-trained diffusion model G, for its strong mode coverage [51]] and compositional generalization
capability [32]. Since denoising loss in diffusion models serves as an upper bound for the negative log-
likelihood [[17]], minimizing the denoising loss with respect to X is one way to increase the likelihood
p(x°). However, due to the expensive and noisy computation of gradients in back-propagating
through a diffusion decoder, we approximate the gradient to optimize p(x€) as in [21} [34]:
ox°
€) 5 @

where t ~ U (tmin, tmax) 1S @ timestep, wy is a timestep-dependent function, € ~ A/(0, I) is a Gaussian
noise. xy = /a:x° + o€ denotes a noised image of x° and wy is usually set to atz [34].

Veﬁpnor(@) = ]Et,e[wt(Gw (Xfa t) -

We emphasize that we use a pre-trained, frozen, unconditional diffusion model for likelihood
maximization. This is in contrast to L2C [21] that employs a representation-conditioned diffusion
model G(x|z) for likelihood maximization. In L2C, the conditional score function is learned via a
denoising loss conditioned on the encoded latent z of individual images. In this setup, the diffusion
model encounters out-of-distribution (OOD) latents z¢ from mixed representations during likelihood
maximization, but there is no guarantee that the score estimation under these OOD conditions G (x|z°)
will be valid. Instead, our method leverages a pre-trained unconditional diffusion model to directly
optimize likelihood and generate realistic images, while avoiding the OOD conditioning issue in L2C.
In Appendix [A.9] we further compare our method to L2C’s approach by additional experiments.

Compositional Consistency Loss Minimizing the prior loss alone could lead to a degenerate
solution, such as generating arbitrary realistic composite images x regardless of the given z¢. To
prevent such degeneracy, we adopt compositional consistency loss from Wiedemer et al. [50] to
ensure alignment between z° and the inverted latent 2° = Ey(D(2z°)) so that x° faithfully reflects
the contents of z°. However, empirical observations reveal that minimizing the absolute distance
directly is insufficient to prevent misalignment between x¢ and z°. In practice, we find that the z
from all images tend to cluster closely together in the latent space, when directly minimizing the
distance between z¢ and z°¢. This clustering keeps the distance between z¢ and z¢ small even when
the composite image x¢ does not faithfully reflect z¢. To address this, we instead minimize the
relative distance between z° and Z¢, i.e., their distance relative to negative samples, which are latents
from other random images. This effectively strengthens the penalty on z¢ and z¢ even when their
absolute distance is small, ensuring that z° must not only match z¢ but also remain distinguishable
from negative samples. Formally, we define the compositional consistency loss, inspired by the
InfoNCE loss [33]], as:

exp(d(2°,z°)/7)
Zie{l,...,B} exp(d(z¢,2%)/7)’

where 7 and d(-) denote temperature and cosine similarity, respectively, and B is a batch size. Note
that we should consider the correspondence between z¢ = {z§,...,z%} and 2° = {25,...,2%}
to compute the cosine distance. This can be problematic for object disentanglement, as object-
disentangled representations can have permuted orders due to our mixing strategy. In this case, we
first apply the Sinkhorn-Knopp algorithm [8]] to compute a soft assignment between z° and z°, then
use the assignment-weighted sum of the distances to compute the loss.

Lcon(0) = —log 4)

Overall Objectives Following the common practice in DRL [[19} 21} 22, 52]], our framework is
built upon the auto-encoding framework. Specifically, instead of directly reconstructing the image,
we minimize a denoising objective using a diffusion decoder, following recent methods [21} 52] as:

Lrecon(0,9) = Bet [wy - | Dy (x4, t, Ep(x)) — € |*] (6)

where x; = \/aux + /1 — & is a noised image of x with timestep ¢, a; = Hf(l — B;) is a schedule
function, and wy is the weighting parameter. As we use the diffusion decoder Dy, we use iterative
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Table 1: Quantitative results on attribute disentanglement. Our

method achieves state-of-the-art performance in almost all of the G - ‘ - n -- -

datasets, except FactorVAE score in Cars3D. We report mean of Figure 2: Qualitative results on Shapes3D.
10-repeated runs. Standard deviations are in Appendix @ Our method identifies all GT factors.

orien

decoding when generating the composite image x© from the diffusion decoder, but omit the expression
for notational simplicity. The overall objective is given as:

[:Total(97 ¢) = ERecon(aa ¢) + APriorEPrior(g) + >\C0n£C0n (9)7

where Apyior and Aco, controls the relative importance of the objectives. Note that Lpyior and Lo, are
optimized only with respect to the encoder parameters (), while keeping the decoder parameters (¢)
fixed. This prevents unintended cooperation between the encoder and decoder that could generate
realistic composite images from suboptimal latent representations.

4 Experiment

Implementation Details We implement the decoder D as a latent diffusion model built on a
pre-trained VAE following [21}152]. Since the diffusion decoder operates on VAE features, we design
the image encoder to take these VAE features as input. For object disentanglement, we adopt the
same encoder architecture used in recent methods [[19} 21], but replace the slot attention module with
a lightweight transformer (QFormer [27]]) to avoid the inherent inductive biases of slot attention. In
attribute disentanglement, we follow the DisDiff [52] encoder design. When generating the composite
image x¢ from z°, we use a few steps (1-4 steps) DDIM [44]] sampling to reduce the computational
cost of iterative decoding. Because backpropagating gradients through all decoding steps is often
prohibitive, we follow recent work on diffusion model fine-tuning [7, 135] to truncate the gradient at
the last decoding iteration. For the generative prior G, we train an unconditional latent diffusion
model on each training dataset from scratch. See Appendix [A.6] for additional implementation details.

Datasets For attribute disentanglement, we evaluate our method on Shapes3D [22], Cars3D [36]],
MPI3D [13]], which are standard datasets in attribute DRL. Each data in these datasets is generated
from a fixed number of GT factors. Following [37}152]), all experiments in attribute DRL are conducted
at a 64x64 image resolution. For object disentanglement, we use three multi-object datasets, including
CLEVR-Easy [42], CLEVR [20], and CLEVR-Tex [42]. Each dataset consists of multiple instances
of objects in different object properties, such as colors and shapes. To evaluate joint disentanglement
of attributes and objects, we introduce the CLEVR-Style dataset, a new variant of the CLEVR dataset
augmented with four distinct artistic styles (see Appendix [A7). A style is regarded as a global
attribute of the scene, as it is uniquely determined for each data. This construction yields a complex
set of scenes in which both the style and the individual objects must be disentangled. For object- and
joint disentanglement, all experiments are conducted at a 128x128 image resolution.

4.1 Attribute Disentanglement

We compare our method with: (1) VAE-based methods, including FactorVAE [22] and 8-TCVAE [3]],
(2) GAN-based methods, including InfoGAN-CR [29]], GANspace (GS) [15], LatentDiscovery
(LD) [47], and DisCo [37]], and (3) the diffusion-based model DisDiff [52]. Note that ours and
DisDiff use the same encoder and diffusion-decoder architecture. For methods with vector-wise
disentanglement, we follow [9,52]] by applying PCA as a post-processing step for evaluation. We use
standard evaluation metrics for disentanglement: the FactorVAE [22] score and the DCI [[10] metric.
We provide brief descriptions of these metrics in Appendix [A23]



Table 2: Comparisons on object property prediction. Ours achieves performance comparable to state-of-the-art
methods. For the position® of CLEVREasy, we use the discrete labels in the dataset and reports the accuracy.

\ CLEVREasy | CLEVR | CLEVRTex
Method
et | Shape (1) Color (1) Position™ () |Shape(1) Color(1) Material(1) Position({)|Shape(1) Material(1) Position(])
SA 72.25 72.33 44.08 79.4 91.30 93.18 0.064 30.44 7.890 0.482
SLASH| 86.06 89.23 46.97 83.28 92.26 93.16 0.078 53.13 37.49 0.148
LSD 96.03 98.05 50.29 87.66 91.46 94.87 0.062 68.25 51.54 0.197
L2C 92.78 93.57 47.62 73.61 74.03 86.93 0.168 71.54 51.62 0.116
Ours | 95.81 95.38 50.72 87.04 93.93 94.81 0.032 | 70.90 52.2 0.133
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Figure 3: Qualitative results on object-wise manipulation. Objects marked by red arrows are replaced with those
marked by green arrows. It demonstrates that our method effectively disentangles individual objects. We also
find empty latent (depicted with ¢), which makes our approach capable of handling varying number of objects.

Main Results In Tab.[I] we compare our method to baselines for attribute disentanglement. Our
method outperforms all baselines on the Shapes3D and MPI3D by a clear margin, achieving 8%
higher FactorVAE score and a 15.7-21.4% higher DCI metric than the second-best methods. On the
Cars3D, our method achieves the highest DCI metric. Notably, our method outperforms the state-
of-the-art baseline DisDiff [52]] by a clear margin on the Shapes3D and MPI3D. This demonstrates
the effectiveness of our compositionality maximization approach, which directly enforces support
factorization via a mixing strategy. Meanwhile, our method significantly outperforms FactorVAE [22],
which similarly employs random mixing of latents but is constrained by a VAE-based total correlation
minimization. In contrast, our method is not restricted by specific model architecture such as VAEs,
enabling vector-wise disentanglement and an expressive diffusion decoder, which together lead to
stronger performance.

Qualitative Results In Fig. 2| we analyze the quality of our disentangled representations by
swapping latent representations between images. We encode one target image and six source images
into K latent representations each. For each k € {1, ..., K'}, we construct swapped representations by
replacing the k-th latent of the source images with the k-th latent of the target image, then decode these
representations into the resulting images. The result shows our method’s effectiveness in attribute
disentanglement and compositional image generation. On Shapes3D, our approach successfully
identifies all six GT factors of variation. Additional results on Cars3D (Appendix [A.T0) show it
captures three independent factors, enabling controlled manipulation of each factor.

4.2 Object Disentanglement

We compare our method with state-of-the-art object-centric approaches that use slot attention encoder:
SA [31]], SLASH [23], LSD [19], and L2C [21]-where LSD and L2C also employ diffusion decoders.
We shared the same latent diffusion architecture for all diffusion-based approaches.

Object property prediction Following [21]), we evaluate the quality of object representations
via an object property prediction. In this task, the correspondence between the object representation
and its true label is determined through Hungarian matching using object masks. For the baselines,
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Figure 4: Object segmentation results on CLEVRTex. Despite lacking a built-in spatial clustering mechanism
(e.g., slot-attention), our method combined with a Spatial Broadcast Decoder consistently captures complete
objects, whereas the baselines often split objects across multiple latents.

slot attention’s attention weight produces these masks [19]]. Meanwhile, our framework lacks a slot
attention module, so we identify each object’s region by averaging the difference in output images
when composing each representation with others. More details can be found in the Appendix [A-§]
Tab. 2] demonstrates that our method achieves competitive performance compared to state-of-the-art
baselines, LSD, and L2C. Specifically, our method outperforms LSD on CLEVRTex and achieves
comparable performance on CLEVR and CLEVR-Easy. It demonstrates the effectiveness of our
mixing strategy as an inductive bias for object disentanglement, replacing slot-attention. In com-
parison to L2C, which also maximizes compositionality, our method performs better on CLEVR
and CLEVR-Easy, while being competitive on CLEVRTex. We note that L2C degrades on CLEVR,
likely due to undesirable positional biases. Overall, despite our method’s broader generality to both
attribute and object disentanglement within a single framework, it achieves performance comparable
to state-of-the-art methods tailored solely for object disentanglement.

Object-wise manipulation In Fig.[3] we qualitatively explore the compositionality of our object
representations. Given pairs of images, we encode each image into K latents, then create a mixed
representation by swapping a single latent between images and decode them into composite images.
In the figure, we replace one object (red arrow) from the first column with the corresponding object
from the first row (green arrow). The result demonstrates that our approach encodes individual objects
in a disentangled way, enabling object-wise image manipulation. To be more specific, columns two
through five show that each swapped object from the first row is successfully inserted into the first
column’s image, while the original object is removed from the scene. Moreover, in the fifth row
and fifth column, we observe that our method allows the emergence of latent encoding of empty
information.

Unsupervised object segmentation We evaluate  Table 3: Comparisons on object segmentation.
object representations through unsupervised object

segmentation. Unlike slot-attention based methods,  yethod | CLEVR |  CLEVRTex

which inherently cluster pixels spatially, our approach | FG-ARI mloU mBO | FG-ARI mloU mBO
does not provide a built-in mechanism to group pixels, 15 | 9174 2559 2584| 7164 5626 5675
so object segmentation masks cannot be extracted di- ~ L2C | 80.05 2561 26.33| 82.55 5833 58.68

rectly. Nevertheless, to evaluate the quality of object ~_ Ours | 2120 26.54 26.65| 87.68 S8.88 59.12

representations, we train a Spatial Broadcast Decoder

(SBD) [49] on top of frozen object representations with a reconstruction loss in an unsupervised
manner. We followed [[14] to extract explicit object masks for each representation using the SBD. We
also apply this approach to the slot-attention-based baselines, as it yields better results. We provide
more details in the Appendix [A.TT]

Tab. 3] shows our object segmentation results. On CLEVRTex, our method outperforms both LSD and
L2C in FG-ARI, mloU, and mBO (See Appendix@for definitions of metrics.) On CLEVR, ours
achieves the best mloU and mBO scores, with FG-ARI comparable to LSD. We observe relatively




Table 4: Evaluation of joint disentanglement on CLEVR-Style dataset.

Method | Style | Object

| Ace(t)  GRAM({) | Shape(t)  Color(f)  Material(t)  Position({)
DisDiff 0.900 13.90 N/A N/A N/A N/A
LSD 9.500 12.97 81.64 88.93 93.42 0.076
L2C 12.20 12.86 85.02 95.35 95.35 0.046
Ours 96.50 5.050 83.56 90.48 93.74 0.053

Source mmmp Target ‘ DisDiff object

-
=
9,
2
=

Figure 5: Qualitative comparisons on Style transfer in Figure 6: Object manipulation of our
CLEVR-Style dataset. method in CLEVR-Style dataset.

lower mloU and mBO on CLEVR, likely because including the constant background in each object’s
latent representation does not affect compositional generation, thus avoiding penalties from the
compositional loss. Since these backgrounds carry no meaningful information, they do not impact
the quality of object representations. Fig. El shows qualitative segmentation results on CLEVRTex.
Our method consistently encodes complete objects into distinct latents, whereas LSD and L2C often
split objects across multiple latents.

4.3 Joint Disentanglement of Attribute and Object

In this task, we evaluate the disentanglement of both global attributes (style) and objects in the
CLEVR-Style. We compare our method against DisDiff, LSD, and L2C which are state-of-the-art
methods in attribute and object disentanglement. For object disentanglement, we evaluate on an
object property prediction task. To assess style disentanglement, we sample 1K image pairs with
identical content but different styles, swap the style latent of the first image with that of the second,
and check whether the synthesized image matches the second. Quantitatively, we report GRAM
loss [12] and style prediction accuracy on synthesized images, where we trained a ResNet classifier
for style prediction in a supervised manner. While our method can specify the latent for encoding the
style, i.e., allocating the first latent as an attribute factor and applying the attribute mixing strategy,
the baseline models do not have such mechanisms. To identify the style latent in baselines, we decode
all K x K possible latent exchanges between two images and choose the pair yielding the lowest
style loss. To further assess the scalability and robustness of our method on more complex datasets,
we also conduct experiments on the MSN-Style, an augmentation of the MultiShapeNet (MSN) [43]
dataset, which includes over 10k unique, realistic furniture shapes. Further details and results on
MSN-Style dataset can be found in Appendix[A.7} [AT3]

Main Results  In Tab.[4] our method significantly outperforms all baselines on style disentanglement.
Our method achieves over 95% style prediction accuracy, confirming the disentanglement of style
information. As information-theoretic objectives of DisDiff cannot be naturally extended to a
varying number of permutable objects, DisDiff is trained suboptimally and fails to disentangle
both style and objects. In object disentanglement, object-centric approaches (LSD, L2C) show
reasonable performance thanks to the slot-attention module. However, they completely fail in
disentangling style information (~10% accuracy.) This is because slot-attention lacks motivation
for the disentanglement of spatially non-exclusive factors. This clear contrast highlights the strength
of our unified approach in jointly disentangling multiple factors simultaneously without altering
objectives or model architectures.



Shape3D CLEVR

FactorVAE DCI Shapet Colort Position|

Loitt Lerior Lcon | Impact of Losses

v X X 0492 0175 6227 8858  0.111
v v X 0597 0224 6339 8694 0.126
v X v 0.769 0597 6421 80.28 0.116
v v v 1000  0.887 87.04 93.93  0.032

Mixing strategy ‘ Impact of Mixing Strategy

Attribute 1.000  0.887 6524 80.52 0.119
Object 0.634  0.127 87.04 93.93  0.033

(a) OOD example 1  (b) OOD example 2 (c) Decoded images from different mixing strategy

Table 5: Ablation study on our method. It ) R . .
confirms that ours works best with all Figure 7: Qualitative analysis on our method. It verifies OOD

objectives and the proper mixing strategy. generalization (a),(b) and importance of mixing-strategy (c).

Qualitative Results In Fig.[5] we examined style transfer by replacing the latent representation
encoding the style of target images with that of source images. While our method successfully
transfers the source images’ style into the target images, none of the baselines correctly modifies
the overall style of the images. Although DisDiff often alters the style (first and third rows), it
does not correctly reflect the original style and often changes the objects, indicating that the style is
entangled with objects. We also present object-wise manipulation of our method in Fig.[6on the right.
Successful insertion and removal of the objects verify that our approach encodes individual objects
in a disentangled way. It is worth noting that ours is the only method that disentangles both factors
at the same time, and it is done by simply adjusting mixing strategies without altering objectives or
model architectures. Additional results and analysis are provided in Appendix|A.12

4.4 Ablation Study

Impact of Losses In Tab.[5] we conduct an ablation study on each term of our objectives. The
result show that all three losses (Lpigr, Lpriors Lcon) are essential. In attribute disentanglement, adding
each loss term sequentially improves performance, with the best results when all losses are combined.
For object disentanglement, clear improvements occur only when all loss terms are used together.

Impact of Mixing Strategy In the bottom three rows of Tab.[5] we investigate the importance of a
proper mixing strategy for attribute and object disentanglement. We apply object mixing to attribute
disentanglement and attribute mixing to object disentanglement, respectively. The results show that
the interchanged mixing strategy significantly degrades performance in both attribute and object
disentanglement, highlighting the importance of using the correct mixing strategy in our method.

More qualitative analysis In Fig[7}(a, b), we observe that our method is capable of generating
out-of-distribution (OOD) examples that do not exist in the dataset, but can be created through
composition. Notably, in the CLEVR-Easy dataset, which comprises images with 2-3 objects, our
method can generate OOD images containing either a single object or 4 objects through composition,
by inserting or removing the representation that does not encode the object. In Fig. [}(c), we
compare composite images from models trained with object mixing versus attribute mixing. Only the
model trained with object mixing achieves object-wise manipulation, whereas the model trained with
attribute mixing changes multiple objects simultaneously.

5 Conclusion

We introduced a modular inductive bias for DRL that is decoupled from both learning objectives
and model architectures. We formulated DRL as maximizing data likelihood together with the
compositional consistency of composite images produced by latent mixing, and embed factor-
specific biases via a modular mixing strategy. This design enables attribute, object, and joint
disentanglement within a single framework by adjusting only mixing strategy, without requiring
changes in architectures or objective functions. Extensive evaluations demonstrate that our method
surpasses state-of-the-art baselines in attribute disentanglement, while maintaining competitive
performance in object disentanglement. More importantly, our method successfully disentangle both
objects and global style at the same time in newly-introduced CLEVR-Style dataset, whereas current
state-of-the-art DRL approaches fails to disentangle both factors.
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A Appendix

A.1 Limitations and Future Work

In our work, as in most previous approaches, we assume the target factors of variation are known
in advance, and our goal is to learn how to disentangle them. However, in real-world scenarios,
the factors of variation within a dataset may be unknown or considerably more complex than the
idealized cases of attribute or object disentanglement. Consequently, an important future direction is
to automatically identify underlying factors of variation and determine the appropriate mixing strategy
(potentially through learning) without relying on prior knowledge beyond the dataset itself. Mean-
while, although our method shows strong performance in both attribute and object disentanglement, it
does not provide theoretically grounded guarantees. Bridging the gap between methods that provide
theoretical guarantees but only work on simple datasets, and methods like ours that demonstrate strong
performance but lack such guarantees, is another important direction for future research. Moreover,
although we focus on learning a disentangled representation in this work, exploring our framework
on downstream tasks such as controllable image manipulation, e.g., attribute- or object-level edits,
and object-centric world-model training that leverages our object-disentangled representations, as
exemplified by Jeong et al. [18]].

A.2 Broader Impact

Our method can extract attribute or object components from existing images and use this extracted
information to generate new images. This capability may raise privacy issues if applied to deepfake
generation or unauthorized copying of digital content.

A.3 More Related Work
In this section, we discuss additional related work relevant to our method.

Identifiable DRL In object-level disentangled representation learning (or object-centric learning),
a line of work [2} 25/ 50] leverages identifiability theory to derive conditions that provide theoretical
guarantees for disentangled representations aligned with underlying factors of variation. Specifically,
Brady et al. [2]] shows that, under certain assumptions in object-centric scenes, an invertible composi-
tional decoder can recover the ground-truth object latents (up to permutation). Lachapelle et al. [25]]
provides theoretical conditions for identifiability (up to permutation and blockwise invertible transfor-
mations) when ground-truth latent variables are organized into specific blocks and an additive decoder
is used. While these work can provide identifiability guarantees for object representations, it may not
generally apply to factors of variation such as attributes, which globally affect the image and do not
necessarily satisfy the assumptions of additive decoders and compositionality definitions. Moreover,
these approaches often impose strong restrictions on model design and expressiveness [41], making
them applicable only to relatively simple datasets. Our method aims in a different direction from
these works, seeking a modular inductive bias that is decoupled from both learning objectives and
architectural constraints, such as an additive decoder, thereby enabling disentangled representation
learning for various factors under a single objective and architecture.

Wiedemer et al. [S0] Wiedemer et al. [50] demonstrates that autoencoders satisfying encoder-
decoder consistency, in combination with an additive decoder, can yield object-centric representations
that provably generalize compositionally. While this approach shares the similar conceptual goal of
enabling generalization to novel compositions of factors in disentangled representation learning as
ours, there are fundamental differences in how we achieve valid generalization. As the common part,
both methods recognize that valid generalization requires two key components: first, compositions
of disentangled representations must yield valid data, e.g., realistic images or representation, and
second, the composite representation z° must properly encode the information from its corresponding
composite image x° to satisfy the representation learning objective. To address the second require-
ment, both our method and Wiedemer et al. [[50] employ a compositional consistency loss with minor
differences. However, the approaches diverge significantly for the first component—how to ensure the
validity of composite representations.

Wiedemer et al. [S0] employs an additive decoder to ensure valid compositions of disentangled
representations (Sec. 3.1 in [50]). However, additive decoders are known to be unscalable for
complex scenes, as their local decoding mechanism cannot capture complex interactions between
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Table 6: Comparison to Wiedemer et al. [50]. The additive decoder alone fails to achieve attribute, object, and
joint disentanglement. While employing a slot attention module in the encoder leads to reasonable performance
on object disentanglement, it still fails in joint disentanglement.

| Shapes3D | CLEVR | CLEVR-Style

| FactorVAE  DCI | Shape Color Material Position ({)| Acc GRAM({) Shape Color Material ~Position ({)

Ours 0.975 0.837| 87.04 9393 94.81 0.032 96.50 5.05 8356 90.48  93.74 0.053
Additive Decoder w/o SA 0.000 0.031| 33.87 1524 51.87 0.765 23.30 18.59 3420 1354 50.90 0.517
Additive Decoder w/ SA 8291 9314 9178 0.110 23.30 15.84 3597 2099  54.10 0.520

objects due to limited expressive power. More critically, additive decoders are designed based on the
spatial exclusiveness bias (Def. 4 in [S0]]), which assumes that each pixel should be affected by only
a single latent variable. This limits their applicability to object-centric learning scenarios, preventing
generalization to other disentanglement tasks.

In contrast, our method ensures validity through a prior loss (Eq. [4) that leverages SDS loss [34] to
encourage composite image x° to be realistic. As we do not require an additive decoder anymore,
our approach allows us to utilize an expressive diffusion decoder for modeling complex scenes.
Crucially, since our method does not embed factor-specific biases like spatial exclusiveness into
the architecture, it can be applied beyond object-centric learning to attribute disentanglement and
joint disentanglement scenarios. More importantly, to the best of our knowledge, we are the first to
demonstrate that different underlying factors of variation can be disentangled simply by adjusting the
factor-specific mixing strategy, distinguishing our approach from previous methods that introduce
factor-specific biases through architectures or objective functions.

Finally, we provide a quantitative comparison of Wiedemer et al. [[50] with our method in attribute-,
object-, and joint disentanglement in Tab. [6] For a fair comparison, we used the same encoder for
[S0]] as ours and only changed the decoder to an additive decoder. As expected, [SO] cannot disen-
tangle attribute factors at all (Shapes3D, CLEVR-Style), since they violate the spatial-exclusiveness
assumptions. Moreover, in object disentanglement, we found that an additive decoder alone cannot
disentangle objects (in fact, Wiedemer et al. [S0] validated their method only on very simple 2D
synthetic datasets). When we additionally use the slot-attention module in [50], it reasonably disen-
tangles objects in the CLEVR dataset but is still significantly inferior to our method in CLEVR-Style,
possibly due to the limited expressive power of the additive decoder. Additionally, we observed that
object-wise manipulation with [S0] always leads to unrealistic images with transparently overlapping
objects due to the lack of interactions between latents inside the additive decoder.

Group theory-based DRL Disentangled representation learning using Group theory is an actively
researched area and is related to our work. Group theory-based DRL typically define disentangled
representation Z as follows: Given ground truth factors of variation W and decomposable group G
(i.e., G = G1 x Gy x ... x Gy), the representation 7 is disentangled w.r.t. GG if (1) there exists a
mapping f from W to Z such that f(g- W) = g- f(W) forall g € G and w € W, and (2) there is a
decomposition Z = Z; X ... x Z, such that each Z; is affected only by ;. Despite this convincing
principled definition, since the GT factors of variation W are infeasible to obtain in unsupervised
DRL, existing unsupervised methods often utilize necessary conditions for group actions of GG applied
to Z and disentangled representation Z [46,|53]]. For instance, Tao et al. [46] defines permutation
group actions of element-wise addition on Z and introduces losses to enforce commutativity and
cyclicity of group actions.

Our method takes a similar approach, but with important distinctions. From a Group theory perspec-
tive, unlike existing work, the group action in our method is defined on disentangled representation
pairs (z!,2?) rather than a single latent z;. By defining the group action on a pair (2!, 2%), we
can impose additional necessary conditions for how each underlying factor combines to generate
observations, which cannot be induced by the group action defined on a single latent z;. For example,
commutativity and cyclicity of group action are necessary conditions for both attributes and objects,
but do not impose attribute or object-specific properties. Our main contribution here is that we define
group action as factor-specific mixing, i.e., permutations, between two latents and demonstrate that
this additional necessary condition imposes effective factor-specific inductive bias for attribute and
object disentanglement without changing the overall learning objectives or model architectures. To
the best of our knowledge, we are the first to study differently learned disentangled representations of
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different factors of variation through a mixing strategy (or a form of group action) without employing
factor-specific architectures or learning objectives.

DRL with Factorized support Roth et al. [39] leverages a similar idea of combining latents to
promote factorized support. While ours and prior work both leverage a factorized support assumption,
our main contributions are fundamentally different. First of all, we demonstrate that additional
assumptions about the factorization structure of support, e.g., product of K distinct supports in
attributes or repetition of a shared support in objects, lead to disentanglement of different factors
of variation. By combining these two assumptions, we can even achieve joint disentanglement of
attributes and objects, which the factorized support assumption alone cannot handle. Secondly, we
show that these factorization structures can be encoded via simple mixing strategies (Eqs.
replacing existing factor-specific biases. Those mixing strategies are decoupled from the architecture
and objectives, so simply switching the mixing strategy enables us to disentangle attributes and objects
within the single framework. Note that the prior method simply mixes the latent dimension-wise. Our
ablations (Tab. [5) empirically show that such a strategy is insufficient for disentangling objects.

Joint disentanglement of attribute and object Recently, SysBinder [43] introduced the Block-
Slot representation, which models each object as a slot formed by concatenating multiple multi-
dimensional attribute (factor) representations called blocks, thereby enabling disentangled represen-
tations of both objects and their attributes. This approach differs from ours by fully redesigning
the model architecture to handle object-centric scenes, making it inapplicable to broader factors.
In contrast, our method aims to support disentangled representation learning for various factors
of variation within a single framework with a modular inductive bias. Nonetheless, extending our
approach to disentangle multiple factors of variation using a modular inductive bias remains an
important direction for future work.

A.4 Equivalence between mixing two and multiple images

Proof of equivalence In this section, we explain why the random mixing between two images (i.e.,
z¢ = (2!, z?)) can replace the random composition of z; from K images. Formally, we will show
that:

It S(p(z)) = S(p(z)) then S(p(z)) = 5™ (p(2)), @)

where the factorized support S*(p(z)) = S(p(z1)) x S(p(z2)) x -+ x S(p(zk)) represents the
random composition of each latent variable z; from K images.

Proof. Given S(p(z)) = S(p(z°)), we can prove the followings:

1. If p(z1)p(z2) > 0 then p(z1,22) > 0.
Note that p(z;) > 0 and p(z2) > 0 (& p(z1)p(z2) > 0) indicates the existence of z!, z
with z1 = 7,22 = z,. By mixing z! and z2, we can compose z* where z} = 21,2z} = zo.
Then, by the definition of the support that S(p(z)) = {z|p(z) > 0} and the given condition
2 € S(p(")) = S(p(2), plar,7) > p(a") > 0.

2. Assume that for some £ > 2, if Hlep(zi) > 0 — p(z1,22,...,2;) > 0 then

2

Hfill p(z;) >0 — p(z1,%02,...,2k, ZKr1) > 0.

Note that Hfil p(z;) > 0 implies p(z;4+1) > 0 and Hle p(z;) > 0. By the given assump-
tion, p(z1,22,...,2;) > 0 and there exists z',z? where z} = z; fori € {1,...,k}
and Zi+1 = zr41. By mixing z! and z2, we can compose z* where z; = z; for
i € {1,...,k + 1}. As a result, by the given condition z* € S(p(z°)) = S(p(z)),
p(2z1,22,...,2k, Zk+1) > p(z*) > 0.

3. By mathematical induction, we conclude that if Hfil p(z;) > 0 then p(z) > 0.
Note that (3) implies S(p(z)) = S* (p(z)), since S* (p(z)) can be expressed as {z|p(z;) > 0}. By

using mathematical induction, we have proved that random mixing between two images can replace
the random composition of multiple images to achieve disentanglement.

Empirical results In addition to proving equivalence, we compare our two image mixing strategies
against mixing across multiple images (we use 64 here). We evaluate attribute disentanglement using
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three random seeds and report the FactorVAE and DCI scores in Tab. [/} We observe no meaningful
difference between mixing two images or 64 images, supporting our theoretical result.

Table 7: Effects of the number of samples used in mixing strategy.

# of samples for mixing | FactorVAE | DCI
2 0.975+0.040 | 0.837+0.105
64 0.966+0.032 | 0.802+0.088

A.5 Evaluation metrics

In this section, we provide brief descriptions and definitions of the metrics we used in our experiments.

FG-ARI Foreground Adjusted Rand Index measures the agreement between predicted and ground-
truth instance partitions, restricted to foreground pixels. Let Z be the set of foreground pixels in
ground-truth labels, and let y € {1,..., K}l and §j € {1,..., K}/7! denote ground-truth and
predicted instance labels on Z, respectively. Then, we define the contingency table n;; = [{p € Z :
Yp =1, Jp = j}|, row sums a; = >, n;;, and column sums b; = 3, ny;, withn =37, n;; = [Z|.
The FG-ARI is defined as

2 (
FG-ARI =

T+ 3, (p) - 2O

which lies in [—1, 1] and is higher when partitions agree better.

mloU Mean Intersection-over-Union averages class-wise IoU. For class ¢, let P. and G, be
predicted and ground-truth masks. Then mloU is defined as
|P.NG,|

1
IoU, = —¢ ~¢ I :—EIU
oU, P0G’ mloU C] 2 oUg,

where C is the set of evaluated classes.

mBO Mean Best Overlap measures, for each ground-truth object, how well it is covered by its
single most overlapping prediction, and then averages these values. Let O be the set of ground-truth
instances with masks {G, } e, and let { M}, }5_, be the set of predicted instance masks. For each o,

1
BO(o) = 1g}2cKIOU(GO, M), mBO = @(;DBO(O).

FactorVAE Score [22] The FactorVAE Score quantifies disentanglement of a representation with
respect to generative factors. We repeatedly sample mini-batches in which exactly one factor is fixed
and all others vary. For each batch, we compute the empirical variance of each latent coordinate,
normalize coordinate-wise, e.g., by the mean variance across coordinates, and select the index of the
lowest-variance coordinate as a feature. A simple classifier, such as a majority vote, is used to predict
the fixed factor index from that feature. The classification accuracy on held-out batches is reported as
the FactorVAE Score (higher is better).

Disentanglement Score in DCI [10] Let R € R be an importance matrix obtained by training
a predictive model from latent coordinates z € R? to factors {vm}, where R;,, > 0 measures
the contribution of latent dimension j to predicting factor m. Define normalized importances
pim = Rjm/ >, Rjm . The per-dimension disentanglement is

Dy =1- H(p;)/log M,

where H is the entropy. Weighting by total importance w; = ), R;y, and normalizing, the overall
DCI Disentanglement is

d
DCI-D = > "4, D;, ;= :
s D7
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GRAM Loss A Gram loss measures feature correlations of a neural network ¢ at selected layers L.
It measures second-order feature statistics (style) between two images x and y. For two images x and
y, let Fy(z) € RCZ xHeWe be the feature at layer £, obtained by reshaping ¢ (). The Gram matrix is
Gy(x) = CeHeWtz Fy(x)Fy(z)". The GRAM loss is measured as

Loram(z,y) =Y ||Gelx W%

LeLl

A.6 Additional Implementation Details

When training our model, we use a fixed batch size of 64 and a learning rate of 0.0001 across all
of the experiments. We use Apjjor = 1 and Acon = 0.01 for all experiments. We set the number of
latents to £ = 10 in attribute disentanglement and use X = 4,11,11, 12,6 for CLEVREasy, CLEVR,
CLEVRTex, ClevrTex-Style, MSN-Style datasets in object disentanglement, respectively. When
training the diffusion model, we use a v-prediction [40] loss to ensure reliable few-step generation.

Tab. [8-[I7] summarizes the hyper-parameters of our encoder and decoder architectures used in the
experiments. Following the diffusion-based baselines: DisDiff [52] and LSD [19], we employ pre-
trained VQ—VAEE]and KL-regularized auto-encoder model E] in attribute and object disentanglement,
respectively. In attribute disentanglement, the encoder first maps the input x into a K D-dimensional
vector z € R P and then uniformly divides it into K latents. In object disentanglement, we adopt
the Q-former [27] of 4 transformer blocks with 8 attention heads and a hidden dimension of 256.
Specifically, we have K learnable queries {q}* € RE*P and those queries are updated via multiple
self attention layers and cross attention layers, where the keys and values are linearly projected from
the U-net encoder feature of x.

https://huggingface.co/stabilityai/sd-vae-ft-ema-original

4 https://ommer-lab.com/files/latent-diffusion/celeba.zip
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Conv 3 X 3 X 3 X 128, stride=1
BatchNorm2d

ReLU

Conv 3 x 3 x 128 X 128, stride=1
BatchNorm2d

ReLU

Conv 3 x 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

Conv 3 x 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

ResBlock 3 X 3 x 128 x 128, stride=1
BatchNorm2d

ReLU

ResBlock 3 X 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

FC 4096 x 10

Table 8: Encoder Architecture used

in attribute disentanglement.

Input Resolution 16
Input Channels 3
Output Resolution 16

Self Attention Middle Layer
Base Channels 128
Channel Multipliers [1,1,2,4]

# Heads 8

# Res Blocks / Layer 1

Table 11: Unet Encoder
Architecture used in object

disentanglement.

Input Resolution 16
Input Channels 4

3 scheduler Linear
Mid Layer Attention Yes

# Res Blocks / Layer 2

# Heads 8
Base Channels 192
Attention Resolution [1,2,4,4]
Channel Multipliers [1,2,4,4]

Table 14: Generative Prior
Architecture used in object
disentanglement.

ReLU

Conv 3 X 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

Conv 3 X 3 X 128 x 128, stride=1

Table 9: ResBlock in the Encoder

Input Resolution 16
Input Channels 4

S scheduler Linear
Mid Layer Attention Yes

# Res Blocks / Layer 2

# Heads 8
Base Channels 192
Attention Resolution [1,2,4,4]
Channel Multipliers [1,2,4,4]

Table 12: Decoder Architecture
used in object disentanglement.

Conv 3 X 3 X 3 X 128, stride=1
BatchNorm2d

ReLU

Conv 3 X 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

Conv 3 X 3 x 128 x 128, stride=1
BatchNorm2d

ReLU

Conv 3 X 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

ResBlock 3 X 3 X 128 X 128, stride=1
BatchNorm2d

ReLU

ResBlock 3 X 3 x 128 x 128, stride=1
BatchNorm2d

ReLU

FC 4096 x 10

Table 15: Encoder Architecture
used in attribute disentanglement.
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Input Resolution 16
Input Channels 3
Input Channels 4

3 scheduler Linear
Mid Layer Attention Yes

# Res Blocks / Layer 2

# Heads 8
Base Channels 64
Attention Resolution [1,2,4,4]
Channel Multipliers [1,2,4,4]

Table 10: Decoder Architecture
used in attribute disentanglement

Input Resolution 16
Input Channels 3

3 scheduler Linear
Mid Layer Attention Yes

# Res Blocks / Layer 2

# Heads 8
Base Channels 64
Attention Resolution [1,2,4,4]
Channel Multipliers [1,2,4,4]

Table 13: Generative Prior
Architecture used in attribute
disentanglement.

ReLU

Conv 3 X 3 X 128 x 128, stride=1
BatchNorm2d

ReLU

Conv 3 X 3 x 128 x 128, stride=1

Table 16: ResBlock in the Encoder

Input Resolution 16
Input Channels 4

3 scheduler Linear
Mid Layer Attention Yes

# Res Blocks / Layer 2

# Heads 8
Base Channels 192
Attention Resolution [1,2,4,4]
Channel Multipliers [1,2,4,4]

Table 17: Generative Prior
Architecture used in object
disentanglement.



A.7 Details on Construction of CLEVR-Style and MSN-Style datasets

To construct the CLEVR-Style dataset, we first sample 25K images from the original CLEVR
dataset and then augment each with three additional styles. Including the unmodified images, this
produces a total of 80K/10K/10K images for the train/val/test splits, respectively. All augmentations
combine simple color-space adjustments with diffusion-based translation. The first style (second
column of Fig.[8) applies an HSV shift (hue=0, saturation=8, value=2) followed by image translation
using Stable Diffusion [38] with the prompt “an oil painting.” The second style (third column of
Fig. |§|) applies an HSV shift (hue=0, saturation=1.5, value=2.5), converts to LAB color space, and
reduces contrast by a factor of 0.15. The third style (fourth column of Fig.[§) applies an HSV shift
(hue=5, saturation=3, value=1), converts to LAB color space for CLAHE (Contrast Limited Adaptive
Histogram Equalization), and then segments the image into 480 superpixels. These combined
transforms produce 4 different visual styles while preserving the underlying scene composition.

Similarly, we construct the MSN-Style dataset by first sampling 15k images from the original MSN
dataset [45]] and augmenting with three identical styles used in CLEVR-Style. It produces a total of
40k/10k/10k images for the train/val/test splits, respectively. Fig. [9] presents the sample in MSN-Style
with four different styles.

I

Figure 9: Example of MSN-Style dataset
A.8 Experimental Details for Object Property Prediction

Matching Technique We developed a technique to identify the specific region corresponding to an
object’s representation by analyzing images composed with that representation. For a given target
object latent representation, we first randomly sample multiple images and encode each into an object
representation. For each image, we then replace one object latent with the target latent, then decode
the mixed representations. If the target object is properly encoded, it appears in the generated images.
To determine the object region, we measure the RGB variance across these generated images and
compare each generated image to the original one containing the target object representation. Finally,
we combine these two metrics: variance and distance to the original image, to specify the object’s
region. We provide the pseudocode in Algorithm T}

Evaluation protocol for object property prediction For each property, we follow [21]] to train a
two-layer MLP classifier with hidden dimension 256 on the frozen object representations.

Algorithm 1 Matching Technique

Require: x: an image; z = enc(x): object representation of x; n: number of latent vectors; @: randomly sampled reference B images
1: function MATCHING(Z, ', Zef)
: Zrer <— [encode(_z) for _z € Tyer]
3 Zmixed — | replace_ith_latent(zyer, 2, 4) fori = 1...n]
4 Tmixed <— | decode(_z) for _z € Zmixed ]
5: Tref em <— Mean(Trr, dim = 0)
6: Tmixed_cm < mean(a:mixedy dim = 1)
7: s < softmax (1 — distance(, Tmixed cm).mean(—1))
8 d < softmax (distance(Zmixed_cm, Zref cm).mean(—1))
9: return (s + d).argmax(dim = 0) > Mask indicating matched region
10: end function
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A.9 Comparison to Likelihood Maximization by Jung et al. [21]

We conducted experiments on the CLEVRTex dataset by replacing our prior loss with the likelihood
maximization loss proposed in L2C. Tab.[I8|shows the results, which clearly demonstrate the superior
performance of our likelihood maximization term compared to L2C.

Table 18: Object property prediction results with L2C’s likelihood maximization (prior) loss
shape (1)  material (1)  position ()

Ours 70.90 52.20 0.133
Ours + L2C prior loss 54.58 27.18 0.165

A.10 Additional Results on Attribute Disentanglement

As in the Shapes3D dataset, our method captures three independent factors, i.e., direction, axis, and
appearance, enabling controlled manipulation of each factor in the Cars3D dataset and presents the
result in Fig. [T0}

direction axis appearance
Target Source D

- & WD -
-_— ||| .
My RS | TR |55 | e
-— gn | |e=n| -
- P S -
- | =B

Figure 10: Qualitative results on attribute
disentanglement in Cars3D dataset.

A.11 Additional Details and Results on Unsupervised Object Segmentation

As described in the main paper, our method does not include a built-in mechanism (e.g., slot-attention)
to explicitly cluster pixels. To address this, we followed [31]] to train the Spatial Broadcast Decoder
(SBD)[49] on the frozen latent representations to predict object masks for each latent. Specifically,
each frozen object representation is decoded individually by the SBD into an RGB image and an alpha
mask. We then normalize the alpha masks across all object representations using a softmax and use
them as mixture weights to combine the RGB outputs into a single image. We treat the normalized
alpha masks as object-mask proxies for evaluation. The decoder is trained with a reconstruction loss
to recover the original image for 30k iterations with a learning rate of 0.001. Because the encoder is
frozen and the SBD is shallow (see Tab.[I9), this training process is relatively inexpensive.

While conventional methods often extract object masks from the attention weights of slot-attentions,
we evaluate the baselines using both these slot-attention masks and masks obtained by training an
SBD on their frozen latent representations, for a fair comparison. The full results are reported in
Tab. 20| Tab. 21] In the main paper, we present only the SBD-based results, since they outperform
those derived from slot-attention masks. In Fig.[TT] we also present object segmentation results on
CLEVR and CLEVRTex datasets.
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Table 19: Decoder Architecture used in object segmentation

Deconv 5 X 5 x 64 x 64, stride=2, padding=2, output_padding=1

ReLU
Deconv 5 X 5 X 64 X 64, stride=2, padding=2, output_padding=1
ReLU
Deconv 5 X 5 X 64 X 64, stride=2, padding=2, output_padding=1
ReLU
Deconv 5 X 5 X 64 X 64, stride=2, padding=2, output_padding=1
ReLU
Deconv 5 X 5 X 64 X 64, stride=1, padding=1, output_padding=1
ReLU
Deconv 5 X 5 X 64 x 4, stride=1, padding=1, output_padding=1
ReLU

Table 20: Quantitative Results of unsupervised segmentation in the CLEVR dataset.

Method | FG-ARI | mloU | mBO
| Slot-Attention | SBD Mask | Slot-Attention | SBD Mask | Slot-Attention | SBD Mask
LSD 82.00 91.74 22.69 25.59 22.98 25.84
L2C 54.01 80.05 19.30 25.61 20.36 26.33
Ours - 91.20 - 26.54 - 26.65

Table 21: Quantitative Results of unsupervised segmentation in CLEVRTex dataset.

Method | FG-ARI | mloU | mBO
| Slot-Attention | SBD Mask | Slot-Attention | SBD Mask | Slot-Attention | SBD Mask
LSD 46.54 71.64 45.87 56.26 46.93 56.75
L2C 77.07 82.55 56.59 58.33 53.25 58.68
Ours - 87.68 - 58.88 - 59.12

CLEVRTex

Figure 11: Unsupervised object segmentation results in the CLEVR and CLEVRTex dataset. In CLEVRTex, our
method consistently encodes complete objects into distinct latents, resulting in clean object segmentation results.
On CLEVR, the constant background appears in the object regions of the segmentation results, leading to
relatively lower mIoU and mBO (Tab. 20). However, this does not affect the underlying quality of object
representations, as our method still consistently captures each entire object in its segmentation region.
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A.12 Additional Results on Joint Disentanglement of Attribute and Object

We present additional qualitative results on joint disentanglement of attribute (style) and object
in Fig. [[2}-[13] and Fig. respectively. While all the baselines struggle to disentangle the style
information into a single latent representation, our method successfully disentangles the style and
transfers it from source to target images. In addition to style disentanglement, our method also
disentangles individual objects and enables object-wise manipulation as shown in Fig.
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Figure 12: Style Transfer in CLEVR-Style dataset.
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Figure 13: Style Transfer in CLEVR-Style dataset.
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Figure 14: Style Transfer in CLEVR-Style dataset.
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Figure 15: Style Transfer in CLEVR-Style dataset.
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Figure 16: Additional qualitative results on Object Manipulation in CLEVR-Style dataset. Objects marked by
red arrows are replaced with those marked by blue arrows. It demonstrates that our method effectively
disentangles individual objects.
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A.13 Additional Results of Joint Disentanglement on Complex Dataset

To further validate our method on more complex and realistic datasets, we augment the MultiShapeNet
(MSN) dataset [45] with four different global styles as in our previous CLEVR-Style experiments
(See Appendix for details). MSN includes 11,733 unique furniture shapes with increased
visual complexity compared to CLEVR. We compare our method with the strongest attribute-
disentanglement baseline (DisDiff) and object-disentanglement baselines (LSD, L2C), reporting
quantitative results in Tab.

For style disentanglement, our method achieved the highest style prediction accuracy (Acc) and the
lowest style loss (GRAM), demonstrating that it successfully isolates style information in a single
latent and transfers it faithfully to the target image. Since baselines lack an internal mechanism to
specify the latent representation for style information, we used a simple trick to identify the latent
representation encoding style information. We decode all K x K possible latent exchanges between
two sets of K latents extracted from two images, and choose the pair yielding the lowest GRAM
loss. Even with their best-case result, they fell short of our performance, confirming that they do
not reliably capture a style factor. Although L2C achieves relatively high style prediction accuracy,
style-swapping results in Fig. [I8]shows that swapping the single latent representation affects
both the global style and objects, which indicates that L2C fails to isolate the global style but rather
is entangled with object information. DisDiff also fails to produce reasonable compositions, and we
conjecture that this is due to their disentanglement objective (variant/invariant loss), which is not
well-suited for multi-object scenes and destabilizes the overall training.

For object disentanglement, Tab. [22| shows that our method produces the highest mloU and mBO,
indicating accurate localization and tight boundaries for each object mask, while FG-ARI was a bit
lower than that of LSD and L2C. This trade-off arises because our broadcast decoder generated tight,
object-internal masks. FG-ARI—which measures membership between two pixels within the same
group—penalizes such masks when GT segmentations are looser, whereas mloU and mBO reward
the improved boundary precision. In contrast, slot attention modules in LSD and L2C often generate
larger masks that bleed into the background or even include other objects, which leads to higher
FG-ARI at the expense of mloU and mBO. DisDiff, whose information-theoretic objective is not
designed for a varying number of objects, fails to effectively separate either style or object factors.

Table 22: Quantitative results on Joint Disentanglement in MSN-Style

‘ Style ‘ Object
Method
| Acc(h) GRAM(1) | FG-ARI(1) mloU (1) mBO (1)
DisDiff 37.0 10.8 5.62 7.69 9.13
LSD 12.5 11.3 52.7 23.3 23.9
L2C 81.0 8.35 53.3 28.4 28.8
Ours 97.5 7.16 423 44.1 44.2
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Figure 17: Style transfer results on MSN-Style dataset.
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Figure 18: Style transfer results on MSN-Style dataset.
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A.14 Effect of random seeds on performance

We repeat our attribute/object disentanglement experiments with ten/three different random seeds and
present the results in Tab.[23] Tab.[24] respectively, showing that our method achieves competitive

performance in both tasks.
Table 23: Quantitative results on scene-level disentanglement. Our method achieves state-of-the-art performance
in almost all of the datasets, except FactorVAE score in Cars3D.

| Cars3D | Shapes3D | MPI3D
| FactorVAE DCI | FactorVAE DCI | FactorVAE DCI

FactorVAE [22] 0.906£0.052  0.161+0.019 | 0.840£0.066  0.611+0.082 | 0.152£0.025  0.240+0.051
B-TCVAE [5] 0.855+0.082  0.140+0.019 | 0.873+£0.074  0.613+0.114 | 0.179+0.017  0.237£0.056
InfoGAN-CR [29] | 0.411+0.013  0.020+0.011 0.587+£0.058  0.478+0.055 | 0.439+0.061 0.241+0.056

Method

LD [47] 0.852+0.039  0.216+0.072 | 0.805+£0.064  0.380+0.064 | 0.391+0.039  0.196+0.038

GS [15] 0.932+£0.018  0.209+0.031 0.788+0.091 0.284+0.034 | 0.464+0.036  0.229+0.042
DisCo [37] 0.855£0.074  0.271+0.037 | 0.877%0.031 0.708+£0.048 | 0.371x0.030  0.292+0.024
DisDiff-VQ [52] 0.976+£0.018  0.232+0.019 | 0.902+0.043  0.723+0.013 | 0.617+0.070  0.337+0.057
Ours | 0.877+0.089  0.365+0.073 | 0.975+0.059  0.837+0.105 | 0.708+0.060  0.458:+0.052

Table 24: Object property prediction results with 3 different runs for our model.

| CLEVREasy | CLEVR | CLEVRTex
Method - - — - —
Shape Color Position™ Shape Color Material Position Shape Material Position
‘ (1) ) [S) ‘ (1) @) S ) ‘ (1 [SD) )
SA 7225 7233 44.08 794 91.30 93.18 0.064 30.44 7.890 0.482
SLASH 86.06 89.23 46.97 83.28 92.26 93.16 0.078 53.13 37.49 0.148
LSD 96.03 98.05 50.29 87.66 91.46 94.87 0.062 68.25 51.54 0.197
L2Cc 92.78 93.57 47.62 73.61 74.03 86.93 0.168 71.54 51.62 0.116

Ours | 93.7442.10  94.29+0.97  49.42+1.15 | 85.72#0.37  93.79:0.22  94.93x0.07  0.058+0.006 | 68.29+2.55  47.89+4.89  0.1430.009

A.15 Experiments on Correlated Factors

The datasets used in our main experiments handle only simple scenarios with statistically independent
factors of variation (FoVs), unlike real-world cases. To verify our method on more challenging
scenarios with correlated factors, we followed Roth et al. [39]] to generate correlated benchmarks. We
introduced 0.1 correlation between 1/2/3 pairs of GT factors in Shapes3D, as in [39]], then trained and
evaluated our models using FactorVAE and DCI metrics across 3 seeds. Tab. 25| reports the results.

Our method showed only slight metric drops despite correlations. Unlike prior work that relies on
statistical independence between latent variables, e.g., Total Correlation, our compositional objective
only encourages discovering atomic factors whose compositions are valid under predefined mixing
strategies. This allows successful disentanglement even with correlated factors, as the compositional
requirement doesn’t penalize correlations.

Table 25: Quantitative results on the dataset with correlated factors. Our method robustly disentangles the
underlying ground-truth factors even with correlated factors.

Amount of Correlation | Factor VAE DCI
No Correlation 0.975+£0.059 0.837+0.105
Pairs: 1,0 = 0.1 0.930+0.061  0.798%0.082
Pairs: 2,0 = 0.1 0.997+0.002  0.806%0.060
Pairs: 3,0 = 0.1 0.965+0.030 0.801%+0.024

A.16 Computing Resources

We conduct all our experiments on a GPU Server that consists of an Intel Xeon Gold 6230 CPU,
256GB RAM, and 8 NVIDIA RTX 3090 GPUs (with 24GB VRAM), or 8 NVIDIA RTX 6000 GPUs
(with 48GB VRAM). It takes about 24 GPU hours and from 36 to 48 GPU hours for the attribute and
object disentanglement experiment, respectively.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We states our motivation, contributions, scope of our work in abstract and
introduction.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We provide limitation of our work in Appendix.
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: We do not claim for theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide all the information needed to reproduce the experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Our code is not cleaned and prepared enough for sharing. Our dataset and
codes will be released in future.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the details for experimental setting.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard deviation of our experiments for multiple runs with different
seeds.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We state information about computing resources in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We followed the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We provide Broader impacts in Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: Our paper possess no risk.
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all the codes, data, papers, and pretrained models in our paper.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide a detailed information about generating our new synthetic dataset.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not conduct crowdsourcing or research with human sugjects.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not conduct crowdsourcing or research with human sugjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: We do not involve LLMs as any important, original, or non-standard compo-
nents.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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