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Abstract

Large language models (LLMs) have achieved significant success across various
domains. However, training these LLMs typically involves substantial memory
and computational costs during both forward and backward propagation. While
parameter-efficient fine-tuning (PEFT) considerably reduces the training memory
associated with parameters, it does not address the significant computational costs
and activation memory. In this paper, we propose Dropping Backward Propagation
(DropBP), a novel approach designed to reduce computational costs and activation
memory while maintaining accuracy. DropBP randomly drops layers during back-
ward propagation, which is essentially equivalent to training shallow submodules
generated by undropped layers and residual connections. Additionally, DropBP
calculates the sensitivity of each layer to assign an appropriate drop rate, thereby
stabilizing the training process. DropBP is not only applicable to full fine-tuning
but can also be orthogonally integrated with all types of PEFT by dropping layers
during backward propagation. Specifically, DropBP can reduce training time by
44% with comparable accuracy to the baseline, accelerate convergence to the same
perplexity by 1.5×, and enable training with a sequence length 6.2× larger on
a single NVIDIA-A100 GPU. Furthermore, our DropBP enabled a throughput
increase of 79% on a NVIDIA A100 GPU and 117% on an Intel Gaudi2 HPU. The
code is available at https://github.com/WooSunghyeon/dropbp.

1 Introduction

Since the advent of the transformer architecture [1], the field of language modelling has experienced
dramatic advancements. Especially, following the scaling laws [2, 3], the development of Large
Language Models (LLMs) [4, 5, 6, 7, 8, 9] continues with the aim of achieving or outperforming
human capabilities. However, tremendously increasing the size of the model results in significant
costs for training from scratch. An alternative approach for developing high-capability LLMs without
the costly pretraining on extensive datasets is instruction tuning [10, 11, 12, 13]. This method
fine-tunes well-trained foundation models on relatively small instruction-following datasets, enabling
the models to better understand and follow prompts.

While fine-tuning Large Language Models (LLMs) on instruction-following datasets is more cost-
effective than training from scratch, it still requires substantial memory for parameters and activations,
along with significant floating-point operations (FLOPs). In this context, Parameter-Efficient Fine-
Tuning (PEFT) techniques [14, 15, 16] effectively reduce the memory required for parameter gradients
and optimizer states by freezing pretrained weights and selectively training newly added modules.
Moreover, when combined with quantization methods [17, 18, 19, 20], these techniques can further
significantly decrease the memory requirements for parameters.
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(a) Training time per sample of LLaMA2-7B. (b) Available max sequence length of LLaMA2-70B.

Figure 1: Performance enhancements in fine-tuning large language models using DropBP when the p
represents the target average drop rate for backward propagation: (a) Training time per sample for
fine-tuning LLaMA2-7B with DropBP, at a sequence length of 512 and a micro batch size of 2. (b)
Available max sequence length for fine-tuning LLaMA2-70B with DropBP, at a micro batch size of 1
on an NVIDIA-A100 GPU.

While Parameter-Efficient Fine-Tuning (PEFT) has successfully reduced memory associated with
parameters, two significant challenges remain for efficient fine-tuning: computational cost and
activation memory, both of which are linked to the backpropagation [21]. First, fine-tuning Large
Language Models (LLMs) using a backpropagation requires substantial floating-point operations
(FLOPs). Specifically, the backpropagation algorithm necessitates forward propagation to calculate
outputs and backward propagation to compute gradients for inputs and parameters. Notably, backward
propagation demands twice the computational operations compared to forward propagation, thus
becoming the primary bottleneck. Second, all intermediate outputs (i.e., activations) generated during
forward propagation must be stored for compute in backward propagation. This activations consume
considerable memory, which becomes especially critical when training LLMs on long sequence
contexts [22, 23].

In this paper, we introduce Dropping Backward Propagation (DropBP), an efficient fine-tuning
algorithm for LLMs that significantly reduces computational costs and activation memory. DropBP
randomly drops layers during backward propagation, which is essentially equivalent to training
shallow submodules generated by undropped layers and residual connections. As a result, these
undropped layers no longer require FLOPs and activation memory during backward propagation.
Additionally, DropBP calculates the sensitivity of each layer, an indicator of its impact on the total
training process, to adjust drop rate. This careful calibration of drop rate according to layer sensitivity
ensures more stable training. This DropBP algorithm can be seamlessly integrated with any PEFT
algorithm, operating orthogonally by simply dropping layers during backward propagation.

We implemented DropBP as an easy-to-integrate PyTorch library [24], requiring only minimal
changes to the existing training codes. In experiments, DropBP successfully reduces training time as
shown in Fig. 1a, maintaining comparable accuracy on the MMLU [25] and commonsense reasoning
tasks [26, 27, 28, 29, 30]. The DropBP also accelerated the convergence of the same perplexity by
1.5× in LLaMA2-70B [8]. Moreover, DropBP substantially decreases activation memory, increasing
an available maximum sequence length by up to 6.2 × in LLaMA2-70B on a single NVIDIA A100
GPU [31], as shown in Fig. 1b. Finally, our DropBP increases training throughput by up to 79%
and 117% on a single NVIDIA A100 GPU and Intel Gaudi2 HPU [32], respectively, when fully
fine-tuning LLaMA3-8B [9]. In summary, the main contributions of our paper are:

• We propose DropBP, an efficient fine-tuning algorithm that randomly drops backward
propagation based on layer sensitivity.
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• We implemented DropBP as a user-friendly PyTorch extension with a straightforward API
for ease of use, making it easily applicable to existing training codes.

• DropBP reduces training time by 44% with comparable accuracy, increases convergence
speed by 1.5× , increases the available maximum sequence length up to 6.2×, and enhances
training throughput up to 117%.

2 Background & Motivation

Backpropagation Backpropagation [33], a core algorithm for training deep neural networks,
involves both forward and backward propagation. Specifically, the training process in the linear layer
is represented as follows:

Forward Prop: Hout = W × Hin (1)

Backward Prop: ∇Hin = WT ×∇Hout (2)

∇W = ∇Hout × HT
in (3)

where H and W represent the activations and parameters, respectively, with ’×’ indicating matrix
multiplication operation. The gradients of H and W are denoted by ∇H and ∇W. The computational
costs during forward propagation primarily arises from matrix multiplication for computing output
activations by Eq. 1. In backward propagation, the computational burden is primarily due to matrix
multiplication for calculating input gradients by Eq. 2 and parameter gradients by Eq. 3. Note that
the computational costs of these equations are almost equal. Consequently, the FLOPs required for
backward propagation including Eqs. 2 and 3 are approximately 2× as large as the FLOPs needed
for forward propagation by Eq. 1. Furthermore, the activations of all layers (HT

in) must be stored in
memory for use in backward propagation computations in Eq. 3. Therefore, focusing on reducing the
computations during backward propagation is crucial for decreasing both the overall computational
costs and the activation memory.

Interpretation the model with residual connections Residual connections are one of the widely
used methods to address the issue of vanishing gradients [34]. Transformer [1] also incorporates
residual connections that bypass multi-head attention and feedforward networks. Networks utilizing
these residual connections can be interpreted as ensembles of several submodules [35]. For example,
if we expand the model with three residual connections as shown in Fig. 2a, it can be represented as a
combination of eight submodules, as depicted in Fig. 2b From this perspective, a network with n
layers can be interpreted as an ensemble of 2n submodules [35].

(a) 3-layers model with residual connections. (b) Combination of multiple submodules.

Figure 2: Interpreting the model with residual connections as a combination of multiple submodules.

3 Methodology

3.1 Dropping Backward propagation

In Section 2, we observed that the backpropagation algorithm consumes a significant amount of
FLOPs and activation memory, particularly for the backward propagation. To reduce this overhead,
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(a) The concept of DropBP. (b) DropBP as combiation of shallow submodules.

Figure 3: The overveiw of DropBP.

we propose a straightforward approach: Dropping Backward Propagation (DropBP). DropBP is
designed to drop layers exclusively during backward propagation, effectively reducing both FLOPs
and activation memory for the dropped layers, as demonstrated in following equations:

Ximm = Xin +Dpi(fATTN (fLN (Xin))) (4)
Xout = Ximm +Dpi+1

(fFFN (fLN (Ximm))) (5)

Here, Xin, Xout, and Ximm represent the input, output, and immediate activation between the
attention layer and feedforward network in a transformer block, respectively. fATTN , fFFN , and
fLN denote the attention layer, feedforward network, and layer normalization of the transformer
block. The DropBP layer, defined as Dp(X), skips backward propagation in the input X with a
probability of p, while not dropping forward propagation. Following to Eqs. 4 and 5, backward
propagation in the attention layer and feedforward network is dropped with probabilities pi and pi+1,
respectively, as shown in Fig. 3a.

We can view the transformer as a collection of a lot of submodules composed of various modules
(i.e., fATTN ◦ fLN and fFFN ◦ fLN ) with residual connections, as described in Section 2. When the
transformer block contains n units, each including multi-head attention and a feedforward network,
the model can be interpreted as an ensemble of 22n submodules. From this perspective, DropBP can
be interpreted as training only certain shallow submodules. For example, as shown in Fig. 3b, if the
F2 layer is dropped, only the shallow submodule composed of the remaining layers is trained during
backward propagation. Therefore, if the overall drop rate is p, DropBP can be interpreted as training
shallow submodules with the depth of 2n(1− p) or less, since 2np layers are dropped. We anticipate
that training these smaller modules alone can effectively fine-tune well-pretrained LLMs, based on
the analysis that shallow submodules have a significant impact on the overall training process as
detailed in Appendix A.

3.2 Sensitivity-based Drop Rate Allocation

In Section 3.1, we introduce DropBP, which selectively drops layers during backward propagation
and trains only certain shallow submodules. In addition, we hypothesized that the significance of
individual layers and the submodules encompassing these layers varies in their impact on the overall
training process. Therefore, we assign different drop rate to each layer based on sensitivity, which
is defined by defined by how much each layer and its encompassing submodules affect the overall
training process in terms of parameter gradient. Specifically, we calculate the sensitivity of a layer by
the variance in L2-norm of parameter gradients between when the backward propagation of that layer
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is skipped or not, inspired by GradNormVar [36], a memory efficient gradient variance approximation,
as below:

Sl =
∑
i

(||∇Wi||2 − ||∇W(l)
i ||2)2 (6)

where Sl denotes of the l-th layer. Here, ∇Wi represnets the parameter gradient of the i-th layer
when no layers are dropped, while ∇W(l)

i denotes the parameter gradient of the i-th layer when the
l-th layer is dropped during backward propagation. After calculating the sensitivity for each layer, we
aim to minimize the expected sensitivities across all layers-essentially the expected gradient variance
caused by DropBP-under a given FLOPs as follow:

min
∑
i

(1− pi)Si, s.t.
∑
i

(1− pi)Fi ≤ Ft (7)

where pi denotes the drop rate, and Fi denotes the FLOPs of the i-th layer during backward
propagation. Ft represents the target FLOPs, derived from the target average drop rate pavg (i.e.
Ft = (1− pavg)

∑
i Fi). In other words, we determine the drop rates across all layers that minimize

the expected sensitivities of the model, while satisfying a given FLOPs budget, by solving Problem 7.
In practice, DropBP addresses the Prob. 7 using a simple greedy algorithm, as detailed in Section 4.1.

4 Evaluation

4.1 Implementation and Settings

(a) Code for preparing a model with DropBP. (b) Code for training with DropBP.

Figure 4: Code implementation for integrating DropBP.

DropBP aims to decrease the training costs in fine-tuning based on backpropagation, consequently
enabling the acceleration of both full fine-tuning and parameter-efficient fine-tuning using back-
propagation. To facilitate practical implementation, we developed a user-friendly DropBP library in
PyTorch [24], as demonstrated in Fig. 4. In detail, we implemented a DropBP layer that internally
drops backward propagation in the input direction according to a given drop rate as shown in Fig. 4a.
The DropBP layer designed to initially receive the FLOPs of the layers that would be skipped (Fi) as
initial value to solve Prob. 7.

Additionally, we developed a DropBPHandler that automatically solve Prob. 7 by assigning varying
drop rate to each layer using a simple greedy algorithm, as demonstrated in Fig. 4b. Specifically, the
process begins by setting the drop rate (pi) of all layers to 0 and then gradually increases them to
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align with the target average drop rate (pavg) set by the user. In each step, the drop rate for each layer
is incremented by 0.1, ensuring that the increase in total expected sensitivity is kept to a minimum.
We train with uniform drop rate for the initial 10% of total iterations and then adjust the drop rate for
each layer based on sensitivity when training is stable. Since sensitivity is calculated only once at the
10% of the entire iteration, the overhead from this calculation is negligible.

We integrated our DropBP code into LitGPT [37] and HuggingFace [38], repositories for training
and evaluating LLMs. We first fine-tuned LLaMA2-7B, 13B, and 70B [8] on Alpaca [11] and
Dolly [13] datasets. The fine-tuned models were evaluated on 5-shot Massive Multitask Language
Understanding (MMLU) tasks [25] and 0-shot commonsense reasoning tasks [26, 27, 28, 29, 30]
using lm-evaluation-harness [39] library. We also fine-tunes LLaMA3-8B [9] on the Oasst1 dataset
[40] and evaluating the model on MT-Bench task [41] using GPT4o-mini [5] as a judge. These
experiments were conducted on a single NVIDIA A100 GPU, and we measured the training time,
memory usage, and convergence speed. More details about setup can be found in Appendix F.

Table 1: Test accuracy on MMLU and commonsense reasoning tasks. In DropBP, drop rate is the
target average drop rate across all layers in backward propagation. Note that Full-FT stands for full
fine-tuning.

Method Drop Rate Dataset MMLU (5-shot) Commonsense Reasoning (0-shot)
Human. STEM Social. Other Avg. PIQA HS Arc-C Arc-E OBQA WG Avg.

LLaMA2-7B - - 43.5 37.0 51.6 52.2 45.7 79.1 76.0 46.2 74.5 44.0 69.3 64.9
LoRA - Alpaca 42.7 36.3 50.0 51.2 44.7 80.0 75.9 48.5 75.0 46.2 70.5 66.0
LoRA+DropBP 0.5 Alpaca 42.8 35.7 50.3 51.0 44.7 79.6 76.0 48.7 75.5 46.2 69.6 65.9
LoRA+DropBP 0.75 Alpaca 41.4 36.3 48.4 50.6 43.8 79.5 76.9 48.0 75.6 47.4 69.0 66.1
LoRA+DropBP 0.875 Alpaca 41.5 34.5 49.6 50.4 43.7 79.6 77.2 48.2 76.3 47.8 69.1 66.4
Full-FT - Alpaca 42.7 35.6 50.4 51.1 44.7 79.2 76.1 48.0 75.8 45.2 69.8 65.7
Full-FT+DropBP 0.5 Alpaca 42.6 35.4 49.8 51.0 44.4 79.5 76.2 47.8 75.4 45.4 68.5 65.5
Full-FT+DropBP 0.75 Alpaca 42.6 36.7 51.2 50.9 45.0 78.8 77.0 48.6 75.8 45.6 69.8 65.9
Full-FT+DropBP 0.875 Alpaca 42.7 35.3 50.7 51.2 44.7 79.2 76.9 46.8 75.3 46.2 69.3 65.6
LoRA - Dolly 43.9 38.4 53.0 53.3 46.7 79.0 76.2 47.7 77.0 45.0 69.7 65.8
LoRA+DropBP 0.5 Dolly 44.0 36.8 53.1 53.2 46.4 79.3 76.3 47.3 76.5 44.8 68.8 65.5
LoRA+DropBP 0.75 Dolly 43.9 37.0 52.4 53.1 46.3 79.4 76.2 46.2 75.4 44.8 68.8 65.1
LoRA+DropBP 0.875 Dolly 43.6 36.7 52.3 53.0 46.1 79.1 76.1 45.8 75.3 44.6 68.4 64.9
Full-FT - Dolly 43.3 38.1 53.6 53.2 46.6 79.3 76.2 46.8 76.2 44.2 68.9 65.3
Full-FT+DropBP 0.5 Dolly 43.4 37.1 52.9 53.0 46.2 79.2 76.2 46.4 75.6 44.4 68.8 65.1
Full-FT+DropBP 0.75 Dolly 43.1 36.7 51.8 52.6 45.7 79.2 76.4 45.8 75.4 44.6 69.1 65.1
Full-FT+DropBP 0.875 Dolly 42.5 36.8 52.4 52.4 45.6 79.2 76.3 46.2 75.0 44.8 69.0 65.1
LLaMA2-13B - - 52.2 44.1 62.9 61.5 54.8 80.6 79.4 49.5 77.4 45.6 72.5 67.5
LoRA - Alpaca 51.7 43.8 63.3 61.7 54.7 80.6 79.5 51.6 78.5 45.8 72.1 68.0
LoRA+DropBP 0.5 Alpaca 52.4 44.2 63.1 62.0 55.0 80.7 79.6 50.9 78.4 44.8 71.7 67.7
LoRA+DropBP 0.75 Alpaca 52.1 44.2 64.1 61.6 55.1 81.0 79.7 51.5 79.1 45.6 71.7 68.1
LoRA+DropBP 0.875 Alpaca 51.1 44.2 63.3 61.6 54.6 80.8 79.8 51.0 78.2 45.0 71.4 67.7
LoRA - Dolly 51.9 43.6 63.7 62.0 54.8 80.4 79.9 51.1 78.4 45.6 71.7 67.9
LoRA+DropBP 0.5 Dolly 52.4 44.1 63.4 62.1 55.1 80.7 79.9 50.9 78.5 45.6 72.3 68.0
LoRA+DropBP 0.75 Dolly 52.1 44.3 63.3 61.7 54.9 80.6 79.8 51.4 77.8 45.4 72.1 67.8
LoRA+DropBP 0.875 Dolly 52.8 43.9 63.4 61.9 55.1 80.5 79.7 51.3 77.9 45.2 72.0 67.8
LLaMA2-70B - - 64.7 57.0 79.6 74.0 68.3 82.4 83.0 57.3 80.6 48.6 77.4 71.6
QLoRA - Alpaca 64.9 57.0 79.6 74.0 68.3 82.8 83.3 59.6 82.2 48.4 78.5 72.5
QLoRA+DropBP 0.5 Alpaca 65.8 56.2 78.8 73.0 68.1 83.2 82.9 60.2 82.2 48.0 77.9 72.4
QLoRA+DropBP 0.75 Alpaca 65.0 55.2 78.8 73.5 67.7 83.5 83.1 58.9 81.3 48.2 77.3 72.0
QLoRA+DropBP 0.875 Alpaca 66.4 56.3 79.9 74.1 68.8 83.4 83.7 60.1 81.6 48.6 78.0 72.6
QLoRA - Dolly 65.5 58.0 79.7 74.5 68.9 82.8 83.3 58.3 81.2 48.0 77.4 71.8
QLoRA+DropBP 0.5 Dolly 65.1 57.2 79.3 74.1 68.4 82.8 83.4 57.8 81.7 47.6 78.1 71.9
QLoRA+DropBP 0.75 Dolly 65.1 57.4 79.7 74.5 68.7 82.4 83.5 58.4 82.0 48.2 77.8 72.0
QLoRA+DropBP 0.875 Dolly 65.4 56.6 79.6 74.1 68.5 83.1 83.1 57.6 81.6 48.0 78.5 72.0

Table 2: Training time, memory usage, and test score on MT-Bench task when fine-tuning LLaMA3-
8B with DropBP on Oasst1 datasets.

Method Mem Time Human. STEM Role. Extract. Writing Reason. Coding Math Avg.
No-tunes - - 6.25 5.70 5.45 4.85 5.20 4.40 3.20 1.95 4.62

LoRA 57G 27m 7.00 6.40 5.70 5.80 5.30 4.55 3.25 2.95 5.12
+DropBP (p=0.5) 42G 21m 6.55 6.25 6.05 5.50 5.05 4.45 3.75 3.25 5.11
+DropBP (p=0.75) 36G 17m 6.75 5.90 5.80 5.70 5.35 4.30 3.60 3.30 5.09

+DropBP (p=0.875) 32G 16m 6.60 6.55 5.90 5.70 5.70 3.95 3.40 2.80 5.08

4.2 Main Results: Accuracy and Efficiency

Accuracy on MMLU and Commonsense Reasoning We employ DropBP to accelerate baseline
fine-tuning processes, including full fine-tuning (Full-FT), LoRA [14], and QLoRA [18], on the
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Alpaca and Dolly datasets. As demonstrated in Table 1, DropBP achieves accuracy comparable to the
baseline, with deviations less than 1% in all scenarios, and it even outperforms the baseline in several
instances. Specifically, when DropBP is applied to fine-tune LLaMA2-7B, there is a 1% or less
decrease in 5-shot MMLU accuracy compared to the baseline, while maintaining comparable 0-shot
commonsense reasoning accuracy. In contrast, for LLaMA2-13B and LLaMA2-70B, fine-tuning
with DropBP results in almost no decrease in accuracy on the MMLU and commonsense reasoning
tasks, even at the high drop rate of 0.875.

Accuracy on MT-Bench Similar trends are observed in the MT-Bench tasks, with negligible
decreases in accuracy as shown in Table 2. Specifically, when fine-tuning LLaMA3-8B on the Oasst1
dataset, DropBP generates responses of comparable quality to the baseline across various generation
tasks. Although scores slightly decrease as the DropBP rate increases, the model fine-tuned with a
high DropBP rate of 0.875 still achieves significantly higher scores compared to non-tuned models.

Table 3: Time required for fine-tuning LLaMA2 models with DropBP on the Alpaca datasets when p
denotes the target average drop rate. The number of fine-tuning samples is 50K.

Model Precision PEFT DropBP
p=0 (Baseline) p=0.5 p=0.75 p=0.875

LLaMA2-7B BF16-mixed LoRA 2.2h 1.7h 1.4h 1.3h
BF16 Full-FT 2.0h 1.3h 1.0h 0.8h

LLaMA2-13B BF16 LoRA 2.9h 2.1h 1.7h 1.5h
LLaMA2-70B BF16 QLoRA 29.6h 22.2h 18.4h 16.5h

Figure 5: Validation perplexity (PPL) for fine-
tuning LLaMA2-70B through QLoRA (base-
line) with DropBP on the Alpaca dataset. The
p represents the target average drop rate for
backward propagation.

Training Speed and Memory Usage We measured
the fine-tuning time required to obtain the results in
Table 1, as presented in Table 3. When using DropBP
to LoRA or QLoRA, training time is reduced by 25%,
38%, and 44% at drop rates of 0.5, 0.75, and 0.875,
respectively. In contrast, using DropBP to Full-FT re-
sulted in even higher training time reductions of 33%,
50%, and 57% at the same drop rates. These findings
align with the theoretical reduction in FLOPs due
to DropBP, as detailed in Appendix B. We also con-
firmed that DropBP can significantly reduce memory
usage during fine-tuning, as shown in Table 2. Specif-
ically, while not using DropBP results in a memory
consumption of 57GB, applying DropBP with a drop
rate of 0.875 reduces memory usage to 32GB by elim-
inating the storage of activation memory for dropped
layers. Additionally, we evaluated the convergence
speed to reach the same validation perplexity (PPL)
on downstream tasks, as illustrated in Fig. 5 and
Fig. 10-11 in Appendix C. The results indicate that
our DropBP increases training speed by up to 1.5×
compared to the baseline in LLaMA2-70B.

4.3 Usability of DropBP

In this section, we evaluate the usability of DropBP, including its ability to train on long sequence
data and its training throughput in constrained environments, such as a single NVIDIA A100 GPU or
Intel Gaudi2 HPU.

Table 4: Available maximum sequence length for fine-tuning LLaMA2-70B using QLoRA with
DropBP on a NVIDIA A100 GPU, at a micro batch size of 1.

Method QLoRA w/ DropBP
Drop Rate - 0.5 0.75 0.875

Max Seq Len 0.6K 1.2K (2.0×) 2.0K (3.3×) 3.7K (6.2×)
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We first measured the maximum sequence length that could be trained without an Out Of Memory
(OOM) on a single NVIDIA A100 GPU. The results in Table 4 indicate that our DropBP considerably
increases the maximum sequence length, by up to 6.2× the baseline when the drop rate was 0.875.
This is because DropBP allows skipping certain layers during backward propagation, eliminating
the need to store activations required for calculating parameter gradients of those skipped layers.
We believe that this property of DropBP will be particularly useful for fine-tuning LLMs with
long-context data [22, 23].

(a) Throughput in a single A100 GPU. (b) Throughput in a single Gaudi2 HPU.

Figure 6: Throguhput (sentences/s) on a single NVIDIA A100 GPU on a single NVIDIA A100 GPU
and Intel Gaudi2 HPU when fine-tuning LLaMA3-8B with a sequence length of 512.

We also evaluated training throughput when full fine-tuning LLaMA3-8B using BF16 precision on a
single NVIDIA A100 GPU and an Intel Gaudi2 HPU, increasing the batch size up to the point of
OOM errors. As shown in Fig. 6, applying DropBP allows for an increase in batch size per iteration
by up to 3.3× on the NVIDIA A100 GPU and 5.2× on the Intel Gaudi2 HPU, ensuring high hardware
utilization and scalability. Furthermore, DropBP demonstrates a sustained increase in throughput
over the baseline at an identical batch size. Ultimately, with a drop rate of 0.875, DropBP achieves a
throughput of 16.4 sentences/s on the NVIDIA A100 GPU and 28.4 sentences/s on the Intel Gaudi2
HPU, increasing by 79% and 117% over the baseline, respectively.

4.4 Ablation Study

Figure 7: Validation perplexity (PPL) for fine-
tuning LLaMA2-7B through LoRA with layer
freezing or DropBP on the Alpaca dataset.

Impact of the Number of Submodules We con-
ducted an ablation study to investigate the impact
of the number of trainable submodules on the fine-
tuning of LLMs. This study compared DropBP,
which trains varying submodules randomly at each
iteration, with layer freezing, which trains submod-
ules composed of only upper layers. Here, the skip
rate p denotes the drop rate in DropBP and the pro-
portion of layers that are frozen in the layer freezing.

First, we analyzed the number of submodules trained
by layer freezing and DropBP. In the case of layer
freezing, the lower 2np layers are frozen and only
the remaining 2n(1− p) layers are trained. In this
case, the number of trainable upper submodules is
22n(1−p). In contrast, DropBP randomly drops 2np
layers at each iteration, allowing it to train all sub-
modules with a depth of 2n(1− p) or less without
the restriction of training only the submodules com-
posed of the upper layers. In this scenario, since the
number of different submodules at depth i in the entire network is 2nCi, DropBP can train

∑2n(1−p)
i=0

2nCi submodules.

As shown in Table 5, when fine-tuning LLaMA2-7B using layer freezing or DropBP with a high skip
rate of 0.875, we observed a significant 1.8% decrease in accuracy with layer freezing compared to

8



the baseline, while DropBP exhibited a relatively smaller accuracy decrease of 1.0%. Furthermore,
as illustrated in Fig. 7, the convergence speed to the same validation PPL on the downstream task is
much slower for layer freezing compared to DropBP, especially at high skip rates, where it converges
even more slowly than the baseline. We believe this is due to the ability of DropBP to train a relatively
larger number of submodules (

∑8
i=0 64Ci), compared to the fewer submodules trained by layer

freezing (28). Moreover, when fine-tuning LLaMA2-70B, DropBP resulted in a 0.5% increase in
MMLU 5-shot accuracy compared to the baseline, despite a high skip rate of 0.875. This improvement
is due to the large number of layers in LLaMA2-70B, enabling DropBP to train deeper and more
numerous submodules (

∑20
i=0 160Ci) even with a high skip rate of 0.875.

Table 5: The number of submodules being trained and test accuracy on the 5-shot MMLU tasks with
layer freezing or DropBP on the Alpaca datasets.

LLaMA2-7B LLaMA2-70B
Method LoRA LoRA+Freeze LoRA+DropBP QLoRA QLoRA+DropBP

Drop Rate - 0.875 0.875 - 0.875
# of Submodules 264 28

∑8
i=0 64Ci 2160

∑20
i=0 160Ci

Accuracy (%) 44.7 42.9 (-1.8) 43.7 (-1.0) 68.3 68.8 (+0.5)

Table 6: Test accuracy on the 0-shot commonsense
reasoning tasks when fine-tuning LLaMA2-7B and
13B through LoRA with DropBP at uniform or
sensitivity-based drop rate on the Alpaca datasets.
The target average drop rate is 0.875.

LLaMA2 7B 13B
LR 1e-4 3e-4 1e-4 3e-4

LoRA 65.7 66.0 68.2 68.0
+DropBP (uniform) 66.4 63.1 66.6 65.8

+DropBP (sens) 66.6 64.7 67.7 67.3

Impact of Sensitivity-based Drop Rate We
also conducted an ablation study to analyze the
effectiveness of sensitivity-based drop rate al-
locations. First, we identified the sensitivity of
different layers by calculating Eq. 6 during the
training of LLMs in various scenarios, as illus-
trated in Fig. 8a and Fig. 7 in Appendix D.
While the distribution varies slightly depending
on the number of parameters, fine-tuning ap-
proach, and target average drop rate, there is a
consistent tendency to assign importance to both
the initial and final layers. Consequently, drop
rates for these layers are allocated to be lower
by a simple greedy algorithm, as explained in Section 4.1

Additionally, we fine-tuned the LLaMA2-7B and 13B using DropBP on Alpaca datasets, comparing
sensitivity-based allocated drop rates with uniform drop rate. In detail, we compared the average
accuracy of commonsense reasoning tasks when fine-tuning the models with a learning rate of 1e-4
and 3e-4, as shown in Table 6. Note that the PPL for fine-tuning LLaMA2-7B in Fig. 8b corresponds
to a learning rate of 3e-4. The results indicate that sensitivity-based drop rates achieved a 1.6% higher

(a) Distribution of drop rates determined by sensitivity when
the average drop rate is set to 0.875.

(b) Validation PPL with uniform and
sensitivity-based allocated drop rates.

Figure 8: Distribution of drop rates and the validation PPL when fine-tuning LLaMA2-7B through
LoRA with DropBP at uniform or sensitivity-based drop rate on Alpaca datasets.
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accuracy compared to uniform drop rates with a relatively high learning rate of 3e-4, while there
was no significant difference in accuracy when the learning rate was set to 1e-4 in LLaMA2-7B. Fig.
8b also shows that sensitivity-based drop rates consistently stabilized the convergence of validation
loss, whereas uniform drop rates occasionally diverged when the learning rate was set to 3e-4 in
LLaMA2-7B. This phenomenon is even more pronounced with LLaMA2-13B, resulting in a 1.1%
increase in accuracy through sensitivity-based drop rate allocation, even with a low learning rate
of 1e-4. In other words, sensitivity-based drop rate allocation helps stabilize the training process,
especially in the case of large learning rates or larger models.

5 Related Works

Parameter-efficient fine-tuning When fine-tuning LLM, substantial amount of memory is required
to store parameters, gradients, and optimizer states. LoRA [14] successfully reduces the memory
allocated to gradients and optimizer states by inserting trainable rank decomposition matrices into the
linear layers of the model while keeping the original LLM parameters frozen. LLaMA-Adapter [15]
and LLaMA-Adapter V2 [16] significantly reduce training memory using trainable adoption prompts
and zero-initialized attention mechanisms. Some studies attempt to reduce not only the memory
footprint of gradients and optimizer states but also that of parameters by considering quantization.
PEQA [20], for instance, quantizes the original LLM parameters into a low-bit format and fine-tunes
only the scale factor, thus saving memory for parameters during training. QLoRA [18] and QA-
LoRA [19], built upon LoRA, also employ quantization on the original LM parameters, significantly
reducing parameter memory during training. Our DropBP is orthogonal and easily combinable with
these PEFT techniques, enabling memory and computationally efficient fine-tuning.

Parallelism Parallelism techniques are widely used to accelerate training LLM using multiple GPU
efficiently. Data parallelism [42] is a technique that involves dividing data along the batch dimension
for training across multiple GPUs, which still requires sufficient memory to load the entire model on
each GPU. Conversely, tensor parallelism [43, 44, 45] partitions the model across GPUs, dividing
matrix multiplication operations column-wise and row-wise. Pipeline parallelism [46, 47, 48] involves
partitioning the model depth-wise across GPUs, which enables efficient pipeline scheduling. The
Zero Redundancy Optimizer (ZeRO) [49] and Fully Sharded Data Parallelism (FSDP) [50] shard
parameters, gradients, and optimizer states across multiple GPUs, retrieving parameters when needed
to restore their non-partitioned form, enabling the overlapping of computation and communication
during training. While these parallelism techniques are designed to efficiently manage the massive
computational costs across multiple GPUs, our DropBP specifically aims to reduce the inherent
computational costs required for training process.

Layer dropping Stochastic Depth [51], the first approach to randomly drop layers during neural
network training, reduces overfitting and costs in image recognition. Layerdrop [52] randomly drops
layers during training and selectively uses some layers during inference, accelerating both processes
for transformers. Progressive Layer Dropping (PLD) [53] progressively increases the drop rate across
depth and iterations, improving training speed without accuracy degradation in transformers. These
techniques speed up pretraining of small transformer models like BERT [54] by dropping layers
during the entire training process, whereas DropBP, specific to fine-tuning LLMs, drops layers only
during backward propagation. Consequently, as detailed in Appendix E, our DropBP achieves higher
performance compared to these layer dropping when fine-tuning LLMs.

6 Conclusion

We propose DropBP, an effective algorithm that accelerates the fine-tuning of LLMs by randomly
dropping layers during backward propagation, which can be orthogonally integrated into both full-
fine tuning and parameter-efficient fine-tuning. We developed the DropBP library as a user-friendly
PyTorch extension to facilitate easy integration into existing training codes. Experimental results
demonstrate that DropBP significantly accelerates training speed during the fine-tuning of LLMs,
achieving comparable accuracy to baseline fine-tuning. Furthermore, DropBP reduces activation
memory, enabling long-context training and increasing batch size on limited resources. Consequently,
applying DropBP enables a 79% higher throughput on an NVIDIA A100 GPU and a 117% higher
throughput on an Intel Gaudi2 HPU.
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Appendices

A The importance of short paths in residual networks

In Section 3.1, we interpret transformer models as a collection of numerous blocks, each composed
of various modules with residual connections. Our hypothesis is that we can fine-tune LLMs well by
training only certain shallow submodules. To theoretically analyze this hypothesis, we measured the
impact of submodules based on their path lengths in LLaMA2-7B, as shown in Fig. 9. Specifically,
we followed these steps:

• We first perform a forward pass through the entire network.

• During the backward pass, we randomly sample k residual blocks, which are back-
propagated without passing through skip connections, while the remaining n− k blocks are
bypassed through the skip connections.

• We then measure the norm of the gradient at the input.

We take 100 measurements for each path length k. Subsequently, we multiply by the distribution of
all possible path lengths, which follows a Binomial distribution, to quantify the gradient contribution
from paths of a specific length.

In Fig. 9b, we observed that the gradient per path length decreases as the path length increases.
Consequently, Fig. 9c demonstrates that shorter path lengths have a greater impact on the gradient in
LLaMA2-7B. These observations are consistent with the existing findings [35] in ResNet [55], which
attributed this phenomenon to vanishing gradients. Therefore, our DropBP enables effective training
LLMs by focusing on training important short submodules.

(a) Distribution of path length. (b) Gradient per path length. (c) Total gradient per path length.

Figure 9: The impact of path length for fine-tuning LLaMA2-7B.

B Theoretical FLOPs and Actual Training Time Using DropBP

In this section, we calculate the theoretical FLOPs reduction afforded by DropBP and compare this
reduction to the actual training time reduction as shown in Table 7. As outlined in Section 2, the
computational costs arise from output activation calculations by Eq. 1 during forward propagation,
and input and parameter gradient calculations by Eqs. 2 and 3 during backward propagation. We
denote the FLOPs for these operations as Fout, Fgrad, and Fparam, respectively. Therefore, the total
FLOPs for the backpropagation algorithm can be calculated by the following equation:

FT = Ffw + Fbw

= Fout + Fgrad + Fparam (8)

where FT represents the FLOPs during the entire training process, Ffw for forward propagation (i.e.
Ffw = Fout), and Fbw for backward propagation (i.e. Fbw = Fgrad + Fparam). DropBP reduces
FLOPs for backward propagation by a target average drop rate (pavg). Therefore, total FLOPs in
DropBP can be formulated as below:
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FT = Ffw + (1− pavg)Fbw

= Fout + (1− pavg)(Fgrad + Fparam) (9)

Consequently, the theoretical FLOPs reduction ratio by DropBP can be represented as follow:

Reduction Ratio by DropBP:
pavg(Fgrad + Fparam)

Fout + Fgrad + Fparam
(10)

Note that in full fine-tuning (Full-FT), the computational costs for output calculations, input gradient
calculations, and parameter gradient calculations are nearly identical (i.e., Fout = Fgrad = Fparam).
Conversely, in parameter-efficient fine-tuning techniques (PEFT) such as LoRA and QLoRA, the
costs of calculating parameter gradients are negligible (Fout = Fgrad, Fparam = 0) due to a very
small number of trainable parameters and the freezing of original LLM parameters. By substituting
this into Eq. 10, the theoretical FLOPs reduction ratio by DropBP can be expressed as:

Reduction ratio in Full-FT:
2

3
pavg (11)

Reduction Ratio in PEFT:
1

2
pavg (12)

Therefore, with target average drop rates of 0.5, 0.75, and 0.875, DropBP achieves theoretical FLOPs
reductions in Full-FT of 33%, 50%, and 58%, respectively, according to Eq. 11. This aligns with the
actual training time reduction when utilizing DropBP in Full-FT as shown in Table 3 and Table 7.
This trend is also evident when utilizing DropBP in LoRA and QLoRA. According to Eq. 12, the
reductions in FLOPs for various target average drop rates of 0.5, 0.75, 0.875 are derived as 25%,
38%, and 44%, respectively. This closely aligns with the actual training time reductions observed
when DropBP is applied to LoRA and QLoRA as demonstrated in Table 7.

Table 7: Training time (ms) per iteration for a sequence length of 512 through Full-FT, LoRA or
QLoRA using DropBP. Mixed refers to mixed precision training [56] using BFloat16 (BF16) and
32-bit. MBS is denoted as the micro batch size. FW, BW, and Total respectively denote the time
consumed for forward propagation, backward propagation, and the entire training process.

Model Method Precision MBS Drop Rate FW BW Total

LLaMA2-7B

LoRA Mixed 2 0 159 161 320
LoRA+DropBP Mixed 2 0.5 159 81 (-50%) 239 (-25%)
LoRA+DropBP Mixed 2 0.75 159 43 (-74%) 201 (-37%)
LoRA+DropBP Mixed 2 0.875 158 23 (-86%) 181 (-43%)

Full-FT BF16 2 0 91 192 283
Full-FT+DropBP BF16 2 0.5 91 98 (-49%) 189 (-33%)
Full-FT+DropBP BF16 2 0.75 91 52 (-73%) 143 (-50%)
Full-FT+DropBP BF16 2 0.875 91 30 (-85%) 121 (-57%)

LLaMA2-13B

LoRA BF16 2 0 186 236 423
LoRA+DropBP BF16 2 0.5 186 119 (-50%) 306 (-28%)
LoRA+DropBP BF16 2 0.75 187 64 (-73%) 251 (-41%)
LoRA+DropBP BF16 2 0.875 187 33 (-86%) 219 (-48%)

LLaMA2-70B

QLoRA BF16 1 0 1033 1100 2133
QLoRA+DropBP BF16 1 0.5 1034 566 (-49%) 1599 (-25%)
QLoRA+DropBP BF16 1 0.75 1033 290 (-74%) 1323 (-38%)
QLoRA+DropBP BF16 1 0.875 1032 158 (-86%) 1191 (-44%)
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C Convergence Speed Up Using DropBP

(a) LLaMA2-7B w/ LoRA (Alpaca) (b) LLaMA2-7B w/ LoRA (Dolly)

(c) LLaMA2-7B w/ Full-FT (Alpaca) (d) LLaMA2-7B w/ Full-FT (Dolly)

(e) LLaMA2-13B w/ LoRA (Alpaca) (f) LLaMA2-13B w/ LoRA (Dolly)

(g) LLaMA2-70B w/ QLoRA (Alpaca) (h) LLaMA2-70B w/ QLoRA (Dolly)

Figure 10: Validation perplexity (PPL) when fine-tuning LLaMA2 models through Full-FT, LoRA,
or QLoRA using DropBP on the Alpaca and Dolly datasets.
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(a) Perplexity curve across training steps. (b) Perplexity curve across training time.

Figure 11: Training curves across training steps and time for fine-tuning LLaMA2-70B through
QLoRA with DropBP on the Alpaca datasets.

When analyzing training curves across training steps in Fig. 11a, the convergence of loss per step
at a drop rate of 0.5 is almost identical to the baseline. However, with drop rates of 0.75 and 0.875,
the convergence speed per step is slower compared to baseline. Nonetheless, DropBP significantly
reduces the time consumed per training step, because it skips the backward propagation computations
for the dropped layers. Consequently, the convergence speed per training time is actually faster for
DropBP compared to the baseline as shown in Fig. 11b.

D Distribution of Drop Rates Determined by Sensitivity

(a) LLaMA2-7B w/ LoRA + DropBP (p=0.5) (b) LLaMA2-7B w/ LoRA + DropBP (p=0.875)

(c) LLaMA2-7B w/ Full-FT + DropBP (p=0.5) (d) LLaMA2-7B w/ Full-FT + DropBP (p=0.875)
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(e) LLaMA2-70B w/ QLoRA + DropBP (p=0.5) (f) LLaMA2-70B w/ QLoRA + DropBP (p=0.875)

Figure 7: The distribution of drop rates determined by sensitivity when fine-tuning LLaMA2 through
Full-FT, LoRA, or QLoRA using DropBP on Alpaca datasets.

E Comparisons between Layer Dropping and DropBP on fine-tuning LLMs

In this section, we compare Layerdrop (LD) [52] and Progressive Layer Dropping (PLD) [53] with
DropBP under the same LLMs fine-tuning scenario. We set the relative FLOPs of LD and PLD to
0.75 of the baseline (LoRA), which corresponds to the same relative FLOPs when the drop rate of
DropBP is set to 0.5.

Figure 8: Validation perplexity (PPL) for fine-
tuning LLaMA2-7B through LoRA (baseline)
with LayerDrop (LD), Progress Layer Drop-
ping (PLD), or DropBP on the Alpaca dataset.
The p represents the target average drop rate
for backward propagation in DropBP.

As shown in Fig. 8, our DropBP converges faster to
the same validation PPL compared to LD and PLD.
Moreover, as seen in Table 8, DropBP achieves com-
parable accuracy to the baseline even with a relative
FLOPs of 0.56, whereas LD and PLD experience a
significant accuracy drop of over 5% with a relative
FLOPs of 0.75. We believe this difference arises from
the high sensitivity of forward propagation through-
out the fine-tuning process. Specifically, layer drop-
ping techniques omit certain layers of well-pretrained
LLMs during forward propagation, resulting in sig-
nificant output deviations that adversely impact the
loss and the overall training process. Conversely,
DropBP maintains all layers during forward prop-
agation, thereby ensuring precise outputs and loss
calculations, which facilitate stable training. Please
note that, as explained in Section 5, LD and PLD are
designed to accelerate the pretraining of small trans-
former models (SLMs) like BERT by dropping layers
throughout the entire training process while DropBP
only focuses on fine-tuning LLMs. In future stud-
ies, we will explore whether DropBP can similarly
accelerate the pretraining of transformer models and investigate ways to improve its effectiveness.

Table 8: Test accuracy on the 0-shot commonsense reasoning tasks when fine-tuning LLaMA2-7B
through LoRA with layerdrop (LD), progressive layer dropping (PLD), and DropBP.

Method LoRA (baseline) LoRA+LD LoRA+PLD LoRA+DropBP
p=0.5 p=0.75 p=0.875

Relative FLOPs 1.00 0.75 0.75 0.75 0.63 0.56
Accuracy (%) 66.0 58.7 61.0 65.9 66.1 66.4

F Experimental Details

In our experimental setup, the AdamW [57] optimizer and a cosine annealing learning rate scheduler
[58] were utilized as common settings. LoRA [14] and QLoRA [18] were integrated to every linear
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layer of our model, with the LoRA parameters r and α set to 8 and 16, respectively. We experimented
with all the learning rates presented in Table 9 and reported the best accuracy achieved in Table 1-2.

Table 9: Detailed Setup for Table 1-2. BS and MBS are denoted as the batch size and micro batch
size, respectively. Mixed refers to mixed precision training [56] using BFloat16 (BF16) and 32-bit.

Fine-tuning Dataset # Iterations BS MBS Precision Learning rate

LLaMA2-7B
LoRA Alpaca 25K 128 2 Mixed 1e-4, 3e-4

Dolly 7K 128 2 Mixed 1e-4, 3e-4

Full-FT Alpaca 25K 128 2 BF16 1e-4, 3e-4
Dolly 7K 128 2 BF16 1e-4, 3e-4

LLaMA2-13B LoRA Alpaca 25K 128 2 BF16 1e-4, 3e-4
Dolly 7K 128 2 BF16 1e-4, 3e-4

LLaMA-30B QLoRA Alpaca 25K 128 2 BF16 1e-4, 3e-4
Dolly 7K 128 2 BF16 1e-4, 3e-4

LLaMA2-70B QLoRA Alpaca 50K 128 1 BF16 5e-5, 1e-4
Dolly 14K 128 1 BF16 5e-5, 1e-4

LLaMA3-8B LoRA Oasst1 2.5K 16 4 BF16 3e-4, 5e-4
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We appropriately present the contributions of the paper in the Abstract and
Section 1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 5 and Appendix E, we clearly state that DropBP is developed
specifically for fine-tuning, unlike other layer dropping techniques, and we indicate plans
for further improvements in future research.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: In Appendix B, we mathematically calculate the theoretical reduction in FLOPs
achieved by DropBP. Through experiments presented in Section 4.2 and Appendix B, we
confirm that this theoretical reduction closely matches the actual training time reduction.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In Section 4.1 and Appendix F, we provide detailed information to ensure
reproducibility, and in the abstract, we present the anonymous code in Abstract to implement
this.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We present the anonymous code for reproducibility in the Abstract.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the experimental details in Section 4.1, Appendix F, and the
anonymous code presented in the Abstract.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Although we conducted experiments with multiple seeds and report the average
values, we did not include error bars or statistical information because the deviations were
minimal, and including them would detract from the clarity of the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We mention the types of devices used for the experiments in Section 4.1, and
provide the time required to reproduce the experimental results in Section 4.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our paper adheres to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Since we discuss a efficient fine-tuning algorithm for LLMs, we believe that
our work does not have any direct negative societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.

25

https://neurips.cc/public/EthicsGuidelines


• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work is related to the efficient fine-tuning of LLMs, and therefore, there
are no specific safeguards described for the responsible release of data or models, as the
nature of our research does not involve high-risk misuse scenarios.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We appropriately cite the original paper and existing codes in Section 4.1 and
our code in Abstract.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide the new code with a proper license as an anonymized URL in the
Appendix.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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