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Abstract

Although large language models (LLMs) have
achieved great success in vast real-world ap-
plications, their vulnerabilities towards noisy
inputs have significantly limited their uses, es-
pecially in high-stake environments. In these
contexts, it is crucial to ensure that every pre-
diction made by large language models is sta-
ble, i.e., LLM predictions should be consis-
tent given minor differences in the input. This
largely falls into the study of certified robust
LLMs, i.e., all predictions of LLM are certified
to be correct in a local region around the input.
Randomized smoothing has demonstrated great
potential in certifying the robustness and predic-
tion stability of LLMs. However, randomized
smoothing requires adding noise to the input
before model prediction, and its certification
performance depends largely on the model’s
performance on corrupted data. As a result, its
direct application to LLMs remains challenging
and often results in a small certification radius.
To address this issue, we take advantage of the
multitasking nature of LLMs and propose to
denoise the corrupted inputs with LLMs in a
self-denoising manner. Different from previous
works like denoised smoothing, which requires
training a separate model to robustify LLM, our
method enjoys far better efficiency and flexi-
bility. Our experiment results show that our
method outperforms the existing certification
methods under both certified robustness and
empirical robustness.

1 Introduction

Large language models have shown exceptional
performances in vast applications (Touvron et al.,
2023; Wu et al., 2023; Taylor et al., 2022; Li et al.,
2023; Yang et al., 2022; Nijkamp et al., 2023),
even outperforming humans over multiple bench-
marks (Chowdhery et al., 2022). However, un-
like human intelligence, LLMs are vulnerable to
noises and perturbations on the input which does
not change the semantic meaning. For example, as
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Figure 1: Prompting LLMs for Tweet sentiment analysis.
The state-of-the-art ChatGPT language model shows
vulnerabilities to minor changes in the input.

shown in Figure 1, with minor changes in the input,
the state-of-the-art ChatGPT model gives opposite
predictions. Such vulnerability has impeded LLMs
from being used in high-stake environments, like
financial and medical applications, where predic-
tion stability and reliability are crucial. To address
the problem, it largely falls into the study of certi-
fied robustness (Cohen et al., 2019), which ensures
that all predictions made by the model are correct
within a local region around the input.

The enormous model size and limited access to
parameters of LLMs have brought great obstacles
to most certification techniques (Shi et al., 2020).
As aresult, as far as we know, the only potential
way to provide a certified robustness guarantee for
LLMs is randomized smoothing, which converts
the original LLM into a smoothed model (Zeng
et al., 2021a). However, the certification perfor-
mances by directly applying randomized smooth-
ing in LLMs are still far from satisfactory. The
underlying reason is that, randomized smoothing
requires adding noise to the input before model pre-
diction, and its certification performance depends
largely on the LLM’s performance on corrupted
data. Several previous works alleviate the problem
by fine-tuning the model with noisy inputs for a
certain task, while this is infeasible for LLMs due
to the partial access to parameters and the huge
computational costs for fine-tuning.

To address this issue, in this paper, we propose
SELFDENOISE, a self-denoising LLM certifica-



tion framework based on randomized smoothing.
The proposed approach first generates multiple per-
turbed inputs by randomly masking words in the
original input. Different from vanilla randomized
smoothing which directly feeds these perturbed in-
puts to the model, we additionally denoise these
perturbed inputs by using the LLM itself as a de-
noiser. Specifically, the perturbed inputs are fed
to the LLM, and the LLM is asked to complete
the sentences by filling in the masked parts. The
resulting sentences are then forwarded to LLM for
performing certain downstream tasks such as senti-
ment analysis. Such a denoising mechanism is in-
spired by denoised smoothing (Salman et al., 2020),
where a separate model is trained to robustify the
base model. Extensive experiments are conducted
on two datasets using state-of-the-art LLM, Alpaca,
and the results show our superiority over baselines
on both certified and empirical robustness.

2 Related Work

Certifying the robustness of neural networks is chal-
lenging due to the non-convexity and the growing
size of neural networks. The mainstream of ex-
isting works can be divided into two main cate-
gories: @ linearization-based verification that is
often based on the branch and bound (BaB) tech-
nique (Zhang et al., 2019; Singh et al., 2019; Gehr
et al., 2018; Bonaert et al., 2021; Mirman et al.,
2018; Jia et al., 2019; Huang et al., 2019). @
certification with randomized smoothing (Cohen
et al., 2019; Salman et al., 2020; Levine and Feizi,
2019; Zhao et al., 2022; Zeng et al., 2021a; Ye
et al., 2020). Linearization-based method recur-
sively splits the original verification problem into
subdomains (e.g., splitting a ReLLU activation into
positive/negative linear regions by adding split
constraints). Then each sub-domain is verified
with specialized incomplete verifiers. With the
enormous model size and non-linear operations
(e.g., self-attention), it is very challenging to ver-
ify LLMs. The discrete nature of text data makes
certification even more difficult as it poses extra
challenges on optimization. Due to the difficulty of
applying linearization-based methods on LLMs, we
focus on randomized smoothing-based methods.
Several existing works have adopted randomized
smoothing in the NLP domain, where noises are
added to the input by uniformly sampling some po-
sitions in the input and then mask them (Zeng et al.,
2021a) or replace them with their synonyms (Ye

et al., 2020; Wang et al., 2021; Zhao et al., 2022).
Among them, the methods that replace selected to-
kens with synonyms (e.g., SAFER, Ye et al. (2020))
introduce additional assumptions on the perturba-
tions. However, in realistic scenarios, we do not
have full knowledge about the potential perturba-
tions, making these methods less practical. There-
fore, in this paper, we add noises by masking the
selected tokens, i.e., replacing them with [MASK].
Besides, the certification performance of random-
ized smoothing depends largely on the model’s per-
formance on masked inputs. Existing methods fine-
tune the base model (Zeng et al., 2021a; Zhao et al.,
2022) or train an additional denoiser (Salman et al.,
2019), which requires access to the LLM parame-
ter and huge computational costs. In contrast, we
propose a self-denoising framework where LLM
itself is used as the denoiser for free.

3 Preliminaries and Notation

For a certain task, we denote = [x1,x2, ..., 2]
as the input to the LLM f(+), where z; is the i-th
token, and use y € ) as the ground truth output.

Certified robustness The model f(-) is certified
robust if it satisfies following condition for any x,

f(@) =y, [l&' — x|l < dL, (1

where we use ||z’ — ||y to denote the Hamming
distance, i.e., 25:1 I(z] # x;) with I(-) as the in-
dicator function, and d refers to perturbation scale.
A certified robust LLM is expected to generate the
correct output y, given at max d percentage word
perturbation on the input. Our definition for robust-
ness differs from previous works (Ye et al., 2020) in
that we do not assume a synonym candidate list for
word replacement in @, i.e., each position could
be replaced to any word, to mimic the vast kinds of
noisy inputs in real-world applications.

Randomized smoothing Randomized smooth-
ing robustify the original LLM f(-) by turning it
into a smoothed model g(+), which returns the most
likely output predicted by f(-), i.e.,

g(x) = arg n;ax Pas(nm)(f(M(z,8)) = ¢), (2)
ce

pe(x)

where we introduce s as a mask position selec-
tor, sampled from a uniform distribution &/ (L, m)
over all possible sets of mL unique indices of
{1,...,L}. M refers to the masking operation,
which masks the corresponding m percent words



indicated by s with [MASK]. p.(x) refers to the
probability that f returns class c after random mask-
ing. The smoothed classifier predictions are certi-
fied to be consistent with input perturbations,

Theorem 1. For any x, @, || — @'||op < dL, if
pe(x) — BA > 0.5, 3)

then with probability at least (1 — ), g(x') = c.

where p.(x) refers to a lower bound on p.(x).
B is set to 1 in Levine and Feizi (2019) and ap-
proximated with p.(x) in Zeng et al. (2021b).
A=1- ( LL:iLL) / ( L_Lm L) is determined by the
input length L, masked word percentage m and
perturbation scale d. We refer the readers to Zeng
et al. (2021b); Cohen et al. (2019) for detailed cal-
culation of p.(x), 8 and A, and the related proof.
In practice, for a certain x and scale d, one could
try different values of masked word percentage m
to calculate the corresponding p.(x), A and 3. The
model g(-) is certified to be robust on & with scale
d if the probability that f returns ground truth la-
bel p,(z) — BA > 0.5, following Equation 3. We
then use 7 = max(,, (x)—ga>0.5) d as the certifica-

tion radius on x, i.e., perturbations with at most d
percent words cannot alter model prediction.

4 Methodology

The performance of randomized smoothing largely
depends on py(x), which is determined by the per-
formances of the base model f(-) on the masked
inputs M(x, s). However, naively applying the
randomized smoothing on the base LLM could give
a small certification radius as the LLMs are not
trained to be robust to random masks on the inputs
for downstream tasks. As discussed, many previous
works alleviate this problem by fine-tuning the base
model (Zeng et al., 2021b; Ye et al., 2020) or train-
ing an external denoiser (Salman et al., 2020) to
augment the base model with better performances
on masked texts. Despite the effectiveness, these
methods require access to the parameters of LLMs,
which is often unavailable. In the following, we
will show how to use LLM itself as a denoiser in a
self-denoising manner.

Our objective is to improve the randomized
smoothing certification radius on existing LLMs
with no access to parameters and no further training.
Specifically, we add an additional denoising step
with a denoiser D(-), which processes the masked
input before feeding it to the base LLM, i.e.,

g'(z) = ar%g}aXPMM(L,k)(f(D(M(% s))=c. 4
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Figure 2: Prediction and certification process with our
self-denoised smoothed classifier g(x').
The denoiser is expected to augment the base model

to be more robust towards random masks on the in-
puts. Specifically, we consider two design choices
for the denoiser, 1) instruct the LLM itself to re-
cover the original input « given the masked input,
and 2) directly remove the masks. To use the LLM
as the denoiser, we use in-context learning to teach
the LLM to fill in the masked positions so that the
completed sentence is fluent and could preserve the
original semantic. The prompt we used to instruct
the LLM could be seen in Appendix A. On the other
hand, we note that when mask rate m is high, such
a filling-in-mask may fail to capture the original
semantic due to limited remaining words and thus
lead to undesired denoising results. Therefore, un-
der such scenarios, we directly remove the [Mask]
in the masked positions and use the remaining parts
for the next step downstream prediction.

The prediction and certification pipeline of
SELFDENOISE could be seen in Figure 2, where a
Monte Carlo algorithm is used for estimating ¢’ ().
The input sentence is firstly perturbed with random
masking multiple times. Different from the original
randomized smoothing (with only step @ and ® in
the figure), we additionally add a denoising step,
where the perturbed inputs are fed into the denoiser.
The returned denoised results are fed into the LLM
for downstream task prediction, and all predicting
results are then integrated to get the final prediction
following Equation 4. The certification process fol-
lows the original randomized smoothing' with our
smoothed classifier ¢'(x).

5 Experiment

5.1 Experiment Setup

Dataset and models We use the SST—-2 (Socher
et al.,, 2013) and Agnews (Zhang et al., 2015)
datasets in our experiments. We randomly divide
the original testing set of Agnews into two parts
equally as the new validation set and testing set and

'The detailed algorithm could be seen in Zeng et al.
(2021a) Algorithm 2, Line 13-24.
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Figure 3: Certified accuracy under different perturbation
scale d (%) on SST-2 (left) and Agnews (right).

use the official split of the SST-2 dataset. We use
the validation set for model selection and the test-
ing set for evaluation. We consider Alpaca (Taori
et al., 2023) as the base LLM to be robustified. We
design prompts with in-context learning to instruct
Alpaca to perform the corresponding tasks. See
details in Appendix A.

Evaluation metrics Following Zeng et al.
(2021a), we evaluate our methods together with
all baselines with both certified accuracy and em-
pirical robust accuracy. The certified accuracy is
calculated for each perturbation scale d over 1% to
10%, i.e., certified accuracy = % Yo I > d),
where r; is the certification radius for i-th input
over in total n examples. The empirical robust ac-
curacy is calculated using state-of-the-art adversar-
ial attack methods DeepWordBug (Gao et al., 2018)
and TextBugger (Li et al., 2018). Specifically, the
attackers are adopted to attack the smoothed classi-
fier with at most 10% words perturbation on each
sentence, and the accuracy on the attacked adver-
sarial examples are reported. We also report the
clean accuracy on standard examples.

Baselines and implementation details We com-
pare our method SELFDENOISE with the random-
ized smoothing-based certification method RAN-
MASK for certified accuracy. Note that another
similar certification method SAFER does not con-
sider the same definition for certified robustness
with us?, so we only compare our method with
them on empirical robust accuracy. The perfor-
mances of the vanilla base model, termed ALPACA,
are also reported. All baselines are evaluated with
the same base model without any finetuning. The
best hyper-parameters of each method are searched
on the validation set. See details in Appendix A.

5.2 Experiment Results

Figure 3 shows the certification results of the pro-
posed SELFDENOISE and baseline RANMASK on
both SST-2 and Agnews. We show that our

2See Section 2 for more explanations.

Empirical Robust Acc. (%)

Dataset DeepWordBug | TextBugger

Method ‘ Clean Acc. (%)

ALPACA
SAFER
RANMASK
SELFDENOISE

85.0 57.0 54.0
84.0 52.5 48.0
90.0 64.5 55.5

85.0 58.5 50.5

SST-2

89.0 52.0 45.0

ALPACA
SAFER
RANMASK
SELFDENOISE

83.0 55.5 53.0
82.0 58.0 53.0
84.0 70.0 66.0

Agnews

Table 1: Clean accuracy and empirical robust accuracy
under DeepWordBug attack and TextBugger attack.

method could effectively improve certified accu-
racy beyond RANMASK in both two datasets under
all perturbation scales. For example, with d = 5,
our method outperforms RANMASK by 11.5% in
SST-2 and 26.3% in Agnews.

We further present the empirical robust accu-
racy (with at most 10% word perturbation) of
the proposed SELFDENOISE and baselines in Ta-
ble 3. Here are our key observations. First, our
method achieves the best empirical robust accu-
racy in both two datasets under both attack meth-
ods. Specifically, SELFDENOISE improves the em-
pirical robust accuracy by 13.2% in SST-2 and
19.7% in Agnews compared with the second best
method under DeepWordBug attack, with 2.8% and
24.5% improvements under TextBugger. Second,
the proposed method demonstrates a better trade-
off between robustness and standard accuracy. Our
method achieves the best clean accuracy and em-
pirical robust accuracy in Agnews. In SST-2,
SELFDENOISE improves the empirical robust ac-
curacy by 19.7% with only a 1.2% drop in clean
accuracy, compared with the vanilla ALPACA.

6 Conclusion

In this paper, we proposed a randomized smoothing
based LLM certification method, SELFDENOISE,
which introduces a self-denoising framework to
augment the original LLM by instructing the LLM
to act as an additional denoiser, leading to larger
certification radius of LLMs. The proposed could
be used as a plug-in module for any LLM without
any access to parameters, and no training is needed.
Results from extensive experiments have demon-
strated our superiority on both certified robustness
and empirical robustness compared with existing
works. For future works, we plan to replace our
greedy self-denoising strategy with more plausible
choices. We will investigate ways to find the opti-
mal strategy by combining vast potential denoising
transformations beyond mask filling.



7 Broader Impacts

By developing a self-denoising method to enhance
the robustness of LLMs in the presence of noisy in-
puts, this work addresses a key limitation of LLMs
and enables their application in high-stake environ-
ments. The ability to utilize LLMs in these sce-
narios can have significant positive impacts across
various domains, such as healthcare, transportation,
and finance, where safety and reliability are critical.
By providing certified guarantees in safety-critical
domains, our method can help build more reliable
and responsible LLM systems.

Besides, our research contributes to the broader
fields of machine learning and artificial intelligence.
By tackling the challenge of robustness to noisy
inputs in LLMs, we advance the understanding and
the methodologies in this area. This can inspire fur-
ther research and innovation, leading to improved
techniques for enhancing the performance and relia-
bility of LLMs and other machine learning models.

However, it is important to acknowledge the
potential biases that may exist in LLMs, as our
method relies on them as base models. Biases can
arise from the training data used for LLMs, and
these biases may be propagated by our method. We
are committed to addressing the issue of biases and
promoting fairness and transparency in machine
learning systems. To mitigate these concerns, we
will include proper licenses in the released codes
and notify users about the potential risks associated
with biases. This way, users can be informed and
take appropriate measures to address any biases
that may arise from the use of our method.

8 Limitations

Despite the large improvements, our method suffers
from the limitation of running time, i.e., the pre-
diction and certification process is time-consuming.
This is largely because of the p.(x) calculation in
Equation 4. Such a problem is shared across all ran-
domized smoothing-based methods. Besides, the
additional self-denoising process also brings fur-
ther computational loads. It would be interesting
to either apply recent works on distributed com-
putation to accelerate our method or develop new
large language models specifically for denoising to
overcome this issue.
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A Additional Experiment Setup

A.1 Prompts and Instructions

The prompts and instructions we used for in-
context learning on downstream task prediction
and self-denoising are shown as follows.

1: Prompt template used for Alpaca.
(. N

Below is an instruction that
describes a task, paired with an
input that provides further
context. Write a response that
appropriately completes the
request.

### Instruction:

{}

### Input:
{}

### Response:
.

J

The following instructions are used to fill in the
contents under the “Instruction” section. The con-
tent under “Input” should be filled with different
input texts.

2: The instruction used for classification on SST-2.

Given an English sentence input,
determine its sentiment as
positive or negative.

3: The instruction used for self-denoising on SST-2.
( N

Replace each mask word [MASK] in
the input sentence with a
suitable word. The output
sentence should be natural and
coherent and should be of the
same length as the given sentence

### Input:

[MASK] reassembled from [MASK]
cutting-room [MASK] of any [MASK]
daytime [MASK].

### Response:
apparently reassembled from the
cutting-room floor of any given
daytime soap.

### Input:

a [MASK], funny and [MASK]
transporting re-imagining [MASK]
[MASK] and the beast and 1930s [
MASK] films

### Response:

a stirring, funny and finally
transporting re-imagining of
beauty and the beast and 1930s
horror films

-

4: The instruction used for classification on Agnews.

-
Given a news article title and

description, classify it into one

of the four categories: Sports,
World, Technology, or Business.
Return the category name as the
answer.

### Input:
Title: Venezuelans Vote Early in
Referendum on Chavez Rule (
Reuters)
Description: Reuters -
Venezuelans turned out early and
in large numbers on Sunday to
vote in a historic referendum
that will either remove left-wing
President Hugo Chavez from
office or give him a new mandate
to govern for the next two years.

### Response:
World

### Input:
Title: Phelps, Thorpe Advance in
200 Freestyle (AP)
Description: AP - Michael Phelps
took care of qualifying for the
Olympic 200-meter freestyle
semifinals Sunday, and then found
out he had been added to the
American team for the evening’s
400 freestyle relay final. Phelps
" rivals Ian Thorpe and Pieter
van den Hoogenband and teammate
Klete Keller were faster than the
teenager in the 200 free

preliminaries.




### Response:

Sports

### Input:

Title: Wall St. Bears Claw Back
Into the Black (Reuters)
Description: Reuters - Short-
sellers, Wall Street’s dwindling

band of ultra-cynics, are seeing

green again.

### Response:
Business

### Input:
Title: ’"Madden,’ ’'ESPN’ Football
Score in Different Ways (Reuters)
Description: - Was
absenteeism a little high\on
Tuesday among the guys at the
office? EA Sports would like to
think it was because "Madden NFL
2005" came out that day, and some
fans of the football simulation
are rabid enough to take a sick
day to play it.

Reuters

### Response:
Technology

5: The instruction used for self-denoising on Agnews.

Replace each masked position "[
MASK]" in the provided sentence
with a suitable word to make it
natural and coherent. Only one
word should be used to replace
each " [MASK]".
sentence should be of the same
length as the given sentence.

Provide the answer directly.

The returned

- )

A.2 Hyperparameter

We evaluate on 100 testing instances for certified
accuracy in Figure 3 and 200 instances for empiri-
cal robust accuracy in Table 1. To use the Alpaca
for self-denoising, we use beam search for gen-
eration and set the repetition penalty to 1.3 and
the number of beams to 2. We use 500 instances
for estimating p.(x) with Monte Carlo in the cer-

Perturbation Scale d (%)
1 2 3 4 5 6 7 8 9 10

10 10 10 10 80 80 80 80 80 80
20 20 30 30 70 80 80 90 90 90

20 20 70 70 80 80 90 90 90 90
50 50 70 80 80 80 90 90 90 90

Dataset Method

RANMASK

SST-2
SELFDENOISE

RANMASK

Agnews
9 SELFDENOISE

Table 2: The best mask rate m (%) for each perturbation scale
on SST-2 and Agnews for SELFDENOISE and RANMASK.

tification process. In Figure 3, for each perturba-
tion scale, we search the best mask rate m from
{10%,20%, . .., 90%} on the validation set for our
method and RANMASK. The best mask rates for
each perturbation scale are listed in Table 2. When
mask rate m is greater than or equal to 70%, we use
the removing mask strategy; otherwise, we use Al-
paca itself as the denoiser. For empirical robustness
results in Table 1, we observe that smaller mask
rates bring better empirical robust accuracy in the
validation set, so we use m = 5% for all methods.
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