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Abstract

Foundation models have rapidly permeated society, catalyzing a wave of generative AI ap-
plications spanning enterprise and consumer-facing contexts. While the societal impact of
foundation models is growing, transparency is on the decline, mirroring the opacity that
has plagued past digital technologies (e.g. social media). Reversing this trend is essential:
transparency is a vital precondition for public accountability, scientific innovation, and ef-
fective governance. To assess the transparency of the foundation model ecosystem and help
improve transparency over time, we introduce the Foundation Model Transparency In-
dex. The 2023 Foundation Model Transparency Index specifies 100 fine-grained indicators
that comprehensively codify transparency for foundation models, spanning the upstream
resources used to build a foundation model (e.g. data, labor, compute), details about the
model itself (e.g. size, capabilities, risks), and the downstream use (e.g. distribution chan-
nels, usage policies, affected geographies). We score 10 major foundation model developers
(e.g. OpenAI, Google, Meta) against the 100 indicators to assess their transparency. To
facilitate and standardize assessment, we score developers in relation to their practices for
their flagship foundation model (e.g. GPT-4 for OpenAI, PaLM 2 for Google, Llama 2 for
Meta). We present 10 top-level findings about the foundation model ecosystem: for exam-
ple, no developer currently discloses significant information about the downstream impact
of its flagship model, such as the number of users, affected market sectors, or how users can
seek redress for harm. Overall, the Foundation Model Transparency Index establishes the
level of transparency today to drive progress on foundation model governance via industry
standards and regulatory intervention.
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1 Introduction

Foundation models (FMs) like LLaMA and DALL-E 3 are an emerging class of digital technology that has
transformed artificial intelligence (Bommasani et al., 2021). These resource-intensive models are often built
by processing trillions of bytes of data, with some of the most capable systems, like OpenAI’s GPT-4, costing
hundreds of millions of dollars to build.1 Foundation models power some of the fastest-growing consumer
technologies in history,2 including myriad generative AI applications,3 bringing immense commercial invest-
ment and public awareness to AI. Simultaneously, these models have captured the interest of policymakers
around the world: the United States,4 China,5 Canada,6 the European Union,7 the United Kingdom,8 In-
dia,9 Japan,10 the G7,11 and a wide range of other governments have already taken action on foundation
models and generative AI. Foundation models are positioned to be the defining digital technology of the
decade ahead.

Transparency is an essential precondition for public accountability, scientific innovation, and effective gover-
nance of digital technologies. Without adequate transparency, stakeholders cannot understand foundation
models, who they affect, and the impact they have on society. Historically, digital technologies often follow a
familiar pattern: a new technology provides opportunities and benefits, but companies are not transparent in
how they develop and deploy the technology, and this opacity eventually leads to harm. In the case of social
media, companies have not been transparent about the ways in which they moderate content and share user
data, contributing to massacres like the Rohingya genocide in Myanmar12 and gross violations of privacy like
the Cambridge Analytica scandal.13 Consequently, a chorus of academics, civil society organizations, firms,
and governments have called for foundation model developers to improve transparency.14 Groups such as the
Partnership on AI, Mozilla, and Freedom House have noted that increased transparency is a crucial inter-
vention.15 UN Secretary-General António Guterres has proposed that the international community should
“make transparency, fairness and accountability the core of AI governance ... [and] Consider the adoption
of a declaration on data rights that enshrines transparency.”16

Foundation models appear to be on track to replicate the opacity of social media. Consider OpenAI’s GPT-4,
one of the most influential foundation models today. OpenAI states plainly its intention to be nontrans-
parent in the GPT-4 technical report, which “contains no further details about the architecture (including
model size), hardware, training compute, dataset construction, training method, or similar” (OpenAI, 2023).
Companies often claim that such information is proprietary or that sharing it would undermine their market
position and pose a danger to society as a whole, but this does not negate the enormous risks stemming from
foundation models these same companies openly acknowledge, as well as the value of greater transparency.

While the downsides of opacity are clear, transparency in the foundation model ecosystem today remains
minimal. Little to no evidence exists about which foundation model developers are transparent about which

1https://www.wired.com/story/openai-ceo-sam-altman-the-age-of-giant-ai-models-is-already-over/
2https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
3https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-a

i-the-next-productivity-frontier
4https://www.whitehouse.gov/wp-content/uploads/2023/07/Ensuring-Safe-Secure-and-Trustworthy-AI.pdf
5http://www.cac.gov.cn/2023-07/13/c_1690898327029107.htm
6https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-a

dvanced-generative-ai-systems
7https://www.europarl.europa.eu/news/en/press-room/20230609IPR96212/meps-ready-to-negotiate-first-ever-rul

es-for-safe-and-transparent-ai
8https://www.gov.uk/cma-cases/ai-foundation-models-initial-review
9https://indiaai.s3.ap-south-1.amazonaws.com/docs/generative-ai-report.pdf

10https://english.kyodonews.net/news/2023/10/3b83adf1e28d-japans-ai-draft-guidelines-ask-for-measures-to-a
ddress-overreliance.html

11https://www.politico.eu/wp-content/uploads/2023/09/07/3e39b82d-464d-403a-b6cb-dc0e1bdec642-230906_Minister
ial-clean-Draft-Hiroshima-Ministers-Statement68.pdf

12/https://about.fb.com/wp-content/uploads/2018/11/bsr-facebook-myanmar-hria_final.pdf
13https://www.nytimes.com/2018/04/04/us/politics/cambridge-analytica-scandal-fallout.html
14See Appendix D for further discussion.
15http://partnershiponai.org/wp-content/uploads/2021/08/PAI-Responsible-Sourcing-of-Data-Enrichment-Service

s.pdf
16https://indonesia.un.org/sites/default/files/2023-07/our-common-agenda-policy-brief-gobal-digi-compact-e

n.pdf
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matters, and where there are blind spots in the industry. How best to improve transparency remains an
open question despite rising concerns.

To determine the status quo and track how it evolves over time, we introduce the Foundation Model Trans-
parency Index (FMTI).17 A composite index measures a complex construct (e.g. transparency) as the basis
for scoring/ranking entities (e.g. foundation model developers) by aggregating many low-level quantifiable
indicators of transparency. Indexes are not common in AI18 but are a standard methodology in the social
sciences: iconic examples include the United Nations Development Programme’s Human Development Index
(UNDP, 2022), which ranks countries, and Ranking Digital Rights’ Corporate Accountability Index, which
ranks companies (RDR, 2020). We score the transparency of foundation model developers in an effort to
promote responsible business practices and greater public accountability. We deconstruct the concept of
transparency into 3 high-level domains: the upstream (e.g. the data, labor, and compute resources used to
build a foundation model), model-level (e.g. the capabilities, risks, and evaluations of the foundation model),
and downstream (e.g. the distribution channels, usage policies, and affected geographies) practices of the
foundation model developer.

The 2023 Foundation Model Transparency Index. For the 2023 index, each domain is further broken
down into 32–35 indicators: these are concrete, specific, and decidable aspects of transparency (e.g. does
the foundation model developer disclose the size of its model?). Ultimately, the index consists of 100
indicators (see Appendix B) that comprehensively codify what it means for a foundation model developer to
be transparent, building upon formative works on transparency for AI and other digital technologies (Gebru
et al., 2021; Bender & Friedman, 2018b; Mitchell et al., 2018; Raji & Buolamwini, 2019; Gray & Suri, 2019a;
Crawford, 2021; Vogus & Llansó, 2021; Keller, 2022).19

We score 10 major foundation model developers on each of the 100 indicators to determine how transparent
each company is in the development and deployment of its models. In particular, we score developers based
on their practices in relation to their flagship foundation models: we assess OpenAI (GPT-4), Anthropic
(Claude 2), Google (PaLM 2), Meta (Llama 2), Inflection (Inflection-1), Amazon (Titan Text), Cohere
(Command), AI21 Labs (Jurassic-2), Hugging Face (BLOOMZ; as host of BigScience),20 and Stability AI
(Stable Diffusion 2). In addition, for downstream indicators we consider the flagship or in-house distribution
channel: OpenAI (OpenAI API), Anthropic (Claude API), Google (PaLM API), Meta (Microsoft Azure),21

Inflection (Pi), Amazon (Bedrock), Cohere (Cohere API), AI21 Labs (AI21 Studio), Hugging Face (Hugging
Face Model Hub), and Stability AI (Stability API). We assess developers on the basis of publicly-available
information to make our findings reproducible and encourage transparency vis-à-vis the public on the whole.
To ensure our scoring is consistent, we identify information using a rigorous search protocol (see Appendix C).
To ensure our scoring is accurate, we notified developers and provided them the opportunity to contest any
scores prior to the release of this work (all 10 responded and 8 of the 10 explicitly contested some scores).
We summarize our core findings, recommendations, and contributions below and make all core materials
(e.g. indicators, scores, justifications, visuals) publicly available.22

1.1 Findings

On the basis of conducting the index, we extensively catalogue 35 empirical findings in §7: results spanning
overarching trends, domain-level analyses, breakdowns for open vs. closed developers, and similarities in
developer practices. We summarize the 10 most critical findings.

17See https://crfm.stanford.edu/fmti.
18We note that the AI Index from the Stanford Institute for Human-Centered AI (Zhang et al., 2022a; Maslej et al., 2023)

is a related effort, but the AI Index tracks broader trends in AI, rather than scoring specific entities or aggregating to a single
value.

19See https://transparency.dsa.ec.europa.eu/ and https://www.tspa.org/curriculum/ts-fundamentals/transparency
-report/

20Our objective is to assess Hugging Face as a company that can be tracked over time. BLOOMZ however was not built
unilaterally by Hugging Face, but instead through the BigScience open collaboration. As a result, we refer to Hugging Face in
the prose but include the BigScience logo in visuals; we provide further discussion in §5.2: model-selection.

21Meta announced Microsoft as the "preferred partner" for Llama 2 via Azure: https://about.fb.com/news/2023/07/llam
a-2/

22https://www.github.com/stanford-crfm/fmti
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Significant but obtainable headroom in overall transparency scores (Figure 7). Given that the
highest overall score is 54 out of 100 and the mean overall score is 37, all developers have significant room
for improvement. In many cases, such improvement is already feasible: 82 of the indicators are achieved by
some developer, and 71 are achieved by multiple developers.

Significant unevenness in overall scores with three major clusters (Figure 7). Overall scores vary
significantly given a range of 42 between the highest-scoring developer, Meta, at 54 and the lowest-scoring
developer, Amazon, at 12. Relative to the mean overall score of 37, organizations group into three clusters:
four well-above the mean (Meta, Hugging Face, OpenAI, Stability AI), three around the mean (Google,
Anthropic, Cohere), and three well-below the mean (AI21 Labs, Inflection, Amazon).

Upstream resource transparency scores the worst (Figure 8). Breaking down the trends by domain,
scores are consistently the worst for the upstream domain, particularly the Data, Data Labor, and Compute
subdomains. Several developers (AI21 Labs, Inflection, Amazon) receive 0 points across the entire set of 32
indicators for the upstream domain.

Several upstream matters surrounding data creation are fully opaque (Figure 10). Within the
upstream domain, no company scores points for indicators about data creators, the copyright and license
status of data, and mitigations related to copyright. The industry-wide lack of transparency on these issues
relates directly to pressing societal concerns related to copyright and intellectual property, which are the
subject of ongoing litigation.

Transparency is highest, but still imperfect, for very basic model information and down-
stream distribution (Figure 9). Breaking down the trends by major dimensions of transparency, the
highest-scoring dimensions are Methods, Model Basics, Capabilities, and Distribution. However, even when
considering indicators for these high-scoring dimensions of transparency, most companies do not reveal basic
information like model size nor do they explain how or why they made certain release decisions.

Developer transparency on Capabilities does not translate to transparency on Limitations,
Risks, and Model Mitigations (Figure 11). Within the model domain, we consider Capabilities,
Limitations, Risks, and Model Mitigations as four tightly-related subdomains that characterize a model’s
potential societal impact. While many developers score well on Capabilities by describing, demonstrating,
and evaluating capabilities, which reflect their models’ strengths, the same cannot be said for the other
three subdomains. Instead, transparency is significantly worse: just two developers demonstrate limitations,
none evaluate multiple intentional harms their models could facilitate, and none provide either externally
reproducible or third-party assessments of mitigation efficacy.

There is virtually no transparency about the downstream impact of foundation models (Fig-
ure 12). Within the downstream domain, no developer provides any transparency into the affected market
sectors, affected individuals, affected geographies, or any form of usage reporting. Overall, the average score
on the Impact subdomain is the worst in the entire index at 11%; only three developers provide even the most
minimal characterization of the number of downstream applications, and no developer provides a mechanism
for users to seek redress.

Open developers are consistently more transparent than closed developers (Figure 13). Break-
ing down trends by how developers release their models, open developers (i.e. those that release model weights
and, potentially, data) show a clear edge in transparency over closed counterparts (e.g. API providers). Two
of the three open developers (Meta and Hugging Face) score better than all other developers, while the third
(Stability AI) scores one point below the highest-performing closed developer (OpenAI). Open developers
have higher average scores on 17 of the 23 subdomains.

Open developers are much more transparent on upstream resources and comparably transpar-
ent on downstream use when compared to closed developers (Figure 13). The average score for
open developers on upstream indicators is 53% compared to a paltry 9% of closed developers. However, while
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closed developers have greater control over the downstream use of their foundation models, this does not
translate to greater downstream transparency as the average for open developers on downstream indicators
is 49% compared to 43% from closed developers.

Some companies have highly correlated scores (Figure 14). Considering pairs of companies, we
analyze the extent to which they agree on the indicators where they do and do not score points. In particular,
the three members of the Frontier Model Forum (Anthropic, Google, OpenAI) exhibit high indicator-level
similarity, as do the two companies that release both model weights and data (Hugging Face, Stability AI)
and the four lowest-scoring companies (Cohere, AI21 Labs, Inflection, Amazon). This leaves Meta as the
sole outlier in terms of developer-developer indicator-level similarity.

5
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1.2 Recommendations

On the basis of our findings, we make specific recommendations aimed at foundation model developers,
foundation model deployers, and policymakers in §8: recommendations. We highlight our top-most rec-
ommendation for each stakeholder group.

Foundation model developers should improve transparency by drawing on the practices of their
competitors. By assessing developers directly, we clarify for each developer the indicators where they lack
transparency. In itself, this provides a clear diagnostic on where they stand relative to their competitors
and, given our justifications for why transparency on these matters is valuable, why improving transparency
would be beneficial for society. Given that 82 indicators are all satisfied by some developer, developers can
directly consult the practices of their competitors to provide a clear example of how they might improve
their transparency. There is a tremendous gap between the 82 already-feasible indicators and the current top
score of 54 and the mean score of 37, meaning there are many areas of low-hanging fruit where developers
can readily improve transparency today.

Foundation model deployers should push for greater transparency from developers. Foundation
models intermediate a growing supply chain: deployers of foundation models (e.g. cloud service providers
and companies that license developers’ models) as well as other downstream actors are influenced by, and can
influence, the transparency of foundation model developers. In particular, deployers should push developers
for greater transparency when making the decision, and potentially negotiating the contract, to deploy a
developer’s model. Deployers and other downstream actors wield leverage collectively: it is their downstream
use that generates users and revenue for foundation model developers, meaning they should use this leverage
to acquire the necessary transparency from foundation model developers.

Policymakers should prioritize transparency with sufficient precision. Given the importance of
transparency, policymakers should make transparency a top priority in legislative proposals and regulatory
enforcement related to foundation models. While transparency is already broadly recognized in most regula-
tory frameworks for AI, policymakers should be more precise about what they mean by transparency and the
areas in which they hope to reduce opacity via transparency requirements or other measures. In particular,
policymakers should understand the status quo for transparency (e.g. via the scores we provide) and use
this evidence to inform interventions in the areas where transparency is most urgently needed (e.g. on Data
Labor and Impact, given these are lowest-scoring dimensions of transparency across the entire supply chain).

6
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1.3 Contributions

To summarize, our contributions are:

1. Taxonomy. We taxonomize the vast conceptual space of transparency in the context of foundation
models, following on widespread calls for transparency (see Appendix D). In particular, we struc-
ture the space hierarchically into 3 domains (i.e. upstream, model, downstream), 23 subdomains
(e.g. data, compute, capabilities, risks, distribution, feedback), and 100 decidable and actionable
indicators.

2. Scoring of major foundation model developers. We score 10 major foundation model devel-
opers and their flagship foundation models with a standardized protocol. These developers vary in
their company status (e.g. startups, Big Tech), release strategy (e.g. open weights, restricted API),
modalities (e.g. text-to-text, text-to-image), and involvement in global policy efforts (e.g. White
House voluntary commitments, Frontier Model Forum). We allow developers to directly contest
scores: all 10 developers engaged in correspondence and 8 contested specific scores.

3. Empirical findings. Our extensive evaluation yields 35 findings, which ground existing discourse
and sharpen our understanding of the lack of transparency in the foundation model ecosystem. In
many cases, these findings directly bear on critical global AI policy efforts (e.g. the EU AI Act) and
provide the basis for clear recommendations on how developers may improve their practices (e.g.
by creating centralized documentation artifacts). Our scores offer ample opportunities for further
analysis.

4. Legibility and reproducibility. We provide a public website that presents our findings and
recommendations broadly legible to the general audience.23 To facilitate further research, and
reproduce our scoring and analyses, we make all core materials (e.g. indicators, scores, justifications,
visuals) publicly available.24

5. Theory of change and future versions. Our objective is to simultaneously articulate the status
quo and increase transparency over time. To this end, we make very explicit our theory of change: we
view our work as compiling the transparency practices across es across companies as an instrument
for driving change (see §9.1: change) and the limitations/risks of our work (see §9.2: limitations).
Critically, we will conduct additional iterations of the index to track progress over time to work
towards a more transparent foundation model ecosystem.

23https://crfm.stanford.edu/fmti
24https://www.github.com/stanford-crfm/fmti
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2 Background

To begin, we provide a brief primer on the three core concepts underlying this work: foundation models,
transparency, and indexes.

2.1 Foundation models

Foundation models are the defining paradigm of modern AI, reflecting a broad shift in the field from bespoke
models for individual tasks to more general models that can be adapted for a wide range of use cases
Bommasani et al. (2021). In this sense, foundation models belong to the broader class of general-purpose
technologies that have restructured society such as electricity, the Internet, and smartphones (Bresnahan
& Trajtenberg, 1995; Brynjolfsson et al., 2021; Bommasani et al., 2021; Eloundou et al., 2023). Building
foundation models requires significant resources: immense volumes of data are processed using immense
amounts of computation to yield the foundation model. Using foundation models often requires substantially
fewer resources in comparison: models can be adapted, often in lightweight fashion (e.g. through a simple
textual interface), for an increasingly wide range of use cases. The disparity in resource requirements between
development and deployment has yielded a market where a small set of companies build the most prominent
foundation models that are then adopted by thousands of companies and millions of consumers (Bommasani
et al., 2023b; Vipra & Korinek, 2023; Widder et al., 2023).

The structure of the foundation model paradigm implicates a broader ecosystem and supply chain Bommasani
et al. (2023b); Cen et al. (2023); Jones (2023). We depict a conceptualized view of this supply chain in
Figure 1. The supply chain begins with the upstream resources that are used to build a foundation model:
data, computational hardware, energy, labor, and code. For each of these resources, a further supply chain
exists: for example, data to build foundation models is often sourced from the Internet, but this data can
only come to be on the Internet as a result of human data-generating process (e.g. publishing news article,
authoring personal blogs, uploading videos to YouTube, creating music) along with Internet infrastructure
(e.g. networking protocols). Alongside these upstream resources and supply chains, foundation models are
then used as the foundation for supply chains that derive from the model. In particular, foundation models
are made available for downstream use through distribution channels (e.g. an API to access the model or a
host that facilitates inference using the model). By way of these distribution channels, foundation models
power downstream applications (e.g. commercial products and services) across a range of market sectors
and geographies. For instance, OpenAI’s GPT-4 powers applications in education (e.g. Khan Academy’s
Khanmigo tutor), finance (e.g. Stripe’s fraud detection tool), banking (e.g. Morgan Stanley’s internal
chatbot), and government (e.g. Iceland’s language preservation system).25 Overall, a comprehensive account
of the societal impact of foundation models, and their transparency in particular, requires consideration of
the different parts of the foundation model ecosystem (Bommasani et al., 2021, §1.2).

Foundation models have fueled the recent wave of generative AI technologies: these models can be used to
generate fluent text, useful code, photorealistic images, and compelling audio. New research efforts built
foundation models in an even broader array of domains: biology (Lin et al., 2023), climate change (Lacoste
et al., 2023), weather,26 astronomy (Nguyen et al., 2023), radiology (Chambon et al., 2022), and robotics
(Open X-Embodiment Collaboration et al., 2023). Nevertheless, much of the present public and commercial
interest centers on language models (e.g. Anthropic’s Claude 2, Meta’s Llama 2) and multimodal models
with language interfaces (e.g. Stability AI’s Stable Diffusion 2, OpenAI’s GPT-4). Alongside their signifi-
cant capabilities, researchers have highlighted a large number of potential risks posed by these foundation
models spanning malicious uses like generating disinformation to unintended harms like generating text that
reinforces societal biases (Bender et al., 2021; Bommasani et al., 2021; Abid et al., 2021; Weidinger et al.,
2022). There have also been recent demonstrations of many concrete harms from language models.27

25See https://openai.com/gpt-4 for a list of several applications built upon OpenAI’s GPT-4.
26https://www.earthdata.nasa.gov/news/weather-ai-fm-workshop
27Partnership on AI’s AI Incident database (https://incidentdatabase.ai/) and the AI, Algorithmic, and Automation

Incidents and Controversies database (https://www.aiaaic.org/aiaaic-repository) collect incidents of harm caused by AI.
For a concrete example, see https://www.404media.co/inside-the-ai-porn-marketplace-where-everything-and-everyon
e-is-for-sale/.
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Figure 1: Foundation Model Supply Chain. A conceptual depiction of the foundation model supply
chain, beginning with the primary upstream resources (i.e. data, compute) and transitioning to the founda-
tion model, subsequent hosts (or distribution channels), and ending with downstream applications. Image
taken with permission from Jones (2023).
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2.2 Transparency

Transparency is broadly understood as the property of being visible and easily understood (Aristotle, 350
B.C.E; Kalderon, 2015), and is often a fundamental prerequisite of social responsibility and accountability
(Florini, 2007; Robinson & Acemoglu, 2012).

Transparency is desirable from a variety of standpoints. For example, transparently disclosing information
makes that information available, shareable, legible, and verifiable. Transparency when conducting a com-
plex process can make clear the processes’ scope, stakes, and pitfalls (Lathrop & Ruma, 2010). Similarly,
transparency in decision-making can help those who are not involved in the decision assess the motivations
behind the decision, the evidence used to justify it, as well as its costs and benefits. Various philosophers,
political theorists, scientists, and journalists have emphasized the importance of transparency across these
and other domains (Johnston, 2006; Florini, 2007; Benkler, 2013; Schudson, 2015). Civil society, grassroots
organizations, and consumers also regularly call for transparency as a mechanism for fact finding, account-
ability, and holding organizations responsible for harm (Heikkilä, 2023; DiResta et al., 2022).28 For our
purposes, we consider transparency as it relates to the development and use of digital technologies, with
a specific focus on the transparency of the practices of foundation model developers as measured by the
information they share regarding their models.29

Why transparent matters for digital technologies. Transparency in digital technologies is particu-
larly relevant for three reasons. First, new digital technologies, such as AI, are not well understood by society,
often appearing as a black box (Castelvecchi, 2016). Second, digital technologies are easily rendered invisible,
meaning it is difficult for nonexperts to understand when processes like algorithmic decision-making are tak-
ing place (Ng et al., 2021). Third, these technologies can have a profound influence on billions of users across
society. And yet these technologies are built by a small cadre of industry actors who do not represent society
as a whole. Under these conditions, transparency functions as a prerequisite for public accountability and
responsible innovation (Klyman, 2023). Shared visibility engenders public trust and facilitates interventions
in the public interest (Hardin, 2002). Without sufficient understanding of industry practices, researchers
cannot characterize the societal impact of digital technologies, let alone propose concrete actions to improve
business practices (Pasquale, 2015). While the effects of transparency are often difficult to measure as they
are diffuse and indirect, transparency helps to expose malpractice and enables the public to respond to such
malpractice.

Limitations of transparency. Transparency is far from sufficient on its own and it may not always bring
about the desired change (Corbett & Denton, 2023). Salient critiques of transparency include:

• Transparency does not equate to responsibility. Without broad based grassroots movements to exert
public pressure or concerted government scrutiny, organizations often do not change bad practices
(Boyd, 2016; Ananny & Crawford, 2018).

• Transparency-washing provides the illusion of progress. Some organizations may misappropriate
transparency as a means for subverting further scrutiny. For instance, major technology companies
that vocally support transparency have been accused of transparency-washing, whereby "a focus on
transparency acts as an obfuscation and redirection from more substantive and fundamental ques-
tions about the concentration of power, substantial policies and actions of technology behemoths"
(Zalnieriute, 2021).

• Transparency can be gamified. Digital platforms have been accused of performative transparency,
offering less insightful information in the place of useful and actionable visibility (Ghosh & Faxon,
2023; Mittelstadt, 2019). As with other metrics, improving transparency can be turned into a game,
the object of which is not necessarily to share valuable information.30

28See Appendix D for additional details on calls for transparency.
29Note that the term "transparency" is at times also used to describe efforts to make AI more explainable or interpretable at

the level of specific AI-based predictions or decisions (Liao & Vaughan, 2023; Zou et al., 2023). Such transparency is not the
subject of our work.

30According to Goodhart’s Law, "when a measure becomes a target, it ceases to be a good measure" (Goodhart, 1984).
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• Transparency can inhibit privacy and promote surveillance. Transparency is not an apolitical concept
and is often instrumentalized to increase surveillance and diminish privacy (Han, 2015; Mohamed
et al., 2020; Birchall, 2021). For foundation models, this critique underscores a potential tension
between adequate transparency with respect to the data used to build foundation models and robust
data privacy.

• Transparency may compromise competitive advantage or intellectual property rights. Protections
of competitive advantage plays a central role in providing companies to the incentives to innovate,
thereby yielding competition in the marketplace that benefits consumers. Consequently, work in
economics and management studies have studied the interplay and potential trade-off between com-
petitive advantage and transparency (Bloomfield & O’Hara, 1999; Granados & Gupta, 2013; Liu
et al., 2023), especially in the discourse on corporate social responsibility.

Transparency is not a panacea. In isolation, more information about foundation models will not necessarily
produce a more just or equitable digital world. But if transparency is implemented through engagement with
third-party experts, independent auditors, and communities who are directly affected by digital technologies,
it can help ensure that foundation models benefit society.

Transparency in practice for prior digital technologies Digital technologies are marked by a long
track record of poor transparency. While each major new technology has dramatically restructured society,
the powerful corporations that build these technologies have wielded outsized influence and maintained
opacity to advance their commercial interests. Consider the following examples of digital technologies that
suffer from a lack of transparency as well as associated interventions/studies to reduce opacity: the fight for
net neutrality for internet service providers like Comcast (Service, 2021), web cookies for online advertising
like Google Ads (Englehardt et al., 2015; Englehardt & Narayanan, 2016; Narayanan & Reisman, 2017),
labor practices for crowd-sourcing platforms like Amazon Mechnical Turk (Gray & Suri, 2019a; Crawford,
2021), wage schemes for ride sharing platforms like Uber (Rosenblat & Stark, 2016), and dark patterns for
game companies like Epic Games (Commission, 2023).

Stepping through these examples, efforts like the Princeton Web Transparency Project (Englehardt et al.,
2015; Englehardt & Narayanan, 2016; Narayanan & Reisman, 2017) have unveiled the ecosystem of online
third-party tracking using cookies, which “led to greater public awareness, the cessation of some privacy-
infringing practices, and the creation of new consumer privacy tools.” Similarly, Rosenblat & Stark (2016)
empirically demonstrated that Uber drivers were the subject of a severely asymmetric power dynamic given
the control exerted by Uber over their drivers, to the detriment of the ride sharing market. In the context of
crowd-sourcing, Gray & Suri (2019a) and Crawford (2021) demonstrated exploitation of the “ghost" workers
powering AI, such as on Amazon Mechanical Turk, that was made invisible on these platforms. More
recently, these efforts have prompted the scrutiny of lawmakers as to improve transparency and, thereby,
labor conditions. As a final example, dark patterns have a pervasive practice for myriad technologies, leading
to mismanaged consumer expectations and overall opacity. To this end, the FTC’s recent inquiry into Epic
Games for dark patterns used to deceive gamers, and particularly children, amounted to a $245M fine on
Epic Games (Commission, 2023).

Building on these prior examples, we consider social media more specifically. Social media platforms provide
a vivid example of transparency challenges in recent years, and the increasing level of acknowledgement
among some technology companies that a baseline level of transparency is a necessity. Given the profound
impact of social media in mediating how humans form relationships, communicate with each other, buy goods
and services, and access information, a broad body of work argues for greater transparency (see Keller, 2022).
Social media platforms have slowly begun to adopt transparency reporting practices. For example, Facebook
now hosts its own Ad Library31, Content Library32, and a transparency center33 that reports on content
enforcement, widely viewed content, regulatory transparency, government data requests, and intellectual
property, among other pieces of mostly voluntary transparency. In parallel, transparency requirements have

31https://www.facebook.com/ads/library/
32https://transparency.fb.com/researchtools/meta-content-library
33https://transparency.fb.com/
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been enshrined in laws like the EU Digital Services Act (Commission, 2022) and legislative proposals like
the U.S. Platform Accountability and Transparency Act (Coons et al., 2021).

Transparency for AI. With the rise of AI in the past 10 years, its societal impact has received much
greater attention (Barocas & Selbst, 2016; Abebe et al., 2020; Hutchinson et al., 2021; Bender et al., 2021).
Transparency is often referenced as a core ethical principle undergirding responsible AI (Fjeld et al., 2020;
Hagendorff, 2020).34 Jobin et al. (2019) find that transparency is the most frequently cited principle in AI
ethics guidelines, appearing in 85% of the assessed 84 guidelines.

Given that the standard machine learning pipeline is divided into several stages, transparency efforts often
target different stages.35 Documentation efforts are most common at the level of data (Gebru et al., 2021;
Bender & Friedman, 2018b; Pushkarna et al., 2022) and models (Mitchell et al., 2018; Crisan et al., 2022),
with evaluations providing further insight into models (Deng et al., 2009; Ribeiro et al., 2020; Perez et al.,
2022; Liang et al., 2022c; Bommasani et al., 2023c). More recently, several efforts have studied the broader
ecosystem-wide transparency of AI and its supply chains (Bommasani et al., 2023b; Cen et al., 2023), though
transparency on the downstream impacts of AI is comparatively understudied (Narayanan & Kapoor, 2023).
The Foundation Model Transparency Index advances this view, assessing transparency of foundation models
with a comprehensive ecosystem-level approach that spans the data and broader upstream resources, the
foundation models themselves, and the downstream use and impact.

2.3 Indexes

A (composite) index is a standard methodology (OECD et al., 2008; Greco et al., 2019) for assessing entities
(e.g. companies, countries) in relation to a specific construct (e.g. transparency, responsibility). Method-
ologically, the score on an index for a specific entity is the aggregate of multiple low-level indicators that can
be more directly quantified. Composite indexes as a methodology has seen broad adoption across the social
sciences, including to directly address major political, economic, and societal concerns such as public corrup-
tion (e.g. Transparency International’s Corruption Perceptions Index; Transparency International, 2023),
environmental welfare (e.g. the World Economic Forum’s Environmental Sustainability Index; Whitford &
Wong, 2009) and living standards (e.g. the United Nations Development Programme’s Human Development
Index; Hopkins, 1991). However, indexes have not played a major role in mainstream AI discourse.36

Indexes are designed to further several objectives and have certain characteristic strengths (Commission
et al., 2008; Saisana & Tarantola, 2002). Most fundamentally, indexes can transform complex and amor-
phous constructs into straightforward and concrete scores. Indexes and the aggregate quantitative metrics
they provide can therefore allow for broad engagement on certain topics, furthering public understanding
as well as providing a strong basis for various forms of decision-making such as regulatory intervention. In
addition, when indexes are maintained over time, they encourage a long-term focus and can be vital in
fostering improvement over time (Kogen, 2022). In this way, while operating at a different level of abstrac-
tion and involving a different set of design decisions, indexes are analogous to model benchmarks that are
commonplace in AI (Deng et al., 2009; Wang et al., 2019; Liang et al., 2023) and appeal to a similar theory
of change (Donoho, 2017; Ethayarajh & Jurafsky, 2020; Raji et al., 2021; Bommasani, 2023). Indexes also
have shortcomings: namely, they can be reductive and overly subjective (Saisana & Tarantola, 2002; OECD

34See UNESCO’s Recommendation on the Ethics of Artificial Intelligence, which was adopted by its 193 member states
and constitutes the first global normative instrument on AI ethics. Our conceptualization of transparency covers several of
UNESCO’s 10 principles, namely Transparency and Explainability. See https://www.unesco.org/en/artificial-intellige
nce/recommendation-ethics

35As mentioned previously, the term "transparency" is also sometimes used in AI to refer to explainability/interpretability,
referring to understanding how a specific model makes predictions (Zou et al., 2023). In part, the emphasis on this topic is
due to the inscrutability of the deep neural networks that have powered AI’s rise. However, we focus on structural forms of
transparency, taking a more macroscopic perspective.

36We highlight the AI Index from the Stanford Institute for Human-Centered AI (Maslej et al., 2023; Zhang et al., 2022a),
which tracks global progress of AI across a variety of quantitative indicators. In contrast to the composite indexes here, the
AI Index neither directly scores specific entities nor does it aggregate individual indicators into a singular aggregate. We also
highlight the Generative AI Accountability Scorecard from Ranking Digital Rights as a forthcoming effort that targets the
generative AI services downstream of foundation models: https://rankingdigitalrights.org/mini-report/introducing-r
drs-preliminary-standards-for-generative-ai/.
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et al., 2008; Greco et al., 2019). To design and score an index, researchers must make simplifying decisions
about which indicators to include, how to weigh those indicators, and how to grade indicators. Beyond these
methodological issues, indexes are subject to a broader conceptual critique that they may oversimplify con-
cepts that are intrinsically complex, discarding valuable nuances.37 Indexes may also be subject to gaming,
which we discuss more extensively in §9.2: limitations.

37The literature and theory on composite indexes is much too extensive to be easily summarized in this brief primer. We
recommend the Handbook on Constructing Composite Indicators: Methodology and User Guide (OECD et al., 2008) as a
proper introduction to the subject: https://doi.org/10.1787/9789264043466-en.
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3 The Foundation Model Transparency Index

The Foundation Model Transparency Index scores foundation model developers for their comprehensive
transparency. We discuss specifics on the developers, indicators, and scoring in subsequent sections. Strate-
gically, our aim is for the index to clarify discourse on foundation models and AI that is muddled and lacks
grounding in empirical data. We aim to improve the overall transparency of the AI ecosystem by encourag-
ing foundation model developers to share more information about the development and deployment of their
models. We also provide a clear taxonomization of the key issues related to transparency and demonstrate
where greater transparency would be especially valuable. Therefore, the Foundation Model Transparency
Index provides a frame of reference for assessing whether the ecosystem as a whole—and which developers
in particular—become more or less transparency over time. Simultaneously, given the limitations of indexes,
we are fully transparent about our methodology, including the core decisions on indicator inclusion, indicator
weighting, and indicator scoring. We also discuss methodological shortcomings relating to each of these deci-
sions in §9.2: limitations. To guard against unnecessary simplification, we provide discussion and analysis
at several levels of abstraction in §7: results.

Overall, the Foundation Model Transparency Index captures the key dimensions of transparency that are
relevant to foundation models at present. As the foundation model ecosystem and AI policy evolves over
time, the central questions regarding the transparency of foundation models will evolve as well. Consequently,
we will conduct future versions of the index that adjust the indicators to reflect these changes. We more
expansively discuss our intended impact (including our theory of change and associated limitations and risks)
in §9: impact.
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4 Indicators

We define 100 indicators that comprehensively characterize transparency for foundation model developers.
To select these indicators, we compiled relevant concepts raised across past scientific literature as well as
concerns animated by public discourse on foundation models and other digital technologies. In Appendix B
we provide specific references for each indicator, and these references advocate for increased transparency
and information sharing related to the indicator in question. We derived a concrete set of indicators from this
literature, engaging external researchers to converge on the final list of 100 (see Figure 2). These indicators
cover each dimension of the foundation model supply chain, from the data, compute, and labor required to
build foundation models to model evaluations and developers’ policies to restrict their use. We divide our
indicators into three broad domains as described in Figure 1: indicators that are upstream of the model,
indicators that relate to the model itself, and indicators that are downstream of the model.

4.1 Upstream indicators

The upstream indicators identify the ingredients and processes involved in building a foundation model.
There are 32 upstream indicators, which we further taxonomize into the following 6 subdomains:

• Data (10 indicators). Assesses transparency regarding the size and composition of the data used
to build the model; the creators whose content is present in the data; and any steps to curate or
augment the data. These indicators also address transparency regarding the inclusion of personal,
copyrighted, or licensed data.

• Data Labor (7 indicators). Assesses transparency regarding the use of human labor in producing
the data used to build the model, including the wages, labor protections, employer, and geographic
distribution of workers who contributed to data annotation and curation. These indicators also
address transparency regarding the third parties that foundation model developers partnered with
to construct their models.

• Data Access (2 indicators). Assesses the scope of data access given to external parties.

• Compute (7 indicators). Assesses transparency regarding the hardware and computation used
to build the model, as well as the resulting energy use and environmental impacts.

• Methods (4 indicators). Assesses basic technical specifications for the model’s training stages
and objectives, as well as the software frameworks and dependencies used.

• Data Mitigations (2 indicators). Assesses transparency regarding steps taken to mitigate data
privacy and copyright concerns.

We depict the upstream indicators in Figure 3. Researchers have widely advocated for greater transparency
in relation to Data and Data Access (Bender & Friedman, 2018a; Gebru et al., 2018; Hutchinson et al., 2021;
Dodge et al., 2021; Bandy & Vincent, 2021) as a means for contextualizing model capabilities (Sambasivan
et al., 2021; Longpre et al., 2023) and risks related to privacy, bias, and copyright (Buolamwini & Gebru,
2018; Bender et al., 2021; Kandpal et al., 2022; Sobel, 2017). Data Labor indicators uplift concerns related
to labor practices, include irresponsible or exploitative use of human labor (Gray & Suri, 2019a; Crawford,
2021; Hao & Seetharaman, 2023; Kittur et al., 2013; Dzieza, 2023; West, 2019). Compute indicators relate
to concerns around the high computational cost and energy expenditure associated with building foundation
models, which can result in environmental harm (Lacoste et al., 2019; Strubell et al., 2019; Schwartz et al.,
2020; Patterson et al., 2021; Bender et al., 2021; Henderson et al., 2020; Luccioni & Hernández-García, 2023;
Vipra & West, 2023). Data Mitigations indicators also relate to the growing legal and sociotechnical concerns
over data privacy, copyright, and licensing (Henderson et al., 2023; Brown et al., 2022; Lee et al., 2023a;
Cooper et al., 2023; Saveri et al., 2023).
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2023 Foundation Model Transparency Index Indicators

Figure 2: Indicators. The 100 indicators of the Foundation Model Transparency Index spanning the 3
domains: upstream, model, and downstream.
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Data size: For the data used in building the model, is the data size disclosed?

Data sources: For all data used in building the model, are the data sources disclosed?

Data creators: For all data used in building the model, is there some characterization of the people who created the
data?

Data source selection: Are the selection protocols for including and excluding data sources disclosed?

Data curation: For all data sources, are the curation protocols for those data sources disclosed?

Data augmentation: Are any steps the developer takes to augment its data sources disclosed?

Harmful data �ltration: If data is �ltered to remove harmful content, is there a description of the associated �lter?

Copyrighted data: For all data used in building the model, is the associated copyright status disclosed?

Data license: For all data used in building the model, is the associated license status disclosed?

Personal information in data: For all data used in building the model, is the inclusion or exclusion of personal
information in that data disclosed?

Use of human labor: Are the phases of the data pipeline where human labor is involved disclosed?

Employment of data laborers: Is the organization that directly employs the people involved in data labor disclosed for
each phase of the data pipeline?

Geographic distribution of data laborers: Is geographic information regarding the people involved in data labor
disclosed for each phase of the data pipeline?

Wages: Are the wages for people who perform data labor disclosed?

Instructions for creating data: Are the instructions given to people who perform data labor disclosed?

Labor protections: Are the labor protections for people who perform data labor disclosed?

Third party partners: Are the third parties who were or are involved in the development of the model disclosed?

Queryable external data access: Are external entities provided with queryable access to the data used to build the
model?

Direct external data access: Are external entities provided with direct access to the data used to build the model?

Compute usage: Is the compute required for building the model disclosed?

Development duration: Is the amount of time required to build the model disclosed?

Compute hardware: For the primary hardware used to build the model, is the amount and type of hardware disclosed?

Hardware owner: For the primary hardware used in building the model, is the owner of the hardware disclosed?

Energy usage: Is the amount of energy expended in building the model disclosed?

Carbon emissions: Is the amount of carbon emitted (associated with the energy used) in building the model disclosed?

Broader environmental impact: Are any broader environmental impacts from building the model besides carbon
emissions disclosed?

Model stages: Are all stages in the model development process disclosed?

Model objectives: For all stages that are described, is there a clear description of the associated learning objectives or a
clear characterization of the nature of this update to the model?

Core frameworks: Are the core frameworks used for model development disclosed?

Additional dependencies: Are any dependencies required to build the model disclosed besides data, compute, and
code?

Mitigations for privacy: Are any steps the developer takes to mitigate the presence of PII in the data disclosed?

Mitigations for copyright: Are any steps the developer takes to mitigate the presence of copyrighted information in the
data disclosed?

Upstream

Upstream Indicators for the 2023 Foundation Model Transparency Index

Figure 3: Upstream Indicators. The 32 upstream indicators that span Data, Data Labor, Data Access,
Compute, Methods, and Data Mitigations.

17



Published in Transactions on Machine Learning Research (02/2025)

4.2 Model indicators

The model indicators identify the properties and function of the foundation model. There are 33 model
indicators, which we further taxonomize into the following 8 subdomains:

• Model Basics (6 indicators). Assesses transparency regarding fundamental information about
the model such as modalities, size, and architecture as well as the presence of centralized model
documentation.

• Model Access (3 indicators). Assesses the scope of model access given to external entities.

• Capabilities (5 indicators). Assesses transparency regarding the capabilities of the model, in-
cluding evaluations.

• Limitations (3 indicators). Assesses transparency regarding the limitations of the model, includ-
ing evaluations.

• Risks (7 indicators). Assesses transparency regarding the risks of the model, including evaluations,
with specific focus on both unintentional harm (e.g. bias) and intentional harm (e.g. fraud).

• Model Mitigations (5 indicators). Assesses transparency regarding model-level mitigations,
including evaluations of their efficacy.

• Trustworthiness (2 indicators). Assesses transparency regarding the trustworthiness of the
model, including evaluations.

• Inference (2 indicators). Assesses transparency regarding standardized inference with the model.

We depict the model indicators in Figure 4. Model Basics indicators refer to fundamental information that
is expected by model documentation standards (Mitchell et al., 2019; Crisan et al., 2022; Bommasani et al.,
2023b) and, historically, have been reliably reported in the release of machine learning models. Model Access
indicators reflect literature tied to the spectrum of model release and the associated differences in external ac-
cess (Solaiman et al., 2019; Sastry, 2021; Shevlane, 2022; Liang et al., 2022b; Solaiman, 2023). The indicators
on Capabilities, Limitations, Risks and Model Mitigations are motivated by a common understanding that
these factors jointly influence the societal impact of machine learning models and AI systems (Tabassi, 2023b;
Weidinger et al., 2023). For these subdomains, the description and demonstration indicators gauge whether
there is some non-technical articulation and legibility of these concepts, primed by concerns surrounding
public understanding of foundation models.38 To make these assessments more rigorous, the evaluation indi-
cators build on the extensive tradition of evaluation in AI spanning iconic benchmarks like ImageNet (Deng
et al., 2009), broader benchmarks like SuperGLUE Wang et al. (2019), and extensive meta-benchmarks like
LM-Harness, BIG-bench, HELM and BEHAVIOR (Gao et al., 2021b; Srivastava et al., 2022; Liang et al.,
2023; Srivastava et al., 2021). Indicators assessing evaluations also highlight the importance of reproducibility
(Lipton & Steinhardt, 2019; Kapoor et al., 2023; Kapoor & Narayanan, 2023)39 and independent assessment
(Sandvig et al., 2014; Raji & Buolamwini, 2019; Metaxa et al., 2021; Costanza-Chock et al., 2022; Raji et al.,
2022b; Raji, 2022; Lam et al., 2022; Weidinger et al., 2023), which enable open science and external verifica-
tion of developers’ claims about their models. In the case of risks, finer distinctions between unintentional
harms (e.g. biases, toxicity) and intentional harms (e.g. disinformation, fraud) build on harm taxonomies
(Bender et al., 2021; Bommasani et al., 2021; Weidinger et al., 2021; Tabassi, 2023a; Weidinger et al., 2023).
Indicators on trustworthiness and inference are especially motivated by the Trustworthy ML Initiative40 and
MLPerf (Reddi et al., 2020) respectively, among other works (Brundage et al., 2020; Cammarota et al., 2020;
Kumar et al., 2020; Liu et al., 2022; Shneiderman, 2020; Patterson et al., 2021; Narayanan et al., 2023).

38See https://www.gov.uk/government/publications/public-perceptions-towards-the-use-of-foundation-models-i
n-the-public-sector.

39See the ML Reproducibility challenge: https://paperswithcode.com/rc2022, CodaLab worksheets for reproducible ML:
https://worksheets.codalab.org/, and Joelle Pineau’s reproducibility checklist: https://www.cs.mcgill.ca/~jpineau/Rep
roducibilityChecklist.pdf.

40https://www.trustworthyml.org/
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Input modality: Are the input modalities for the model disclosed?

Output modality: Are the output modalities for the model disclosed?

Model components: Are all components of the model disclosed?

Model size: For all components of the model, is the associated model size disclosed?

Model architecture: Is the model architecture disclosed?

Centralized model documentation: Is key information about the model included in a centralized artifact such as a
model card?

External model access protocol: Is a protocol for granting external entities access to the model disclosed?

Blackbox external model access: Is black box model access provided to external entities?

Full external model access: Is full model access provided to external entities?

Capabilities description: Are the model's capabilities described?

Capabilities demonstration: Are the model’s capabilities demonstrated?

Evaluation of capabilities: Are the model’s capabilities rigorously evaluated, with the results of these evaluations
reported prior to or concurrent with the initial release of the model?

External reproducibility of capabilities evaluation: Are the evaluations of the model’s capabilities reproducible by
external entities?

Third party capabilities evaluation: Are the model’s capabilities evaluated by third parties?

Limitations description: Are the model's limitations disclosed?

Limitations demonstration: Are the model’s limitations demonstrated?

Third party evaluation of limitations: Can the model’s limitations be evaluated by third parties?

Risks description: Are the model's risks disclosed?

Risks demonstration: Are the model’s risks demonstrated?

Unintentional harm evaluation: Are the model’s risks related to unintentional harm rigorously evaluated, with the results
of these evaluations reported prior to or concurrent with the initial release of the model?

External reproducibility of unintentional harm evaluation: Are the evaluations of the model’s risks related to
unintentional harm reproducible by external entities?

Intentional harm evaluation: Are the model’s risks related to intentional harm rigorously evaluated, with the results of
these evaluations reported prior to or concurrent with the initial release of the model?.

External reproducibility of intentional harm evaluation: Are the evaluations of the model’s risks related to intentional
harm reproducible by external entities?

Third party risks evaluation: Are the model’s risks evaluated by third parties?

Mitigations description: Are the model mitigations disclosed?

Mitigations demonstration: Are the model mitigations demonstrated?

Mitigations evaluation: Are the model mitigations rigorously evaluated, with the results of these evaluations reported?

External reproducibility of mitigations evaluation: Are the model mitigation evaluations reproducible by external
entities?

Third party mitigations evaluation: Can the model mitigations be evaluated by third parties?

Trustworthiness evaluation: Is the trustworthiness of the model rigorously evaluated, with the results of these
evaluations disclosed?

External reproducibility of trustworthiness evaluation: Are the trustworthiness evaluations reproducible by external
entities?

Inference duration evaluation: Is the time required for model inference disclosed for a clearly-speci�ed task on a
clearly-speci�ed set of hardware?

Inference compute evaluation: Is the compute usage for model inference disclosed for a clearly-speci�ed task on a
clearly-speci�ed set of hardware?

Model

Model Indicators for the 2023 Foundation Model Transparency Index

Figure 4: Model Indicators. The 33 model indicators that span Model Basics, Model Access, Capabilities,
Limitations, Risks, Model Mitigations, Trustworthiness, and Inference.
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4.3 Downstream indicators

The downstream indicators identify the use of the foundation model, including details about its release.
There are 35 downstream indicators, which we further taxonomize into the following 9 subdomains:

• Distribution (7 indicators). Assesses transparency regarding the release process, the distribution
channels for the model, and the products and services that arise through internal use. Addition-
ally, this subdomain assesses the presence of model licenses, terms of service, and mechanisms for
detecting model-generated content.

• Usage Policy (5 indicators). Assesses transparency regarding the developer’s acceptable use
policy such as restrictions on specific uses or users, as well as transparency regarding how it enforces
such policies.

• Model Behavior Policy (3 indicators). Assesses transparency regarding the developer’s policy
on acceptable and unacceptable model behavior as well as transparency regarding enforcement of
this policy and expectations in the event of usage policy violations.

• User Interface (2 indicators). Assesses transparency in the user interface for the developer’s
flagship distribution channel, if the channel includes a user interface.

• User Data Protection (3 indicators). Assesses transparency regarding the developer’s policies
with respect to user data protection, such as how data is stored, shared, and accessed.

• Model Updates (3 indicators). Assesses transparency regarding the developer’s versioning pro-
tocol, change log, and deprecation policy.

• Feedback (3 indicators). Assesses transparency regarding mechanisms for reporting feedback on
the model, summaries of feedback received, and related government inquiries.

• Impact (7 indicators). Assesses transparency regarding the downstream impact of the model
on society, such as affected market sectors, individuals, and geographies. Additionally, this subdo-
main assesses transparency regarding downstream applications, usage statistics, and mechanisms for
monitoring usage as well as providing redress in the event of harm to users.

• Downstream Documentation (2 indicators). Assesses the presence of centralized documenta-
tion for downstream use and documentation for responsible downstream use.

We depict the downstream indicators in Figure 5. Given that foundation models are the basis for a down-
stream supply chain (Bommasani et al., 2021), the distribution indicators are informed by the literature on
AI supply chains (Bommasani et al., 2023b; Vipra & Korinek, 2023; Cen et al., 2023; Cobbe et al., 2023;
Widder & Wong, 2023; Brown, 2023) and release practices (Liang, 2022; Solaiman, 2023; Henderson et al.,
2023; Kirchenbauer et al., 2023; Kuditipudi et al., 2023; Liesenfeld et al., 2023). Usage policy indicators draw
from company publications on responsible model deployment Cohere (2022) as well precedents from social
media. Model behavior policy indicators are rooted in literature that discusses AI behavior and trustwor-
thiness, risks, mitigation and refusal Kumar et al. (2022); Weidinger et al. (2021); Brundage et al. (2020);
Cammarota et al. (2020); Kumar et al. (2020); Liu et al. (2022); Reuter & Schulze (2023). User interface
indicators are derived from research on safety by design and human-centered user interfaces Wang et al.
(2023b); Nakao et al. (2022). User data protection indicators are inspired by policy recommendations on
user data minimization, privacy, preservation, protection and contextual integrity EU (2016); Brown et al.
(2022); Vipra & Myers West (2023); Winograd (2023); Nissenbaum (2024); King (2020); Mulligan et al.
(2016). Model updates indicators stem from work focused on adequately updating systems and version con-
trol of AI systems (Sathyavageesran et al., 2022; Hashesh, 2023; Chen et al., 2023b). For feedback, impact
and downstream documentation, the indicators were motivated by the literature on algorithmic auditing
Liang (2022); Solaiman (2023); Raji et al. (2022b) as well as transparency reporting practices for social
media.41

41See https://www.tspa.org/curriculum/ts-fundamentals/transparency-report/, https://transparencyreport.googl
e.com/ and https://transparency.fb.com/reports/.
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Release decision-making: Is the developer’s protocol for deciding whether or not to release a model disclosed?

Release process: Is a description of the process of how the model was released disclosed?

Distribution channels: Are all distribution channels disclosed?

Products and services: Does the developer disclose whether any products and services o�ered by the developer are
dependent on the model?

Detection of machine-generated content: Are any mechanisms for detecting content generated by this model
disclosed?

Model License: Is a license for the model disclosed?

Terms of service: Are terms of service disclosed for each distribution channel?

Permitted and prohibited users: Is a description of who can and cannot use the model disclosed?

Permitted, restricted, and prohibited uses: Are permitted, restricted, and prohibited uses of the model disclosed?

Usage policy enforcement: Is the enforcement protocol for the usage policy disclosed?

Justi�cation for enforcement action: Do users receive a justi�cation when they are subject to an enforcement action
for violating the usage policy?

Usage policy violation appeals mechanism: Is a mechanism for appealing potential usage policy violations disclosed?

Permitted, restricted, and prohibited model behaviors: Are model behaviors that are permitted, restricted, and
prohibited disclosed?

Model behavior policy enforcement: Is the enforcement protocol for the model behavior policy disclosed?

Interoperability of usage and model behavior policies: Is the way that the usage policy and the model behavior policy
interoperate disclosed?

User interaction with AI system: For distribution channels with user-facing interfaces, are users noti�ed (i) that they are
interacting with an AI system, (ii) of the speci�c foundation model they are interacting with, and (iii) that outputs are
machine-generated?

Usage disclaimers: For distribution channels with user-facing interfaces, are users provided with disclaimers involving
model use?

User data protection policy: Are the protocols for how the developer stores, accesses, and shares user data disclosed?

Permitted and prohibited use of user data: Are permitted and prohibited uses of user data disclosed?

Usage data access protocol: Is a protocol for granting external entities access to usage data disclosed?

Versioning protocol: Is there a disclosed version and versioning protocol for the model?

Change log: Is there a disclosed change log for the model?

Deprecation policy: Is there a disclosed deprecation policy for the developer?

Feedback mechanism: Is a feedback mechanism disclosed?

Feedback summary: Is a report or summary disclosed regarding the feedback the developer received or, alternatively,
the way the developer responded to that feedback?

Government inquiries: Is a summary of government inquiries related to the model received by the developer disclosed?

Monitoring mechanism: For each distribution channel, is a monitoring mechanism for tracking model use disclosed?

Downstream applications: Across all forms of downstream use, is the number of applications dependent on the
foundation model disclosed?

A�ected market sectors: Across all downstream applications, is the fraction of applications corresponding to each
market sector disclosed?

A�ected individuals: Across all forms of downstream use, is the number of individuals a�ected by the foundation model
disclosed?

Usage reports: Is a usage report that gives usage statistics describing the impact of the model on users disclosed?

Geographic statistics: Across all forms of downstream use, are statistics of model usage across geographies disclosed?

Redress mechanism: Is any mechanism to provide redress to users for harm disclosed?

Centralized documentation for downstream use: Is documentation for downstream use centralized in a centralized
artifact?

Documentation for responsible downstream use: Is documentation for responsible downstream use disclosed?

Downstream

Downstream Indicators for the 2023 Foundation Model Transparency Index

Figure 5: Downstream Indicators. The 35 downstream indicators that span Distribution, Usage Policy,
Model Behavior Policy, User Interface, User Data Protection, Model Updates, Feedback, Impact, and Down-
stream Documentation.
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Note on assessment of indicators. We assess each indicator based on the information that developers
share publicly about their flagship foundation models and their practices that apply to these models. Our
standard for awarding points on an indicator is that the developer must explicitly state the information
related to the indicator in its documentation, or it must explicitly point to the information in its docu-
mentation. This implies that if developers are overly vague or do not link to a key external document for
a particular indicator then they do not receive a point. In addition, if developers explicitly state in their
documentation that they do not carry out a specific action related to an indicator (e.g. they do not have a
mechanism for users to provide feedback) then we generally award a point for that indicator. We note that
this is exceedingly rare and that, in general, developers share little information about the actions they do or
do not take in the process of developing and deploying foundation models.

Note on inclusion of deployment. Our view of transparency is expansive, considering the broader
supply chain beyond just foundation models. As we discuss in §2.2: background-transparency, existing
conceptualizations of transparency in AI often consider upstream resources (especially data) in addition
to machine learning models. But these works and broader public discourse usually do not foreground the
downstream use and impact of AI, even though this is the most direct way in which AI affects society. To
this end, we include the entire downstream domain to bring greater attention to this vital topic.

In particular, while we are assessing foundation model developers, we assess them in relation to distribution
channels and other factors that determine their downstream impact. At present, we recognize that character-
izing the downstream impact of foundation models may be challenging, especially for open model developers.
By releasing a model openly, developers may cede the ability to easily monitor the model’s downstream use
and impact. Open model developers can be fully transparent by being clear about the ways in which they
do or do not monitor downstream use and impact. In addition, we believe in the potential for greater
coordination between foundation model developers and distribution channels to increase transparency; for
example, distribution channels could supply information about how the model is used to the foundation
model developer. Partnerships with distribution channels that promote transparency provide a promising
means for all foundation model developers to share more information about the impact their models have
on society.
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5 Foundation model developers

Name Flagship Release Input Output Status Headquarters WH1 WH2 WH3 FMF
AI21 Labs Jurassic-2 API Text Text Startup Tel Aviv, Israel ✗ ✗ ✗ ✗
Amazon Titan Text API Text Text Big Tech Seattle, USA ✗ ✓ ✗ ✗

Anthropic Claude 2 API Text Text Startup San Francisco, USA ✓ ✓ ✗ ✓
Cohere Command API Text Text Startup Toronto, Canada ✓ ✗ ✓ ✗
Google PaLM 2 API Text Text Big Tech Mountain View, USA ✓ ✓ ✗ ✓

Hugging Face BLOOMZ Open weights, open data Text Text Startup Brooklyn, USA ✓ ✗ ✗ ✗
Inflection Inflection-1 No access (API forthcoming) Text Text Startup Palo Alto, USA ✗ ✓ ✗ ✗

Meta Llama 2 Open weights Text Text Big Tech Menlo Park, USA ✗ ✓ ✗ ✗
OpenAI GPT-4 API Text, Images Text Startup San Francisco, USA ✓ ✓ ✗ ✓

Stability AI Stable Diffusion 2 Open weights, open data Text Images Startup London, UK ✓ ✗ ✓ ✗

Table 1: Selected foundation model developers. Information on the 10 selected foundation model
developers: the developer name, their flagship model, the release strategy for the model (see Figure 6), the
input and output modalities for the model, the developer’s status as either Big Tech or Startup, and the
developer’s headquarters. We note which of the developers were involved in the White House’s initiative for
public evaluation of AI systems announced in May 2023 (WH1), voluntary commitments for the management
of risks posed by AI announced in July 2023 (WH2), and commitments by additional organizations on the
same matters of risks by AI announced in September 2023 (WH3). Additionally, we note which of the
developers are founding members of the Frontier Model Forum, announced in July 2023.

Transparency initiatives in AI (e.g. datasheets and model cards) often introduce frameworks that support
machine learning developers in achieving greater transparency in their own work. In contrast, we proactively
assess foundation model developers for their transparency using the 100 indicators we specify. By conducting
the assessment ourselves, we sidestep concerns of uneven uptake that have arisen with past transparency
initiatives (e.g. Gebru et al., 2018; Mitchell et al., 2018) and provide greater consistency in the scoring of each
indicator across developers. Most importantly, scoring many developers allows for the comparison of their
scores, which provides a rich context for how to improve transparency in the foundation model ecosystem.

Efforts like Ecosystem Graphs (Bommasani et al., 2023b) and the UK Competition and Markets Authority
(CMA) report on the foundation model market42 track the organizations that develop foundation models. At
the time of writing in September 2023, the CMA report documented 160 foundation models (based on data
drawn from Ecosystem Graphs) built by more than 50 organizations.43 However, as the CMA report states,
a small number of developers control the majority of the market at present (Vipra & Korinek, 2023). Due
to this intense level of market concentration, we decided to assess 10 major foundation model developers.

42https://www.gov.uk/government/publications/ai-foundation-models-initial-report
43https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1185508/Fu

ll_report_.pdf#page=22
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5.1 Selecting developers

We considered a variety of selection criteria in choosing the 10 developers to assess, arriving at the following
three principles:

1. Impact. We selected developers that have built the most influential foundation models.

2. Diversity. We selected developers that, when considered collectively, represent many axes of varia-
tion in the foundation model ecosystem. For example, developers that release models along different
points on the release gradient (e.g. open vs. closed, Solaiman, 2023), build models with different
modalities (e.g. text-to-text vs. text-to-image), and occupy different positions in the market (e.g.
startups vs. Big Tech).

3. Companies. We selected developers that are established companies as enduring targets for lon-
gitudinal improvement. This to some extent parallels current regulatory initiatives that explicitly
focus on companies as the target of policy for foundation models.44

On this basis, we chose 10 companies that all are influential foundation model developers: AI21 Labs,
Amazon, Anthropic, Cohere, Google, Hugging Face, Inflection, Meta, OpenAI, and Stability AI. These 10
provide significant diversity in terms of release strategy (e.g. Anthropic, Meta, and Hugging Face all release
flagship models with different levels of openness; see Figure 6), modality (e.g. Cohere, OpenAI, and Stability
AI all provide different input-output modalities), and market position (e.g. Google, Inflection, and OpenAI
occupy different market positions).

Additionally, in parallel to our research, the White House made three announcements involving companies
that develop foundation models: a red-teaming exercise announced in May 2023,45 a set of voluntary com-
mitments announced in July 2023,46 and another set of voluntary commitments announced in September
2023.47 Separately, three of the companies we assess jointly announced the formation of the Frontier Model
Forum in July 2023.48 When taken together, these announcements name 16 companies: Adobe, Amazon,
Anthropic, Cohere, Google, Hugging Face, IBM, Inflection, Meta, Microsoft, NVIDIA, OpenAI, Palantir,
Salesforce, Scale AI, and Stability AI. We note that 9 of the 10 companies we selected are within this set of
16 (all but AI21 Labs).

The gradient of release strategies. The strategies for releasing foundation models differ widely (see
Figure 6). Some developers release the weights of the model as well as the data used, which allows independent
researchers and developers to use the models on their own and investigate the data. For example, EleutherAI
released the weights of its Neo-X model (Black et al., 2022) along with The Pile, which Neo-X was trained on
(Gao et al., 2021a). Meta released the weights to its OPT model (Zhang et al., 2022b), but did not release
the associated training data. For our purposes, we will often refer to any release where model weights are
made broadly available as "open," which includes the flagship models of Hugging Face, Meta, and Stability
AI.

In contrast, other developers do not release the weights of their flagship model, retaining greater control over
who has access to the model and the extent to which it may be used externally (if at all). The majority of
the developers we assess provide a programmatic API to query their flagship model as a black box. Other
developers in the ecosystem do not provide a programmatic API but do allow for some forms of black box

44See https://www.blumenthal.senate.gov/imo/media/doc/09072023bipartisanaiframework.pdf.
45https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/04/fact-sheet-biden-harris-administr

ation-announces-new-actions-to-promote-responsible-ai-innovation-that-protects-americans-rights-and-safety/
46https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administr

ation-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed
-by-ai/

47https://www.whitehouse.gov/briefing-room/statements-releases/2023/09/12/fact-sheet-biden-harris-administr
ation-secures-voluntary-commitments-from-eight-additional-artificial-intelligence-companies-to-manage-the-ris
ks-posed-by-ai/

48https://blogs.microsoft.com/on-the-issues/2023/07/26/anthropic-google-microsoft-openai-launch-frontier-m
odel-forum/
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Figure 6: The gradient of release of foundation models. Foundation models can be fully closed
(e.g. only used internally within the company, without public release), released gradually as their risks and
benefits are better understood (e.g. via a staged rollout involving initial testers), released via a web or
app interface (e.g. users need to visit a website or join a Discord server to access the model’s outputs),
released via a programmatic API (e.g. users can query the model and receive outputs programmatically),
released via downloadable model weights (e.g. users can access and adapt the model), or released with
the training data alongside downloadable model weights (i.e. ostensibly maximal openness). For the ten
models we consider, one falls under the fully closed category at the time of writing (Inflection-1), though
Inflection plans to make it available via an API; six are available via an API (GPT-4, Claude 2, PaLM 2,
Jurassic-2, Command, Titan Text); one is downloadable (Llama 2), and two are released with their model
weights as well as underlying training data downloadable (Stable Diffusion 2 and BLOOMZ). For simplicity,
we at times binarize these distinctions into models with downloadable weights ("open") and models without
downloadable weights ("closed"). Image taken with permission from Solaiman (2023).

access, as Midjourney does for its text-to-image models that it makes available via a Discord server.49 Still
other developers provide no external access to their models as is the case for Google’s Chinchilla model
(Hoffmann et al., 2022a) and Meta’s Make-A-Video model (Singer et al., 2022). For our purposes, we will
often refer to any release where model weights are not made externally available as "closed," which includes
the flagship models of AI21 Labs, Amazon, Anthropic, Cohere, Google, Inflection, and OpenAI.

The overall approach to release is informed by a developer’s business strategy and perspective on its model’s
utility and risks. In particular, many organizations may adopt different release approaches for different
foundation models. For example, when releasing GPT-4, OpenAI did not disclose many details about the
modeling architecture and training data, citing competition and safety as the two main reasons.50 On the
other hand, when releasing the text-to-speech Whisper model Radford et al. (2022), OpenAI disclosed many
details and released the model weights openly. For other developers, the release decision may directly relate to
their purpose for building a foundation model in the first place. For example, the BigScience collaboration led
by Hugging Face that led to the BLOOM model (Le Scao et al., 2022) was explicitly designed to democratize
access to multilingual large language models with capabilities in traditionally underrepresented languages.
As a result, the initiative released model weights and data.

49See https://docs.midjourney.com/docs/midjourney-discord.
50Interview with OpenAI’s chief scientist and co-founder: https://www.theverge.com/2023/3/15/23640180/openai-gpt-4

-launch-closed-research-ilya-sutskever-interview
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5.2 Selecting flagship models

Almost all major foundation model developers release multiple foundation models over time and, even at
the time of writing, many have multiple salient foundation models (often across different modalities). For
example, OpenAI has developed GPT, GPT-2, GPT-3, GPT-4, InstructGPT, WebGPT, Codex, CLIP,
DALL-E, DALL-E 2, DALL-E 3, Jukebox, and Whisper among other models. Given that developers are not
guaranteed to provide uniform transparency for each foundation model (e.g. OpenAI releases the weights
openly for some of these models but not others), we decide to assess developers in relation to their flagship
foundation model. By flagship foundation model, we mean the foundation model that is most salient and/or
capable from the developer based on our judgment, which is directly informed by the company’s public
description of the model. We provide basic information about each of the developers and their flagship
model in Table 1.51

Note on Hugging Face. In the case of Hugging Face, we are assessing the company in general as an
enduring target over time. However, for this version of the index, we assess BLOOMZ (Muennighoff et al.,
2022), which was collaboratively developed through the year-long BigScience initiative that was initiated
and led by Hugging Face from May 2021 to May 2022. As a result, we refer to Hugging Face throughout
the prose, but include the BigScience logo in visuals (which may also be distributed absent the context we
provide in this paper) to highlight this nuance.

51For OpenAI, we evaluate GPT-4, which was released in March 2023, not GPT-4V, a model OpenAI released in September
2023 after we completed our analysis. With respect to input and output modality, OpenAI (2023) states that GPT-4 is "a large
multimodal model capable of processing image and text inputs and producing text outputs."
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6 Scoring

By selecting the indicators and companies, we abstractly specify the form of the index. By defining each
indicator and designating the flagship foundation model to be assessed for each developer, we move to a more
precise operationalization. To make the index fully precise, we describe how we sourced the information that
was used to assess each developer on each indicator, resulting in the final scores.

Search protocol. To source information that we use to score developers, we exclusively use publicly avail-
able information provided by developers themselves. We recognize that this information may be incomplete
(e.g. clients or governments may have greater access to information from the developer), but given that
our focus includes public accountability, and we are academic researchers, we choose to consider only pub-
licly available information. Given that public information may change, we use information available as of
September 15, 2023.

For each developer, we initially compile a basic set of resources disclosed by the developer about their model
development practices and their flagship foundation model. To gather information for a specific indicator,
we perform a structured search to identify all relevant information that is public. The exact details of how
we execute this search are provided in Appendix C.

Initial scoring. Having identified the information basis for scoring an indicator, 2 researchers on the team
independently scored the developer on the indicator. This entails specifying a score (i.e. 0 or 1), source used
in arriving at that score (e.g. one or more webpages), and a textual justification for how the evidence from
sources is weighed against the criteria for the indicator in determining the score. Given these initial score
assignments, the researchers reviewed their scores to identify any errors.

Binary scoring provided several advantages. First, it simplified the scoring process by allowing researchers to
focus on the sharp distinction between 0 and 1 point for each indicator. Second, a narrow criterion for making
a binary scoring decision for each indicator reduced subjectivity in the initial scoring. Third, by reducing
the level of complexity of each indicator we were able to reduce overlap between indicators, ensuring that we
assess distinct dimensions of transparency. At the same time, binary scoring limits the level of complexity of
each indicator, potentially leaving out valuable information that can be captured by more complex scoring
schemes (cf. Bommasani et al., 2023a).52

In some instances, the researchers responsible for the same (indicator, developer) pair arrived at different
scores, indicating disagreement. Given the systematic information gathering process, the iterative refinement
of indicator definitions, and the binary scoring scheme, we found that disagreements were fairly infrequent.
Disagreements generally related to relevant information being erroneously neglected by one researcher or
differences in the fine-grained interpretation of how to score an indicator. Overall, across all 100 × 10 (indi-
cator, developer) pairs, the agreement rate was 85.2% (Cohen’s κ = 0.67, indicating substantial agreement;
Landis & Koch, 1977). To resolve disagreements, the researchers discussed and jointly came to a resolution.
Following the disagreement resolution, the scores were finalized and sources and justifications were merged
to yield an initial set of 1000 (score, source, justification) triples for all 1000 (indicator, developer) pairs.

52See §9.2: limitations for further discussion.
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Company feedback. Given that these scores constitute a direct assessment of specific companies, we
engaged these companies to provide them with the opportunity to review, respond, and potentially rebut
or contest the scores we assigned. Concretely, we contacted leaders at each of the companies with (i) a
description of the Foundation Model Transparency Index, (ii) the 100 indicators and their definitions, and
(iii) their 100 (score, source, justification) triples. We encouraged each company to review our scores, provide
any general feedback and, especially, to directly contest any scores the company viewed as incorrect (by
referencing public information available as of September 15, 2023). Companies were provided two business
weeks to respond with clear assurance that all correspondence would be strictly private.

Of the 10 companies, all 10 responded. Of these, 8 companies (Amazon, Anthropic, Cohere, Hugging Face,
Inflection, Meta, OpenAI, Stability AI) provided rebuttals for specific scores, which we extensively reviewed.
In most cases, we did not change scores, though some rebuttals led to improvements in the scores (an average
increase of 1.25 points across the 8 developers that contested on average 8.75 scores). Rather than improving
developers’ scores, these rebuttals often revealed misunderstandings regarding definitions of indicators or
our justifications for scores, leading to more robust definitions and justifications. Beyond the scores, several
companies scheduled calls with us or provided broader forms of feedback, which provided insight regarding
how they conceptualize best practices for transparency and responsible AI. Following company feedback, we
again verified all scores, sources, and justifications that constitute the finalized materials used throughout
this paper and made publicly available.

We also notified the companies prior to the release of this paper, responding to their feedback. In addition,
we encouraged companies to provide a public written response regarding their perspective on this initiative,
their specific scores, and their broader approach as an organization to transparency and responsible AI as
it relates to foundation models. Moving forward, we hope these organizations implement more transparent
practices and we provide specific recommendations to that effect in §8.1: recommendations-developers.
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Figure 7: Overall Scores. The overall Foundation Model Transparency Index score and ranking across all
100 indicators.

7 Analysis

The finalized results of the Foundation Model Transparency Index are the scores for each of the 100 indicators
across all 10 companies. These result are accessible at https://www.github.com/stanford-crfm/fmtito
facilitate subsequent analyses. Here, we specifically consider overarching trends in the results, along with
more specific trends based on the structure of the index. Namely, we analyze along the rows/indicators (e.g.
domains), the columns/companies (e.g. release strategy), as well as data-driven trends (e.g. correlations).

7.1 Overarching results

We begin our analysis by first establishing the broad trends when viewing the index as a whole. We consider
results aggregated at the level of a single overall score per company (Figure 7) as well as the scores broken
down into the 3 domains (upstream, model, downstream; Figure 8). We supplement our findings on these
overarching trends with a more granular consideration of the major dimensions of transparency in the index
in Figure 9.53

All developers have significant room for improvement. But most transparency indicators
are very obtainable, having been implemented by at least one developer. Based on Figure 7, the
highest-scoring developer scores points for 54 of the 100 indicators, and the average score across all developers
is 37. This establishes a pervasive lack of transparency across major foundation model developers. With
that said, for 82 of the 100 indicators, there exists some developer that scores points, and of these there
are 71 where multiple developers score points. Consequently, there is clear reason to believe that across
all developers, the necessary change to become more transparent is feasible. That companies’ competitors
are more transparent in certain issue areas suggests that such transparency, even if not fully costless, is
unlikely to cause serious damage to their business. Companies can emulate the higher level of transparency
their competitors exhibit on certain indicators, providing a precedent and a starting point for improving
transparency in the foundation model ecosystem.

53The major dimensions of transparency we highlight are 13 large subdomains among the 23 subdomains.
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Figure 8: Scores by Domain. The aggregate score of each developer broken down by the three domains:
upstream, model, and downstream.
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Developers show significant variance in overall transparency scores. While all developers have
significant room for improvement, the current transparency of developers is strikingly uneven. Namely, the
range in overall scores is 42 between the highest-scoring Meta at 54 and the lowest-scoring Amazon at 12.
Even excluding Amazon’s score as especially low, we still see an effective range of 30 points between Meta
and the next lowest Inflection. Overall, with respect to the mean of 37, the standard deviation is 14.2,
which is quite substantial. The four top-scoring developers (Meta, Hugging Face, OpenAI, Stability AI) all
cluster well above the mean, the next three are very close to the mean (Google, Anthropic, Cohere), and the
three lowest-scoring developers (AI21 Labs, Inflection, Amazon) are well below the mean. In many cases,
the lowest-scoring developers have clear opportunities for improvement through straightforward changes
related to some of the least challenging indicators. Examples include improved documentation (e.g. change
logs, versioning protocols, model cards, centralized documentation for downstream use), clearer language
in corporate policies (e.g. usage policies, model behavior policies, deprecation policies), and disclosing
additional information that is unlikely to have implications for business competitiveness or safety (e.g. basic
details on methods, dependencies, feedback).

The Upstream domain sees the worst transparency scores. To gain additional insight beyond
developers’ basic overall scores, we consider scores broken down by the 3 top-level domains in Figure 8.
On this basis, we see clear evidence that developers are, on average, least transparent with respect to the
upstream resources required to build their models, such as data, labor, and compute. Concretely, the mean
score on upstream indicators is 7.2 out of 32 (22.5%), compared to 14.1 out of 33 (42.7%) for model indicators
and 15.7 out of 35 (44.9%) for downstream indicators. To confirm this is not overly biased by outliers, we
note that the medians show the same trend: the median score on upstream indicators is 3.5, compared to 12.5
for model indicators and 16 for downstream indicators. We specifically highlight that the four lowest-scoring
developers overall (Figure 7) also fare the worst on the upstream domain (Figure 8), with Cohere receiving
3 points and all of AI21 Labs, Inflection, and Amazon receiving 0 points. In contrast, for both the model
and downstream domains, all 10 companies receive at least 6 points.

Domain-level discrepancies explain some of the differences between companies with similar
overall scores. We partition the 10 companies into three groups based on whether their overall score
(Figure 7) is well-above (Meta, Hugging Face, OpenAI, Stability AI), around (Google, Anthropic, Cohere),
or well-below (AI21 Labs, Inflection, Amazon) the mean. Within these groups, while companies receive
somewhat similar scores, we find that their domain-level scores clarify discrepancies between them. Among
the highest scorers, OpenAI is considerably less transparent on upstream matters (7) as compared to the
other three high-scoring companies (Meta with 14, Hugging Face with 21, Stability AI with 16). In particular,
OpenAI and Stability AI receive the nearly the same overall score, with OpenAI making up the deficit to
Stability AI on upstream transparency mostly through better model-level transparency (and, specifically,
many of the indicators on evaluations and risks). For the middle category of Google, Anthropic, and Cohere,
the discrepancies are less stark, but we do see that Cohere is at 3 in the upstream category compared to
Google with 6 and Anthropic with 5. Given the broadly similar scores for these three developers across all of
the domains, we revisit the extent to which they are correlated at a finer-grained level in §7.6: correlations.
Among the three lowest-scoring developers, we see that AI21 Labs and Inflection are differentiated by the
model domain, with both scoring a zero on the upstream domain and similarly on the downstream domain.

Data, Data Labor, and Compute are pervasive blind spots across developers. While the overall
and domain-level results provide a basic lay of the land, we find that the major dimensions of transparency
provide the Goldilocks region for clear and incisive analysis as shown in Figure 9. In particular, these dimen-
sions of transparency are subdomains with several indicators (so the subdomain scores are more reliable)
that are tied to broadly-understandable concepts like labor and capabilities. We hone in on the following
major dimensions of transparency: Data, Data Labor, Compute, Methods, Model Basics, Model Access,
Capabilities, Risks, Model Mitigations, Distribution, Usage Policy, Model Behavior Policy, Model Updates,
User Data Protection, Feedback, and Impact. Analysis at this level reveals actionable insight into what
types of transparency or opacity lead to many of our top findings. For example, we find that the poor
upstream transparency stems from low performance on the Data, Data Labor, and Compute subdomains;
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developers average just 20%, 17%, and 17% for Data, Data Labor, and Compute respectively. In terms of
smaller subdomains, developers on average score 25% of the available points on Data Mitigations.

Model Basics, Capabilities, Limitations, and User Data Protection are the most transparent
subdomains at present, but still short of the ideal. Developers score the highest proportion of points
on indicators related to the following subdomains: User Interface (85%), Downstream Documentation (70%),
User Data Protection (67%), Model Basics (63%), and Model Updates (63%). This reflects some baseline
level of transparency across developers with respect to notifying users they are interacting with AI systems,
providing centralized documentation for downstream use, publishing data protection policies, and disclosing
the modalities associated with their model. Still, there are gaps in even for these subdomains. No developer
provides a protocol for accessing usage data. Most developers (8 of 10) do not disclose the size of their
model. And only half of the developers provide any form of deprecation policy.

7.2 Upstream results

Upstream indicators assess transparency regarding the ingredients that go into the foundation model includ-
ing data, labor, compute, methods, and code. These ingredients are important predictors of the capabilities
and risks of the foundation model they produce, as well as externalities of the model development process
(e.g. impacts on human laborers and the environment). As we show in Figure 8, the upstream indicators
are the most sparsely awarded (22.5% coverage on average). Here, we analyze at the level of subdomains
and indicators based on Figure 10.

The Upstream domain shows the greatest spread. Building on the fact that developers score worst
on the upstream domain–with several developers scoring exactly or nearly 0 points–we find the range in
scores is the greatest for this domain. Namely, only one developer (Hugging Face) scores more than half of
the indicators (21 of the available 32 indicators; 65.6%), yielding a range of 21 when compared to the lowest-
scoring developers: AI21 Labs, Inflection, and Amazon (0 of the available 32 indicators; 0%). We emphasize
this striking disparity given that many of the fundamental societal issues in connection with foundation
models relate to upstream resources: bias, copyright, and privacy in relation to data, worker protections and
fair compensation in relation to labor, environmental impact and energy expenditure in relation to compute,
reproducibility in relation to methods, and cybersecurity in relation to code.

The Methods subdomain is the most transparent in aggregate, while Data Labor is the least
transparent. Among the upstream subdomains, only Methods shows some degree of coverage, with six of
the developers giving some description of training stages, training objectives, and dependencies. On the other
end of the spectrum, Data Labor sees little to no coverage with the exception of BLOOMZ, which involved
volunteers providing data. Developers generally share no information about the use of human labor in their
data pipeline, the employer, wages, and geographical distribution of these workers, instructions they give to
data annotators, or any labor protections they implement. This industry norm of being nontransparent with
respect to data labor is in tension with the fact that such information is critical to reinforcement learning
with human feedback (Ziegler et al., 2019; Ouyang et al., 2022; Casper et al., 2023). That data labor is
one of the two least transparent subdomains is consistent with prior work documenting widespread ethical
challenges with data labor (Gray & Suri, 2019a; Crawford, 2021; Hao & Seetharaman, 2023).

The Compute subdomain shows major discrepancies among developers. Meta and Stability AI
document some aspects of compute, energy, and hardware usage, as well as the carbon footprint of model
development, whereas many developers do not. Given the significant compute expenditure required to
build many foundation models, the practice of documenting energy use and environmental impact is well-
established along with associated tooling to measure these quantities (Lacoste et al., 2019; Strubell et al.,
2019; Schwartz et al., 2020; Luccioni & Hernández-García, 2023). In spite of this, most developers do not
disclose minimal, or sometimes any, details related to compute usage, particularly with respect to energy
usage, carbon footprint, and environmental impact.

The broader environmental impact of building foundation models is also essential to consider; although
there has been significant public attention concerning energy expenditure, other matters such as water
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Figure 10: Upstream Scores by Indicator. The scores for each of the 32 upstream indicators.

usage may be of similar consequence environmentally (Luccioni & Hernández-García, 2023). Luccioni et al.
(2022) provides an excellent example, documenting the embodied emissions, dynamic consumption, and
idle consumption associated with BLOOM (Le Scao et al., 2022). Given that BLOOMZ is derived from
BLOOM, we note the potential for documentation transience, where prior documentation is not updated
to reflect substantial changes and, therefore, does not correctly persist to the new asset. In particular, the
additional broader environmental impact of deriving BLOOMZ from BLOOM is not disclosed.

Widespread lack of upstream transparency on data creators, data license, copyrighted data
and associated mitigations, and broader environmental impact. Of the 32 indicators, no company
scores points on six of them. These are the indicators for data creators, data license status, copyrighted
data, copyright mitigations, compute usage and broader environmental impact. For data creators, in part we
believe this reflects the nascent status of methods for providing web-scale understanding of who created the
data (e.g. text, images) scraped from the Internet. However, we recognize that Hugging Face in particular
has taken important steps to characterize aspects of who created the data, along with associated metadata
for copyright, license, and personal information, for the ROOTS corpus used to build BLOOM (though not
the additional data involved in building BLOOMZ). With respect to the copyrighted data and data license
status indicators, we emphasize that information related to these indicators is at issue in ongoing litigation.
In particular, Stability AI has explicitly argued that training foundation models on copyrighted data is
protected by fair use doctrine in the U.S.54 Closed developers may also view information related to their
data as a key competitive advantage, or be disincentivized to share this information due to a perception of
legal risk. Additionally, we note that we are surprised no developer directly discloses the compute usage in
FLOPs to sufficient precision, though several disclose information that could be used to compute an estimate
or upper bound.

54See https://www.judiciary.senate.gov/imo/media/doc/2023-07-12_pm_-_testimony_-_brooks.pdf and https:
//www.documentcloud.org/documents/23589439-openai-motion-to-dismiss as well as Lemley & Casey (2020).
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Figure 11: Model Scores by Indicator. The scores for each of the 33 model indicators.

No upstream indicators are satisfied by all developers. At the indicator level, there is no upstream
indicator for which every developer receives points. Of course, this is guaranteed by the presence of (multiple)
developers that score 0 points on the entire upstream domain. Even putting these 3 developers aside, there
is no indicator that is satisfied by all of the remaining 7. The indicators where the greatest number of
developers score points are data curation (all but Anthropic) and model stages (all but Cohere), which
both suggest that developers are generally willing to describe the basics of the overall pipeline of model
development. With that said, we take the absence of any upstream indicator where all companies score
points, and the fact that 5 or more developers score no points on 30 of 32 upstream indicators, as strong
evidence that upstream transparency is the domain with the broadest room for improvement.

7.3 Model results

Model indicators assess transparency regarding the function of foundation models, spanning model access,
capabilities, risks, limitations, mitigations, trustworthiness and inference efficiency, as well as basic informa-
tion about the model. The indicators in this domain comprehensively characterize the foundation model as a
standalone artifact: what tasks the model can and cannot perform, what is the model’s basic structure, who
has access to the model, and more. Here, we analyze developers at the level of subdomains and indicators
based on Figure 11.

Model subdomains are some of the highest-scoring across the index. Overall, the mean score on
model indicators is 14.1 out of 33 (42.7%) and the median developer receives 12.5 points (37.9%). With this
in mind, several of the highest-scoring subdomains belong to the model domain. Developers score best on
Model Basics (63%), Capabilities (62%), Limitations (60%), and Model Access (57%) within the domain.
These scores arise partially because of very generous indicators within these subdomains (e.g. input modality,
output modality, description of capabilities, description of limitations).
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Transparency on capabilities does not translate to transparency on limitations, risks, or miti-
gations. Of the 33 model indicators, 20 are in the Capabilities, Limitations, Risks, and Model Mitigations
subdomains. Within these subdomains, Capabilities is clearly the most transparent subdomain: nearly all
developers provide descriptions (9 of 10) and demonstrations (8 of 10) of multiple model capabilities, with
the majority reporting evaluations (6 of 10), half reporting reproducible evaluations (5 of 10), and few pro-
viding third party evaluations (3 of 10). In general, we see a decline in the number of developers who score
the point from the most rudimentary (i.e. description) to the most substantive (i.e. third party evaluations)
across these four subdomains. With respect to Capabilities, while we assume most or all developers conduct
internal evaluations, they may not score points on evaluations indicators because (i) they do not disclose
sufficient details about internal evaluations for these evaluations to be externally reproducible, (ii) they do
not assess multiple capabilities, or (iii) they do not report the results of the evaluations, perhaps due to a
concern that a model may underperform competitors’ models.

With this in mind, developers consistently score worse on Limitations, Risks, and Model Mitigations indi-
cators than on Capabilities. For example, only Cohere receive points for demonstrating limitations, while 8
developers score points for demonstrating capabilities. These asymmetries where companies are more willing
to share information about capabilities than limitations, risks, and mitigations are concerning, as they may
lead to an inflated sense of trust in companies’ foundation models. In fact, these asymmetries are especially
pronounced for Risks (average score of 24%) and Model Mitigations (average score of 26%), given that these
scores are considerably worse than the average scores for Capabilities (62%) and Limitations (60%).

Developers score poorly on Trustworthiness, largely in line with Risks and Model Mitigations.
With respect to the Trustworthiness subdomain, only OpenAI, Cohere, and AI21 Labs provide information
about rigorous evaluations of their flagship model related to robustness, reliability, hallucinations, calibra-
tion, or explainability. Of those developers, only Cohere and AI21 Labs provide sufficient detail for their
evaluations to be deemed externally reproducible due to their use of the HELM benchmark (Liang et al.,
2023), compared to OpenAI’s unclear description of their evaluations of model calibration. Given the previ-
ous asymmetry we establish around greater disclosure of capabilities as compared to limitations, risks, and
mitigations, the absence of trustworthiness evaluations exacerbates these concerns. Put together, the lack
of sufficient public information on limitations, risks, mitigations, and trustworthiness makes it more likely
that consumers will not have well-calibrated expectations. In turn, this could lead to undesirable overre-
liance on foundation models because not enough is done to calibrate consumers on the appropriate levels of
trust (Parasuraman & Manzey, 2010).55 With this said, we do acknowledge that developers may take other
routes towards improving trustworthiness including methods like reinforcement learning from human feed-
back (Ziegler et al., 2019; Ouyang et al., 2022) and constitutional AI (Bai et al., 2022), though transparency
is lacking on these approaches (Casper et al., 2023).

Model Access reveals slight differences beyond just release strategy. In aggregate, companies
score 17 of the 30 points (57%) in the Model Access subdomain across the 3 indicators and 10 companies.
On the external model access protocol indicator, Meta, Hugging Face, OpenAI, and Stability AI are the
only developers to score points. We find this particularly interesting given Meta, Hugging Face and Stability
AI release their models openly in terms of both model weights and data, whereas OpenAI is considerably
more closed, providing only API access. However, in particular, OpenAI has a clear researcher access
program with a form to request access, criteria it discloses for granting access, and a period of 4–6 weeks
disclosed as the expected turnaround for a decision. This demonstrates that developers across the release
spectrum (Solaiman, 2023) may achieve transparency on some indicators while taking substantively different
approaches. In practice, we find that several closed developers have access forms that allow external entities
greater access to the model, but these forms often lack key components of transparency that clarify the
specific steps the developer will take to assess and grant applications (e.g. in comparison to OpenAI’s
process). With that said, the indicator for full external model access is exclusively achieved by the three
open developers, though every developer other than Inflection provides black box access access to its model.

55See https://www.theverge.com/2023/5/30/23741996/openai-chatgpt-false-information-misinformation-responsib
ility as an example.
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Figure 12: Downstream Scores by Indicator. The scores for each of the 35 downstream indicators.

Model Mitigations are a weak point for most developers. Developers on average scored just 26%
of the total available points on the five Model Mitigations indicators. Hugging Face, Stability AI, and AI21
Labs score 0 points, while Cohere, Inflection, and Amazon score only the point on mitigations description,
which is the most lightweight of these indicators. In general, we highlight an important mismatch between
the many risks that are enumerated and the relatively few mitigations that are described, implemented,
and/or evaluated. Even when mitigations are described, in scoring we find the mapping between stated risks
and stated mitigations is often vague or nonexistent. Moving forward, we hope developers will directly aim
mitigations at addressing specific risks, with appropriate evaluations to confirm the efficacy of mitigations
in achieving the stated goals.

Most model indicators are scored by some developer, though most developers score poorly
on indicators related to evaluating intentional harms, mitigations, and inference efficiency.
Of the 33 indicators in the model domain, at least one developer scores a point on 29 of them. Further,
multiple developers score points on 27 model indicators. The 4 indicators for which no developer scores points
are (i) intentional harm evaluation, (ii) external reproducibility of mitigations evaluations, (iii) third party
mitigations evaluations, and (iv) inference compute evaluation. The 2 additional indicators for which only
one developer scores points are limitations demonstration (Cohere) and external reproducibility of internal
harm evaluation (OpenAI). While many companies describe risks (including the risk of intentional harms),
they do not share sufficient information related to evaluations of intentional harm or the reproducibility of
evaluations of mitigations. In the case of inference, we believe standards are needed akin to MLPerf (Reddi
et al., 2020) to rigorously benchmark the inference of foundation models (Narayanan et al., 2023) given the
key role of efficient inference and low latency in the usability of models (Lee et al., 2023b). We see that
BLOOMZ in particular provides a potential benchmark for language models by tracking the time spent for
a fixed task (generating 100 tokens given a 7 token prefix) on fixed hardware (a NVIDIA A100-80GB GPU),
though compute is not measured.56

56See https://huggingface.co/blog/habana-gaudi-2-bloom.
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7.4 Downstream results

Downstream indicators assess transparency regarding the use of foundation models, spanning subdomains
related to distribution, policies constraining the use and behavior of the model, user interfaces, user data pro-
tection, model updates, feedback, impact, and documentation. Indicators in these subdomains characterize
transparency related to how the foundation model is deployed and its downstream effects on the ecosystem
and society. Our analysis is based on publicly available information about how the foundation model is
distributed, how it can and cannot be used, how users can give feedback and seek redress, broader societal
impacts, and the how the model affects actors downstream of the developer in the supply chain. Here, we
conduct a fine-grained analysis at the level of subdomains and indicators based on Figure 12.

Downstream scores show less spread across developers. Total scores on downstream indicators are
tightly clustered around the mean of 15.7 out of 35, which corresponds to 44.9% of the 35 downstream
indicators. With the exception of Amazon (6 out of 35; 17.1%), the other nine developers all score between
14 and 21 points. The highest-scoring on the downstream domain is OpenAI at 21 points and the lowest-
scoring (barring Amazon) are AI21 Labs and Inflection at 14 points. In §7.6: correlations, we clarify the
extent to which these smaller margins in scoring discrepancies in the downstream domain are due to high
agreement in indicator-level scores across companies.

Impact is the least transparent subdomain in the entire index. To clarify the downstream impact
of a given foundation model, the Impact subdomain includes indicators on monitoring mechanisms, affected
market sectors, affected individuals, usage reports, geographic statistics, and redress mechanisms. Strikingly,
the mean score across all developers on this subdomain is just 11%, with 8 developers scoring points on just
1 of the possible 7 indicators and the remaining 2 scoring none of the indicators. No developer scores points
on affected market sectors, affected individuals, usage reports, geographic statistics, or redress mechanism.
This means that there is essentially no information about how many people, sectors, and regions foundation
models are impacting. OpenAI, Google, Cohere, AI21 Labs, and Inflection are the only developers to disclose
a potential monitoring mechanism for tracking model use. And only open foundation model developers share
limited information about downstream applications, whereas the rest provide no information.57

Developers are significantly more transparent about Distribution than other major dimensions
of (downstream) transparency. Across the four major dimensions of transparency in the downstream
domain (Distribution, Usage Policy, Feedback, Impact), mean scores are on the higher end only for Distri-
bution at 59%, with the other three all below 50%. Every developer shares information about distribution
channels, or the pathways by which the model is made available to entities beyond the model developer or-
ganization. Every developer provides terms of service that cover the distribution of its foundation model.58

Most developers share information about their process for releasing their flagship model (8 of 10) as well
as the developer’s products and services that use the foundation model (6 of 10). Half of developers share
information about the license under which the model is distributed.

In spite of broad transparency on the Distribution subdomain, developers are highly opaque
around release decisions. Within the Distribution subdomain, developers score poorly on the release
decision-making protocol indicator; Hugging Face is the only developer that shares information about its
decision-making protocol for release. Although there has been an extensive focus on release strategies in the
literature on foundation models (Solaiman et al., 2019; Sastry, 2021; Shevlane, 2022; Liang et al., 2022a;
Liang & Reich, 2022; Solaiman, 2023; Widder et al., 2023; Seger et al., 2023), developers across the release
spectrum share very little information about how and why they release their flagship models. In particular,

57We score the downstream applications indicator quite generously: all of the open developers score points because they
discloses which Hugging Face "Spaces" are also using the model via Hugging Face’s platform. However, we emphasize that this
is still a poor proxy for the number of applications dependent on the foundation model.

58As with several downstream indicators, we assessed the terms of service of the primary distribution channel. For example,
this meant that we assessed Microsoft Azure’s terms of service for Meta.
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we highlight that many of companies we assess have written about the broader topic of release, but not in
a way that is precise to their specific decisions for their flagship models.59

Usage Policy and Model Behavior Policy subdomain scores are uneven across developers.
Scores on the Usage Policy subdomain are uneven, with all developers scoring points on the indicator for
permitted, restricted, and prohibited uses, but only two (OpenAI and Inflection) scoring points on the
usage policy violation appeals indicator. This reflects the lack of industry standards regarding precisely
how foundation model developers should restrict the use of their models. We found that different developers
provide this information in different types of documentation, ranging from standalone Acceptable Use Policies
to Content Policies to terms in the model license, and that many developers share some of this information
in several different documents.

While developers did provide some transparency on usage policies related to a user’s obligations, they did
not provide a similar level of transparency on the restrictions they place on their model’s behavior. Scores
on indicators in the Model Behavior Policy subdomain were relatively weaker, with a mean across the 3
indicators of 23% compared to 44% for the 5 usage policy indicators. OpenAI, Anthropic, and Inflection are
the only developers who provide information about permitted, restricted, and prohibited model behaviors,
while only Inflection and Stability AI provide information about how they might enforce such restrictions.
OpenAI and Anthropic are the only developers who make clear how their models are expected to behave
in the event that a user violates the usage policy. In part, we believe the norms and standards around
model behavior are rather immature, meaning that developers do not provide a clear conceptualization of
if/how they impose a model behavior policy. For example, the role of modeling decisions (e.g. the use
of reinforcement learning from human feedback or constitutional AI) on behaviors (e.g. model refusals to
specific requests) are not made clear.

Identical scores on the User Data Protection subdomain across all developers. For the User
Data Protection subdomain, scores are uniform across developers, with every developer scoring points on
user data protection policy, as well as permitted and prohibited uses of user data. However, no developer
scores points on usage data access protocol. This may reflect that few, if any, companies actually share usage
data externally, meaning companies may perceive that the need to develop protocols for sharing such data
is limited. However, developers’ data protection policies include many provisions that would allow them to
share such usage data, and specific protocols for how and when they do so are not transparent.

Developers lack transparency on the Feedback subdomain. Developers score relatively poorly on
Feedback indicators, scoring only 30% of the available points. While every developer but Amazon has a public
mechanism for collecting feedback on its model, none provide information such as a feedback summary or
details on government inquiries, such as requests for user data (which social media companies disclose). This
is likely a function of how nascent the foundation model ecosystem is: companies have only been collecting
feedback for a few years, and it took social media companies several years to respond to public calls for
transparency around the feedback they receive from users and governments. Moving forward, more robust
transparency reporting practices that provide the public with more information regarding these forms of
feedback will likely be necessary.60

Developers are fairly transparent on the Model Updates subdomain. 5 of 10 developers provide
clear information about their versioning protocol, change log, and deprecation policy. Inflection and Amazon,
however, score zero points on these indicators, which may be due in part due to the face that Inflection-1
and Titan Text are at an earlier stage of release than some other flagship models. While there is a wide
variation in the type, specificity, and quality of documentation provided related to Model Updates, as with
other indicators, we assess these metrics generously and allocate points on the basis of transparency alone.

59We note that following September 15, 2023, Anthropic released information about its approach to responsible scaling:
https://www.anthropic.com/index/anthropics-responsible-scaling-policy.

60For example, consider the EU’s DSA Transparency Database, implemented on the basis of the Digital Services Act to
provide transparency on content moderation decisions: https://transparency.dsa.ec.europa.eu/.
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Developers score well on the User Interface subdomain, though this may change due to de-
ployments on mobile phones. Developers scored highly on User Interface indicators (average score of
85%), with more than half of developers scoring points on both indicators, which assess if users are told they
are interacting with an AI system and if users are provided appropriate disclaimers. Developers frequently
disclose to users that they are interacting with a specific foundation model by including the name of the
foundation model somewhere in the user interface, while they give usage disclaimers upon sign-up for the
user interface via a link to the terms of service or usage policy. Unlike all other indicators, we generally had
to make use of step 7 in the and directly interact with developers’ models via a user interface to assess these
indicators. However, Amazon did not have a publicly available user interface in advance of September 15,
2023, meaning that it could not receive these points. We initially assessed transparency of deployments on
mobile devices in some cases, though we ultimately did not consider these deployments for scoring. With
that said, we highlight that the same standard for transparency of user interfaces does not currently appear
to be met by mobile deployments from OpenAI and Inflection. Overall, we believe in the importance of
providing transparency through user interfaces as it can help foundation models avoid the formation of the
"dark patterns" we have seen develop with other digital technologies (Mathur et al., 2019). For example, we
highlight that Anthropic does not make clear that a user is interacting with an AI system, except for the
textual description "Message Claude."

7.5 Results for open and closed developers

Foundation models are released by different developers using a variety of release strategies (Liang et al.,
2022a; Solaiman, 2023). In particular, we deliberately chose several developers that are more open (e.g.
release the weights of their model, perhaps along with the data used to build the model) and others that are
more closed (e.g. only provide access via an API). The topic of release and the (reductive) dichotomy of open
vs. closed has emerged as a primary topic of technical and policy research on foundation models (Solaiman
et al., 2019; Sastry, 2021; Shevlane, 2022; Liang et al., 2022a; Liang & Reich, 2022; Solaiman, 2023; Widder
et al., 2023; Seger et al., 2023). To clarify how transparency differs between the open developers we assess
(i.e. Meta, Hugging Face, Stability AI) and the closed developers (i.e. OpenAI, Google, Anthropic, Cohere,
AI21 Labs, Inflection, Amazon), we emphasize the distinction in Figure 13.

Open developers score higher in aggregate and on every domain. We establish a clear trend that
the open developers score higher overall, with all three being among the four highest-scoring developers (see
Figure 7). In particular, every open developer is nearly at least as transparent in terms of aggregate score
as the highest-scoring closed developer (OpenAI): Meta and Hugging Face are at least 5 points higher, and
Stability AI is within a point of OpenAI. Further, this trend is established more strongly through domain-
level analysis, where open developers score higher on average than closed developers across all domains
(i.e. upstream, model, downstream). The mean score of open developers on upstream indicators is 53%
compared to 9% for closed developers, 51% for open developers on model indicators compared to 39% for
closed developers, and 49% on downstream indicators compared to 43% for closed developers. To ensure
these trends are robust to outliers, we highlight that the trends hold even when considering medians instead
of means (upstream: 50% to 9%, model: 48% to 45%, downstream: 51% to 43%).

We emphasize that our findings confirm common hypotheses that open developers will in general be more
transparent with respect to the upstream resources required to build their models (which also aligns with
some making the data they use publicly available), but our findings dispute hypotheses that open developers
will be less transparent on downstream matters due to their weaker control over downstream use. While we
believe that closed developers providing APIs are better positioned to collect information on the downstream
use of their models, in practice these developers do not disclose this information to provide greater public
transparency.

Open developers score higher on most subdomains. Open developers score higher than closed de-
velopers on 15 of the 23 subdomains, which account for 68 of the 100 indicators. The mean score of closed
developers is higher than that of open developers on indicators in the subdomains of Capabilities, Risks,
Model Mitigations, Trustworthiness, Usage Policy, Model Behavior Policy, and Downstream Documentation.
We highlight that these seven subdomains point to two broader themes: closed developers in some cases
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Figure 13: Open vs. Closed by Subdomains. The mean score for the 3 open developers (Meta, Hugging
Face, Stability AI) and the 7 closed developers (OpenAI, Anthropic, Google, Cohere, AI21 Labs, Inflection,
Amazon) across each of the 23 subdomains. Note: the number of indicators per subdomain varies widely.
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may be higher-resourced or face stronger incentives to proactively address certain matters around responsi-
ble AI (e.g. Risks, Model Mitigations, Trustworthiness). In addition, closed developers often have a closer
coupling between the foundation model we assessed and downstream services, meaning that certain user-
related aspects of transparency are potentially of higher priority (namely the Usage Policy). For example,
many closed developers provide products built on top of their flagship foundation model, providing users of
their platforms and clients who license their proprietary foundation models with an opportunity to push for
transparency.

The mean score of open developers is higher than closed developers on every upstream subdomain, with major
score differentials especially for the Data, Compute, and Methods subdomains. Looking at the difference in
average scores by release strategy, we see large disparities in favor of open models in each domain, with the
largest gaps for Data Access (67% to 0%), Methods (92% to 29%), and Data Mitigations (67% to 7%). We
also observe similar large differentials (40%+) for Model Basics, Model Access, and Model Updates. While
less stark, we highlight the superior transparency on average for the Distribution subdomain as especially
surprising given that closed developers maintain greater control over distribution by virtue of being closed.

Indicator-level analysis further demonstrates the disparity between open and closed devel-
opers. At the indicator level, the median open developer outscores the median closed developer on 28
indicators (18 upstream, 7 model, 3 downstream), while the median closed developer scores higher on just
6 indicators (0 upstream, 2 model, 4 downstream). The median open developer and the median closed
developer both score points on 22 indicators and neither scores points on 44 indicators.

The open developers we assessed provide greater transparency than their closed counterparts.
Overall, each level of analysis points in the same direction: open developers are reliably more transparent.
In particular, we highlight that the release of assets (e.g. model weights, data, code) may be significantly un-
derweighted in terms of its broader transparency effects. Our findings dispel the belief that closed developers
are more likely to be transparent about downstream matters due to their greater control over deployment,
while emphasizing that both open and closed developers continue to be extremely opaque in terms of the
downstream impact of their foundation models. With this in mind, we caution that our assessment is nec-
essarily based on the practices of some of the highest-resourced open and closed developers, so these trends
should not be taken as sufficient evidence to claim that all open developers are more transparent than
closed developers. And we believe there is ample opportunity for closed developers to address these gaps in
transparency as we discuss in §8.1: recommendations-developers.

7.6 Correlations between companies

Measuring correlations. The 100 × 10 scores introduces data-driven structure. In particular, it clarifies
relationships that arise in practice between different regions of the index. Here, we consider the correlations,
in scores, focusing on company-to-company similarity for simplicity. For example, if two companies receive
similar aggregate scores, is this because they satisfy all the same indicators or do they score points on two
very different sets of indicators?

In Figure 14, we plot the correlation between every pair of companies. To measure correlation, we report
the simple matching coefficient (SMC) or the agreement rate. The SMC is the fraction of the 100 indicators
for which both companies receive the same score (i.e. both receive a zero or both receive a 1). As a result,
a SMC of 0 indicates there is no indicator such that both companies receive the same score and a SMC of
1 indicates that for all indicators both companies receive the same score. For this reason, the correlation
matrix is symmetric and guaranteed to be 1 on the diagonal.

To systematically analyze the results, we consider three patterns in the correlation matrix: (i) individual cells
with very small or very large values (i.e. highly similar or highly dissimilar company pairs), (ii) individual
rows with consistently small, consistently large, or highly varied values (i.e. unusual companies), and (iii)
structural patterns across the correlation matrix.

Strongly correlated company practices. In terms of the most correlated company pairs, we identify
a few regions of the correlation matrix. First, we identify the three most correlated pairs: (Cohere, AI21
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Figure 14: Correlations between Companies. The correlation between the scores for pairs of companies
across all indicators. Correlation is measured using the simple matching coefficient (i.e. agreement rate),
which is the fraction of all indicators for which both companies receive the same score (i.e. both receive the
point or both do not receive the point).
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Figure 15: Correlations between Companies (Upstream Indicators). The correlation between the
scores for pairs of companies across all indicators when only considering upstream indicators. Correlation is
measured using the simple matching coefficient (i.e. agreement rate), which is the fraction of all indicators
for which both companies receive the same score (i.e. both receive the point or both do not receive the
point).

Labs; SMC = 0.87), (AI21 Labs, Amazon; SMC = 0.85), and (Inflection, Amazon; SMC = 0.85). These
pairs are all among the four lowest-scoring companies, though we note the inclusion of Cohere is interesting
given Cohere’s overall score (34) is closer to the average (37) and the middle-scoring group of companies (i.e.
including Google and Anthropic). In addition to these pairs, if we consider the other highly-correlated pairs
(SMC ≥ 0.8), we identify: (Hugging Face, Stability AI; SMC = 0.80), (OpenAI, Anthropic; SMC = 0.80),
and (Google, Anthropic; SMC = 0.80). In particular, we observe that the company correlations identify
clear structure: Hugging Face and Stability AI are the only two developers to release both data and models
openly, and the trio of OpenAI, Google, and Anthropic are the three members of the Frontier Model Forum
that we assess.

Weakly correlated company practices. In contrast, we see that the least correlated pairs (SMC < 0.6)
are pairs involving Meta and the three lowest-scoring developers as well as pairs involving Hugging Face and
five of the seven closed developers (OpenAI, Cohere, AI21 Labs, Inflection, Amazon). These are all pairings
between an open and a closed developer. More broadly, we highlight that Meta is the sole developer that is
not correlated with SMC at least 0.80 with any other developer, with the most similar other developer being
Google at 0.78 (see below for further analysis). This means Meta is rather unique in terms of the indicators
where it scores points; it is the sole developer that is not strongly correlated with any other company, even
including the two other open developers. Nevertheless, the least correlated pair of companies still agrees in
over half the indicators (SMC = 0.54), which is not surprising given that all the companies are opaque (e.g.
if all the companies all scored 0 on every indicator, they would necessarily be perfectly correlated with SMC
= 1).

Upstream correlations. In Figure 15, we plot the correlation between every pair of companies when
considering only indicators from the upstream domain. Since the four lowest-scoring companies overall
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Figure 16: Correlations between Companies (Model Indicators). The correlation between the scores
for pairs of companies across all indicators when only considering model indicators. Correlation is measured
using the simple matching coefficient (i.e. agreement rate), which is the fraction of all indicators for which
both companies receive the same score (i.e. both receive the point or both do not receive the point).

also score zero (or near-zero in the case of Cohere) points on the upstream indicators, they are necessarily
extremely correlated. For the same reason, the extent to which the remaining six companies are correlated
with the three lowest-scoring companies is precisely proportional to their own opacity on the upstream
domain. Looking at the three companies that score in the middle overall (Google, Anthropic, Cohere), we
see their indicator-level transparency is reasonably correlated. We also see a similar trend where OpenAI,
Google, and Anthropic are correlated, though in this case OpenAI and Cohere are even more correlated
with an SMC of 0.81. Interestingly, while the three open developers score much higher overall than any of
the seven closed developers for the upstream domain, the correlations between them are somewhat different
than in the other domains: there is a weaker correlation between Hugging Face and Stability AI, and Meta’s
correlation with OpenAI and Stability AI is stronger than its correlation with Hugging Face. Despite the
fact that Meta and Hugging Face are the two highest-scoring companies on upstream, they are not especially
correlated (SMC = 0.53) in that domain. These discrepancies coincide with the indicators where Hugging
Face scores points and the other two open developers (Meta, Stability AI) do not, namely those relating to
data sources and data labor. Given the large spread in scores across developers in the upstream domain,
we see the related effect that the correlations can be quite variable with some at or near 1 and others well
below 0.5 (minimum upstream SMC = 0.34).

Model correlations. In Figure 16, we plot the correlation between every pair of companies when con-
sidering only indicators from the model domain. In contrast to the upstream correlations, we see a much
more varied picture. First, much like the overall correlations, we see strong correlations for (Cohere, AI21
Labs; SMC = 0.85) and (Inflection, Amazon; SMC = 0.85) but not necessarily for the other pairs between
these four companies. Among the three Frontier Model Forum companies, we see a very strong correlation
of 0.88 between Google and Anthropic, a fairly high correlation of 0.79 between OpenAI and Anthropic,
but a considerably lower correlation for the third pair of OpenAI and Google at 0.67. These trends, where
Anthropic is highly correlated with both, but OpenAI and Google are not necessarily correlated, mirror what
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Figure 17: Correlations between Companies (Downstream Indicators). The correlation between the
scores for pairs of companies across all indicators when considering only downstream indicators. Correlation
is measured using the simple matching coefficient (i.e. agreement rate), which is the fraction of all indicators
for which both companies receive the same score (i.e. both receive the point or both do not receive the
point).

we observe for the overall correlations. Similar to what we observed for the overall correlations, Hugging
Face and Stability AI are quite correlated as well with a correlation of 0.85, and Meta is not particularly
correlated with any company (the highest is Hugging Face at 0.76).

Downstream correlations. In Figure 17, we plot the correlation between every pair of companies when
considering only indicators from the downstream domain. The downstream correlations surface considerably
different trends from the overall correlations or those for the other two domains. In particular, we first
highlight that Meta is strongly correlated with Google in their scores on downstream indicators. Given that
several of the downstream indicators related to broader corporate practices, the similarities between these
companies may contribute to this result, though both companies are not strongly correlated with Amazon,
the other Big Tech company we assess. Relatedly, we see fairly strong correlations between OpenAI and
Anthropic, which again may relate to their fairly similar business practices mapping onto specific downstream
indicators (e.g. indicators in the Model Behavior Policy subdomain). On the other hand, akin to the
upstream subdomain, we see that Inflection is especially dissimilar from all of the open model developers
(Meta, Hugging Face, Stability AI). And, unlike the other correlation matrices, OpenAI and Amazon are
more dissimilar than usual. Overall, while we do not observe it as clearly in the other correlation analyses,
here we see all three pairs of open developers are highly correlated: (Meta, Hugging Face; SMC = 0.89),
(Meta, Stability AI; SMC = 0.83), (Hugging Face, Stability AI; SMC = 0.89). This may reflect that all open
developers have shared transparency challenges on specific indicators within the downstream domain (e.g.
monitoring mechanism and model behavior policy enforcement), perhaps stemming from the weaker control
they have over downstream use. Overall, we find the complex structure and heterogeneity in the correlation
for the downstream domain especially intriguing, given the aggregate scores for this domain are the most
tightly clustered (see §7.4: downstream-results). That is to say, disaggregated indicator-level analysis is
especially revealing for this domain compared to domain-level analysis.
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8 Recommendations

The design of our indicators, execution of our assessment, and analysis of our results provide a rich supply
of ideas for how to improve transparency. We center our attention on foundation model developers and
deployers, along with policymakers. For each group of stakeholders, we provide concrete recommendations
on the basis of this research. Additionally, we encourage researchers to scrutinize our overall approach in
order to clarify how transparency for foundation models can be better understood in the future.

8.1 Recommendations for foundation model developers

By directly scoring foundation model developers, we provide explicit feedback on where developers are and
are not transparent. In itself, this provides immediate guidance for these 10 companies in the context of
their current flagship foundation models. Moreover, the Foundation Model Transparency Index provides
valuable insights for these companies to consider related to their other models and future releases; it also has
bearing on how foundation model developers that we did not assess can promote transparency. We provide
10 specific recommendations for foundation model developers.

1. Increase transparency for existing foundation models.

• As our results show, the development and use of major foundation model developers’ current flagship
models is opaque. Developers should remedy this situation by releasing more information about the
systems that are central to today’s foundation model ecosystem. Increasing the transparency of
future releases will not resolve this issue as there are hundreds of products, services, and other
models that are built on top of today’s flagship models.61

• Developers should begin by focusing on low-hanging fruit, such as clarifying ambiguous language
in their documentation, centralizing existing information sources, and sharing information about
models that poses minimal concerns related to market competitiveness or legal risk. 62 Developers
should also be clear about why they will not release certain information about their foundation
models; developers should explicitly state the subdomains where they do not release information
and explain why they do not do so.

2. Increase transparency for future foundation model releases.

• Developers should substantially increase the transparency of future foundation model releases. Wher-
ever possible, they should publicly disclose information related to the 100 indicators we outline as
well as additional information they feel is important to share with the industry, the public, and
governments. This might look like taking a transparency-first approach in which the developer pri-
oritizes transparency throughout the model development process and includes transparency as an
important performance metric for research teams.63

61Developers that signed on to the White House’s first round of voluntary commitments (including Amazon, Anthropic,
Google, Inflection, Meta, and OpenAI) have pledged only to improve transparency "for all new significant model public releases
within scope," where the scope is defined as "generative models that are overall more powerful than the current industry
frontier (e.g. models that are overall more powerful than any currently released models, including GPT-4, Claude 2, PaLM
2, Titan and, in the case of image generation, DALL-E 2)." Developers that signed on to the White House’s second round of
voluntary commitments (including Cohere and Stability AI) have pledged only to improve transparency for "generative models
that are overall more powerful than the current most advanced model produced by the company making the commitment."
See https://www.whitehouse.gov/wp-content/uploads/2023/07/Ensuring-Safe-Secure-and-Trustworthy-AI.pdf and
https://www.whitehouse.gov/wp-content/uploads/2023/09/Voluntary-AI-Commitments-September-2023.pdf

62For example, Anthropic released significantly more information about Claude 2 than its previous flagship model, Claude,
including in the form of a model card.

63One relevant analogy is to the development of open foundation models. Much as some developers begin the process of
building a foundation model with the intention of making all model assets openly available, then subsequently decide if the
risks of making a model asset openly available outweigh the potential benefits, developers could begin the development process
with the assumption of maximum transparency and remove only some items along the way (Klyman, 2023).
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• Profit-oriented developers commonly argue that certain forms of transparency can endanger their
competitive advantage. Nevertheless, developers have a basic responsibility to weigh this concern
against the the risks posed by their technology to society and the benefits of increasing societal
understanding of this technology via transparency. These risks should determined by not only the
developer but also the assessment of third party experts. Voluntary access for independent, third
party audits (i.e. auditors not selected by the developer itself), can achieve a greater degree of trans-
parency, and safeguard competition concerns with non-disclosure agreements. We would also argue
audits are not always a good substitute for public transparency, and developers’ arguments around
competitive advantage should be carefully assessed for each indicator of transparency. These argu-
ments are a common refrain to avoid meaningful community discussion about widespread practices
that do not in actuality endanger competitive advantages.
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3. Follow industry best practices with respect to transparency.

• Our findings suggest that every developer could significantly improve transparency by drawing on
different approaches to transparency from across the industry. At least one developer scores points
on 82 of our 100 indicators: where developers are struggling to increase transparency in a specific
issue area, they should look to developers that have already done so.

• While the foundation model ecosystem is nascent, some developers have outlined best practices for
responsible development that relate to transparency. For example, in their "Joint Recommendations
for Language Model Development," OpenAI, Cohere, and AI21 Labs state that developers should
"publish usage guidelines and terms of use ... document known weaknesses and vulnerabilities ...
[and] model and use-case-specific safety best practices." (See Appendix D for additional examples of
calls from developers for transparency.)

4. Work with deployers to increase transparency.

• In cases where a developer is not the sole deployer of a foundation model, the developer should partner
with deployers to increase transparency. For example, developers should attempt to require that
deployers disclose usage statistics and provide usage disclaimers. Developers might do so through
legal agreements that they sign with deployers that grant deployers the right to offer the foundation
model. If a developer has little leverage over larger deployers it should consider partnering with
similarly situated developers to increase their collective bargaining power. Without such efforts, it
may be difficult for a developer to assess the downstream impact of its foundation models.

5. Work with downstream developers to increase transparency.

• Foundation model developers should make it easy for downstream developers to be transparent in
their release of fine-tuned models. In addition to increasing transparency for their own models,
foundation model developers should release documentation to help downstream developers be more
transparent and actively encourage them to do so.

6. Work with regulators to increase transparency.

• While we believe that the public is entitled to information about each of the indicators of trans-
parency that we examine, we recognize that it is unlikely that every foundation model developers
will publicly release all of this information. In some cases, foundation model developers may argue
the risks of disclosing such information are too great to justify public release. In many such cases,
developers should still share this information with regulators such that governments have sufficient
information to adequately scrutinize developers in the public interest.

7. Use transparency to improve trust, safety and reliability.

• Sharing internal practices, documentation, and details about risks can lead to short term criticism
and negative media coverage, but in the long term it can foster greater community trust than is
possible with a more opaque approach. Investigative journalists will eventually expose practices
that lead to systemic harms, and these harms are often exacerbated the longer they remain hidden,
as illustrated by the Facebook Files Hagey & Horwitz (2021). Foundation models are technologies
that could cause widespread harm, and the evidence suggests that safety and reliability will require
dedicated and strong forms of transparency from foundation model developers.
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8. Dedicate resources to continue improving transparency over time.

• As technologies and risks rapidly evolve, the varieties of and baselines for meaningful transparency
will also change. Well-resourced developers should dedicate personnel to adapting their documen-
tation and releases to take account of this shifting landscape, rather than adhering to static bench-
marks. Low-resourced developers should seek out funding in order to similarly improve transparency.

9. Work to improve transparency in the foundation model ecosystem.

• There are many areas where transparency is sorely needed, ranging from the downstream impact of
foundation model releases to the use of human labor in producing the data used to build foundation
models. One cross-cutting issue is the fact that developers do not exist in a vacuum: the foundation
models a developer releases depend on and significantly affect other parts of the ecosystem. Taking
this into account, developers should increase transparency as a means of improving the health of the
overall ecosystem.

• Developers should use semantic versioning for their models (as is the norm in software engineering)
such that there is no ambiguity as to the version of the model that is being distributed. Developers
should also give as much notice as is practicable (e.g. 3 months notice) in advance of deprecating
models in order to give any downstream dependencies adequate time to migrate to a new version.

• Developers should release an artifact alongside their foundation models that includes information
about models’ upstream and downstream dependencies (Bommasani et al., 2023b). Information
about the datasets, software frameworks, and applications the model depends upon, as well as
products, services, and other models that depend upon the model, are essential for effective supply
chain monitoring.

10. Use the Foundation Model Transparency Index to increase transparency.

• The Foundation Model Transparency Index provides an extensive taxonomy of the key elements of
transparency in the field. We encourage developers to score their non-flagship models on the index
and see where they have room for improvement.

• Each indicator contains significant detail that developers can utilize to increase transparency in spe-
cific issue areas. For quantitative metrics, indicators include information regarding the appropriate
unit of measurement and level of precision. For qualitative metrics, indicators often provide de facto
instructions for how to clearly share information about a specific subdomain with the public.
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8.2 Recommendations for foundation model deployers

Foundation model developers are not the only actors with a responsibility to promote transparency: deployers
of foundation models such as cloud services providers and companies that license foundation models from
developers also have a significant role to play. Although deployers cannot unilaterally increase transparency
as they are not the party responsible for building a foundation model, there are still some tools at their
disposal for doing so and they should think seriously about the implications of relying on systems for which
there is little publicly available information.

1. Assess the risks of deploying a foundation model without adequate transparency.

• Deployers that make use of a developer’s foundation model in their products and services should
conduct pre-deployment risk assessments that include specific assessments of risks stemming from a
lack of transparency. These risks may include increased legal liability for difficult-to-explain model
behaviors, reduced trust from users due to the product’s opacity, and lower product performance
without adequate information about the data used to build the model.

2. Require sufficient transparency in working with foundation model developers

• Foundation model deployers should work with developers to increase the level of transparency re-
garding their models. It is not only in a deployers’ interest for developers to share information
bilaterally, but also for developers to be transparent with the public about the risks and limitations
of their models. Deployers themselves can help developers increase transparency by sharing usage
statistics.

• Deployers should go beyond information sharing requests to improve transparency. For example,
deployers should aim to negotiate contracts with developers that require developers to publicly
share information that is relevant to the developers’ customers as well as the broader public, such
as information regarding Model Updates, changes in Usage Policy, and Impact. In cases where
deployers have little leverage over larger developers they should consider partnering with similarly
situated deployers to increase their collective bargaining power.

3. Do not put undue trust in opaque foundation models.

• Some deployers may take a foundation model from a reputable company at face value, assuming that
all of the relevant information about that system is available to deployers and regulators. This could
be a serious misjudgment: as our findings show, developers are overwhelmingly not transparent
about the development and use of their foundation models. Assuming that a model complies with
regulatory requirements regarding information sharing could come with substantial legal risk; for
example, if new regulations primarily place information sharing requirements on deployers, they
may face legal exposure related to their deployment of opaque foundation models. While developers
are presumably more transparent in their relationships with deployers than in their public facing
documentation, this is no guarantee that relevant information is shared across the 23 subdomains
we identify.
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8.3 Recommendations for policymakers

Policymakers across the United States, China, Canada, the European Union, the United Kingdom, India,
Japan, the G7, and many other governments have already taken specific actions on foundation models and
generative AI (see Appendix D). Evidence-driven policy that is grounded in a rich and sophisticated under-
standing of the current foundation model market is likely to achieve the best outcomes. As a result, our
extensive characterization of transparency provides three core insights: (i) what aspects of transparency are
present in status quo absent regulatory intervention, (ii) if mandated and enforced, what aspects of trans-
parency would change relative to the status quo, and (iii) what substantive requirements beyond transparency
would be most appropriate given the newfound transparency? We hope that lawmakers will draw on the
information we aggregate in the Foundation Model Transparency Index to better inform policy initiatives.
To be clear, our intent is to not to make a claim about whether specific governments should or should not
regulate foundation models at this time, though some policy intervention is likely needed. Nor is our intent
to recommend broad disclosure requirements, which could cause substantial harm if they are implemented
without regard for differences in developers’ business models and their level of financial resources, or without
adequate government support for regulatory compliance. Our view is that a better understanding of the
status quo will lead to smarter policy, which leads to the following recommendations.

1. Transparency should be a top priority for AI legislation.

• Mechanisms to promote transparency should be among the suite of policy tools that lawmakers
use to encourage responsible development of foundation models (Engler, 2023; Hacker et al., 2023).
Unlike many other policy tools, transparency can be relatively low cost—where developers already
possess the relevant information, sharing it does not require data collection. Another advantage
of pro-transparency policies are that they can help solve collective action problems with respect
to sharing information with the public. If one developer shares much more information about its
foundation model with the public, then it could theoretically be penalized by investors or scrutinized
by regulations for having more information about the model’s risks and limitations publicly available
than its competitors. As a result, a developer may be hesitant to be a first mover on transparency
if its competitors are steadfast in maintaining opacity. By contrast, if that developer’s peers must
also share information about the risks and limitations of their foundation models, there is much less
potential for transparency to represent a competitive disadvantage.

• Transparency is a fundamental prerequisite for accountability, robust science, continuous innovation,
and effective regulation. With additional information about companies’ business practices, the
impact of their foundation models, the resources used to build models, and the AI supply chain,
governments would be much better positioned to enact comprehensive AI regulations.

• Policymakers have a responsibility to ensure that the public has adequate information about ex-
tremely powerful AI systems that hundreds of millions of people use.

2. Regulators should enforce existing regulation to promote transparency for foundation
model developers.

• Governments already have substantial authority to require companies to share information about
their business practices Ho (2012); Hess (2019); Irion (2022). For example, in recent years data
protection authorities have increased their efforts to regulate the development and use of AI (Zanfir-
Fortuna, 2023); they should consider using these authorities to solicit additional information from
foundation model developers regarding the data they use to build foundation models and the labor
that goes into producing that data. Similarly, sectoral regulators should consider scrutinizing the
deployment of foundation models within their purview and require transparency where appropriate.

3. Policymakers should be realistic about the limits of transparency.
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• Transparency is not an end in itself. While having more information about companies’ business
practices and the foundation model ecosystem will undoubtedly be helpful, the most significant
benefits from transparency will stem from the ways in which it elicits changes in business practices
and promotes responsible development and use of foundation models.

• Transparency is not a viable alternative to substantive change. Some interest groups and policymak-
ers have nonetheless pushed for transparency requirements as a form of "light-touch" AI regulation.
Rather than mandating that companies change their policies and practices, this approach would
merely require some level of information sharing with the government. But transparency is only
useful insofar as the information it yields is actionable. Increased transparency can help policy-
makers have sufficient information about the state of the industry that many governments seek to
regulate.

• While transparency requirements may appear more feasible and even-handed than other policy
interventions in the near term, policymakers should recognize that they are likely insufficient to
reduce harm in many areas. Even if companies share more information about the impacts of their
models on workers and the environment, that may not lead them to improve working conditions or
reduce emissions. Policymakers should consider measures beyond transparency requirements in a
wide variety of areas while balancing other important equities related to competition and algorithmic
justice.

4. Governments should craft a policy architecture that enables responsible development of
open foundation models, which will in turn promote transparency.

• Open foundation models are more transparent than closed foundation models, often by a significant
margin. This means that policymakers with an interest in transparency should be hesitant to impose
regulations on foundation model developers or deployers that make it considerably more difficult to
build open foundation models. Measures that substantially increase the legal risk of developing open
foundation models by holding foundation model developers liable for model outputs or by requiring
comprehensive monitoring of downstream use may ultimately undermine transparency.

• Pro-competitive policies such as those that encourage a variety of different business models in the
foundation model ecosystem can promote transparency. If there are only a few major technology
companies that develop flagship foundation models, it will be easier for those companies to circum-
vent transparency rules by coordinating their activities. For instance, a handful of major closed
developers could agree that a certain level of transparency is sufficient to satisfy their goals and to
meet regulatory requirements, leading them to obfuscate their business practices in similar ways. If
the foundation model ecosystem is dominated by a few incumbents, it will also be easier for those
incumbents to jointly engage in regulatory capture as there will be no countervailing narrative from
other developers in the ecosystem. By contrast, policies that result in a diverse array of open and
closed foundation model developers could create a positive feedback loop for transparency. The
higher level of transparency of open developers can help draw attention to the lack of information
available about the resources required to build closed foundation models. Some closed developers
in this environment may see it as in their interest to share more information about their models in
order to engender more trust in their products and services, which can in turn push less transparent
closed developers to alter their business practices.
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9 Impact

The Foundation Model Transparency Index characterizes the transparency of foundation model developers at
present. While this descriptive work already yields significant insights and value, our ambition for this work
is to drive change. In short, our objective is to improve transparency in the foundation model ecosystem:
we believe improved transparency will result in better science, more innovation, greater accountability, and
ultimately give society greater collective confidence that this promising technology can truly advance the
public interest. To achieve these lofty goals requires changing the conduct of powerful organizations. As with
many similar efforts to drive change, we have conceptualized a specific theory of change and have considered
specific limitations and risks of our work. Consistent with the work’s spirit of transparency, we describe both
matters plainly below.

9.1 Theory of change

Assessment of any kind naturally characterizes the status quo. However, our intent is for our assessment to
drive change, especially given that our most fundamental finding is that there is insufficient transparency in
the foundation model ecosystem. Bommasani (2023) argues that evaluation and assessment can drive change
if there is sufficient uptake: we specifically articulate how assessment can motivate improvement through
different forms of uptake.

Assessment motivates improvement. By quantifying transparency and simultaneously scoring many
developers, we hope that these organizations will improve their transparency scores over time. We aim to
provide a characterization of the status quo that is broadly legible across the ecosystem by directly comparing
organizations’ transparency scores. Furthermore, specific areas where there is pervasive opacity, or where
specific companies are less transparent than their counterparts, are prime targets for public pressure and
scrutiny.

With respect to AI companies, we believe that certain teams and employees will play an outsized role in
shaping transparency practices. Namely, responsible AI teams along with other teams that address ethics
and safety are likely to shape many company-wide practices on transparency, including for their flagship
foundation models. For this key group of individuals, we hope the Foundation Model Transparency Index
provides a concrete list of indicators to proactively consider in making decisions. At present, we believe
that some companies are not transparent about certain issue areas not because of specific countervailing
concerns (e.g. profits, privacy, safety) but because they have not explicitly considered whether they should
be transparent on this issue. In these cases, we believe the index provides a structured, well-argued resource
that responsible AI teams can directly consider in making decisions around transparency. The index also
provides an extensive account of why these specific indicators are valuable, which could help responsible AI
teams advocate for greater transparency within their organizations. To be concrete, linking outward-facing
transparency reporting with internal-facing company tracking could be a natural outcome where our index
could bring about desired change while adding minimal overhead for these companies.

Indexes draw power from their subsequent iterations, allowing for improvements to be clearly measured
and acknowledged over time. In the fast-moving foundation model ecosystem, subsequent versions could
be motivated by (i) changes in the indicators, (ii) changes in the key companies to assess, (iii) changes
in the flagship foundation models of those companies, and (iv) changes in the underlying materials for a
specific company. As a result, we believe the maintenance and subsequent versions of the Foundation Model
Transparency Index will be necessary for its sustained impact. We have not yet determined an exact cadence
and strategy, though we will conduct future versions of the index.64

Assessment guides standards and mandates. Fundamentally, the Foundation Model Transparency
Index assesses companies on metrics of transparency that are selected and evaluated based on our judgments
as experts in this domain. With this in mind, the indicators selected as well as the results could directly
inform more formal processes. For instance, policymakers around the world are considering a spectrum of
voluntary commitments, industry standards, and mandatory requirements for foundation model developers.

64See https://crfm.stanford.edu/fmti for the latest details.
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Many current policy efforts, across the varying levels of voluntary and mandatory requirements, explicitly
name transparency as a top-level priority and directly identify specific indicators and subdomains covered
by our index (see Appendix D).

Our index is likely to be more comprehensive, more fine-grained, and more empirically grounded than
most ongoing policy initiatives. As a result, our index provides direct value to policymakers. In selecting
requirements, policymakers can use the index to explore the broader universe of potential transparency
and disclosure requirements. In defining requirements, policymakers can use the index to explore specific
definitions as well as edge cases that may complicate a requirement. And, in ultimately deciding which
organizations to regulate and how to enforce regulations, policymakers can look at the current status quo to
efficiently allocate resources.

As a brief example, consider the European Parliament’s position for the EU AI Act,65 which was adopted
by the Parliament on June 14, 2023 by a vote of 499 in favour, 28 against and 93 abstentions.66 Bommasani
et al. (2023a) provide an initial analysis of potential compliance with the the Act as proposed in the con-
text of foundation model developers. Given this legislative proposal, European lawmakers might recognize
that topics related to upstream labor and downstream impact, which are covered in the Foundation Model
Transparency Index, are not adequately addressed in the draft AI Act. Policymakers might also acknowledge
that requirements to disclose a summary of any copyrighted training data are too vague and a more specific
definition, such as the definition we provide in Appendix B, may be desirable to improve compliance. And,
finally, policymakers might view the results of how open and closed developers fare in deciding which re-
quirements are best targeted at which developers along the release spectrum. Overall, much as transparency
is instrumental for key societal objectives like public trust, we believe the Foundation Model Transparency
Index can be similarly instrumental for key societal processes like sound policy-making.

9.2 Limitations and risks

Equating transparency and responsibility. Because we foreground transparency in our assessment of
developers and their flagship models, it is likely that some will misinterpret the Foundation Model Trans-
parency Index as a measure of the responsibility of companies. This is not the case for a number of reasons;
most importantly, we award points on the basis of whether a developer is transparent about each indicator,
not whether it has responsible business practices tied to that indicator. Concretely: if a developer discloses
that it pays data laborers just one cent per hour, it would score points on the wages indicator under our
methodology, while a developer that pays data laborers $20 an hour but does not make that information
publicly available would score no points.

This means that one risk of our approach is that it could incentivize developers to be transparent in per-
formative ways that merely increase the amount of information available about their flagship models but
do not reflect an effort on the part of the developer to substantively improve its business practices. Nev-
ertheless, we believe that additional information about each of these indicators is an invaluable first step
towards understanding how developers build and use foundation models. This will in turn allow many other
evaluations of responsible business practices, in which the level of transparency should be but one factor.

Transparency-washing. There is no guarantee that improved transparency of foundation models will
result in more responsible development. As critics of transparency-washing have persuasively argued (Zal-
nieriute, 2021), major technology companies have used transparency to create the illusion that they are
responsible players with the public’s best interest at heart. In this way, transparency can be a shield against
further scrutiny, helping to convince the public that foundation models are safe and trustworthy when they
may not be.

Similarly, companies may use transparency as a shield against comprehensive regulation. Companies could
face substantial costs if they were required to increase pay for data laborers or forego certain risky use cases
for their foundation models, leading some to argue that governments should simply require transparency in

65https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.pdf
66https://www.europarl.europa.eu/news/en/press-room/20230609IPR96212/meps-ready-to-negotiate-first-ever-rul

es-for-safe-and-transparent-ai
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these verticals. However, transparency alone will not change a business’ fundamental incentives and, if used
to water down regulation, can perpetuate harm. Notwithstanding this risk, transparency may be a more
appropriate regulatory option for many of the indicators we consider given the early stage of the foundation
model ecosystem and the risk that substantive requirements will disproportionately damage small and open
developers.

Gaming the index. Moving forward, developers might attempt to game the Foundation Model Trans-
parency Index without actually improving transparency. They could do this by clarifying that they do
not share information about certain practices and giving a justification for doing so. Developers might also
exploit the fact that indicators are relatively generous, meaning that they could share minor additional infor-
mation on indicators that are comparatively easy to satisfy without meaningfully improving transparency.
Since scores could theoretically be gamed in this way, it is important to consider the Foundation Model
Transparency Index in conjunction with other metrics of companies’ business practices.

Binary scoring. The fact that each indicator is binary limits the amount of information that each score
can reflect when compared with more expressive scoring schemes. For the same indicator, it is often the
case that several developers share much less information than others but they all score one point nonetheless
as they cross the threshold for receiving points. Conversely, in certain instances developers disclose some
information related to a particular indicator but it is insufficient to receive points, yet they are grouped
alongside developers who disclose no information whatsoever about an indicator. We attempt to address
this limitation by breaking complex indicators into discrete chunks, meaning that each indicator assesses one
key dimension of transparency and can more easily be made binary.

The models we assessed are predominantly language models. For the developers we assess, their
associated flagship models are predominantly text-to-text language models (8 of the 10). Of the remaining
two, only one includes images as an input (GPT-4) and only one outputs images (Stable Diffusion 2). None
of the flagship models we considered include modalities beyond text and images, though these modalities
may become more common in the coming years. With this in mind, in principle the indicators are chosen
and defined in a largely modality-agnostic fashion to facilitate future assessment as the flagship models in
the ecosystem diversify in terms of modalities.

Most companies we assessed are headquartered in the U.S. Of the 10 developers we assess, 7
are headquartered in the United States. Although this reflects the disproportionate global reach of U.S.
technology companies, there are salient foundation model developers in other parts of the world that we did
not assess in this work. For instance, the index excludes foundation model developers in East Asia that we
believe are sufficiently important to evaluate, but they often did not share enough information publicly to
even attempt evaluation. We also did not consider Falcon-180B from the Technology Innovation Institute in
Abu Dhabi,67 as we had already finalized our evaluations when the model was released in September. We
hope that researchers will use Foundation Model Transparency Index and our fully transparent methodology
to assess the transparency of these developers as well as others around the world.

Low bar for awarding points. We were generally quite generous in the scoring process. When we
determined that a developer scored some version of a half-point, we usually rounded up. Since we assess
transparency, we award developers points if they explicitly disclose that they do not share information about
a particular indicator. We also read developers’ documents with deference where possible, meaning that
we often awarded points where there are grey areas. This means that developers’ scores may actually be
higher than their documentation warrants in certain cases as we had a low bar for awarding points on many
indicators.

Uneven costs. In designing the Index, we score all companies on the same set of indicators. In turn, when
companies are compared on the basis of their scores, we recognize that the relative and absolute costs of
achieving a particular score may differ greatly across companies. For example, companies with larger legal

67https://falconllm.tii.ae
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teams or more employees dedicated to document specific activities are likely to fare better on the Index given
many of the indicators (e.g. on company policies, on model documentation) are directly related to the work
function of these personnel. Overall, insofar as the Index shapes a company’s social status and perception, as
well as impacts regulation in the AI industry, the Index may unevenly advantage and disadvantage companies
given the underlying disparities in relevant resources like employee headcount. While in some ways this may
reflect a fundamental aspect of transparency (i.e. companies require the employees to do the work required
to produce and disclose information to be transparent), we express caution in overly focusing on the Index
results to the detriment of specific companies.
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10 Conclusion

Our research establishes the extent to which foundation model developers are transparent, set against the
backdrop of decreasing transparency. Our findings show that the status quo is characterized by a widespread
lack of transparency across developers, with significant unevenness in how individual developers fare and
where they have room for improvement. We take this as a serious indictment of the overall ecosystem.
Transparency is a broadly-necessary condition for other more substantive societal progress, and without
improvement opaque foundation models are likely to contribute to harm. Foundation models are being
developed, deployed, and adopted at a frenetic pace: for this technology to advance the public interest, real
change must be made to rectify the fundamental lack of transparency in the ecosystem.

Acknowledgements. We thank Alex Engler, Anna Lee Nabors, Anna-Sophie Harling, Arvind Narayanan,
Ashwin Ramaswami, Aspen Hopkins, Aviv Ovadya, Benedict Dellot, Christie Lawrence, Connor Dunlop,
Conor Griffin, Dan Ho, Dan Jurafsky, Deb Raji, Dilara Soylu, Divyansh Kaushik, Gerard de Graaf, Iason
Gabriel, Irene Solaiman, John Hewitt, Joslyn Barnhart, Judy Shen, Madhu Srikumar, Marietje Schaake,
Markus Anderljung, Mehran Sahami, Neel Guha, Peter Cihon, Peter Henderson, Rebecca Finlay, Rob Reich,
Rohan Taori, Rumman Chowdhury, Russell Wald, Seliem El-Sayed, Seth Lazar, Stella Biderman, Steven Cao,
Tatsu Hashimoto, Toby Shevlane, Vanessa Parli, Yann Dubois, Yo Shavit, and Zak Rogoff for discussions
on the topics of foundation models, transparency, and/or indexes that informed the Foundation Model
Transparency Index. We especially thank Loredana Fattorini for her extensive work on the visuals for this
project, as well as Shana Lynch for her work in publicizing this effort.

Foundation Model Developers. We thank the following individuals at their respective organizations
for their engagement with our effort, including involvement in responding to our initial scores on behalf
of their organizations. We emphasize that this acknowledgement should not be understood as an
endorsement of the Foundation Model Transparency Index by these individuals, but simply that
they were involved in our engagement with their organizations.

• AI21 Labs. Yoav Shoham

• Amazon. Bratin Saha, Vasi Philomin, Atul Deo, Swami Sivasubramanian, Peter Hallinan

• Anthropic. Jack Clark, Deep Ganguli, Thomas Liao

• Cohere. Aidan Gomez, Danielle Smalls, Seraphina Goldfarb-Tarrant, Nick Jakobi, Saurabh Baji

• Google. Slav Petrov, James Manyika, Kremena Goranova, Sarah Portik, Alexandra Belias

• Hugging Face. Clement Delangue, Meg Mitchell, Yacine Jernite

• Inflection. Mustafa Suleyman, Tim Hwang

• Meta. Joelle Pineau, Melanie Kambadur, Joe Spisak, Eric Smith, Louis Martin

• OpenAI. Miles Brundage, Lama Ahmad

• Stability AI. Emad Mostaque, Ben Brooks

Funding. This work was supported in part by the 2022 Hoffman-Yee program at the Stanford Institute for
Human-Centered Artificial Intelligence (HAI).68 This work was supported in part by the AI2050 program
at Schmidt Futures (Grant G-22-63429).

68https://hai.stanford.edu/2022-hoffman-yee-grant-recipients

57

https://hai.stanford.edu/2022-hoffman-yee-grant-recipients


Published in Transactions on Machine Learning Research (02/2025)

Conflict of Interest. Given the nature of this work (e.g. potential to significantly impact particular
companies and shape public opinion), we proactively bring attention to any potential conflicts of interest,
deliberately taking a more expansive view of conflict of interest to be especially forthcoming.

• Betty Xiong is not, and has not, been affiliated with any of the companies evaluated in this effort
or any other private sector entities.

• Daniel Zhang is not, and has not, been affiliated with any of the companies evaluated in this effort
or any other private sector entities.

• Kevin Klyman is not, and has not, been affiliated with any of the companies evaluated in this effort
or any other private sector entities.

• Nestor Maslej is not, and has not, been affiliated with any of the companies evaluated in this effort
or any other private sector entities.

• Percy Liang was a post-doc at Google (September 2011–August 2012), a consultant at Microsoft
(May 2018–May 2023), and a co-founder of Together AI (July 2022–present). He is not involved in
any other companies.

• Rishi Bommasani is not, and has not, been affiliated with any of the companies evaluated in this
effort. Rishi is an author of Jernite et al. (2022), as part of the BigScience initiative, that guided
the data governance practices for developing BLOOM. As a result, he is also an author on the 350+
author BLOOM paper (Le Scao et al., 2022) that is often cited in the scoring of BLOOMZ.

• Sayash Kapoor worked at Meta until December 2020. He has not since worked for the company.

• Shayne Longpre has three connections to the assessed developers. He has worked as a Student
Researcher at Google Brain in 2022, and is an on-going contributor to Cohere For AI, Cohere’s
non-profit volunteer research organization. Lastly, he was part of the BigScience initiative, where
he contributed to BLOOM (Le Scao et al., 2022).

58



Published in Transactions on Machine Learning Research (02/2025)

References
Rediet Abebe, Solon Barocas, Jon Kleinberg, Karen Levy, Manish Raghavan, and David G Robinson. Roles

for computing in social change. In Proceedings of the 2020 Conference on Fairness, Accountability, and
Transparency, pp. 252–260, 2020.

Abubakar Abid, Maheen Farooqi, and James Zou. Persistent anti-muslim bias in large language models.
arXiv preprint arXiv:2101.05783, 2021.

Mike Ananny and Kate Crawford. Seeing without knowing: Limitations of the transparency ideal and its
application to algorithmic accountability. New Media & Society, 20(3):973–989, 2018. doi: 10.1177/1461
444816676645. URL https://doi.org/10.1177/1461444816676645.

Aristotle. De Anima: On the Soul. 350 B.C.E.

Amanda Askell, Miles Brundage, and Gillian Hadfield. The role of cooperation in responsible ai development,
2019.

Yuntao Bai, Saurav Kadavath, Sandipan Kundu, Amanda Askell, Jackson Kernion, Andy Jones, Anna
Chen, Anna Goldie, Azalia Mirhoseini, Cameron McKinnon, Carol Chen, Catherine Olsson, Christopher
Olah, Danny Hernandez, Dawn Drain, Deep Ganguli, Dustin Li, Eli Tran-Johnson, Ethan Perez, Jamie
Kerr, Jared Mueller, Jeffrey Ladish, Joshua Landau, Kamal Ndousse, Kamile Lukosuite, Liane Lovitt,
Michael Sellitto, Nelson Elhage, Nicholas Schiefer, Noemi Mercado, Nova DasSarma, Robert Lasenby,
Robin Larson, Sam Ringer, Scott Johnston, Shauna Kravec, Sheer El Showk, Stanislav Fort, Tamera
Lanham, Timothy Telleen-Lawton, Tom Conerly, Tom Henighan, Tristan Hume, Samuel R. Bowman, Zac
Hatfield-Dodds, Ben Mann, Dario Amodei, Nicholas Joseph, Sam McCandlish, Tom Brown, and Jared
Kaplan. Constitutional ai: Harmlessness from ai feedback, 2022.

Jack Bandy and Nicholas Vincent. Addressing" documentation debt" in machine learning research: A retro-
spective datasheet for bookcorpus. arXiv preprint arXiv:2105.05241, 2021.

Solon Barocas and Andrew D. Selbst. Big data’s disparate impact. 104 California Law Review, 3:671–732,
2016.

J. Bates, H. Kennedy, and I. et al. Medina Perea. Socially meaningful transparency in data-based systems:
reflections and proposals from practice. Journal of Documentation, 2023. ISSN 0022-0418. doi: 10.1108/
JD-01-2023-0006.

Luca Belli and Walter Gaspar. The Quest for AI Sovereignty, Transparency and Accountability. UN Internet
Governance Forum Data and Artificial Intelligence Governance Coalition, 2023.

Emily M. Bender and Batya Friedman. Data statements for natural language processing: Toward mitigating
system bias and enabling better science. Transactions of the Association for Computational Linguistics,
6:587–604, 2018a. doi: 10.1162/tacl_a_00041. URL https://aclanthology.org/Q18-1041.

Emily M Bender and Batya Friedman. Data statements for natural language processing: Toward mitigating
system bias and enabling better science. Transactions of the Association for Computational Linguistics
(TACL), 6:587–604, 2018b.

Emily M Bender, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell. On the dangers
of stochastic parrots: Can language models be too big? In Proceedings of the 2021 ACM Conference on
Fairness, Accountability, and Transparency, pp. 610–623, 2021.

Yochai Benkler. Practical anarchism: Peer mutualism, market power, and the fallible state. Politics &
Society, 41(2):213–251, 2013.

Clare Birchall. Radical secrecy: The ends of transparency in datafied America, volume 60. U of Minnesota
Press, 2021.

59

https://doi.org/10.1177/1461444816676645
https://aclanthology.org/Q18-1041


Published in Transactions on Machine Learning Research (02/2025)

Sid Black, Stella Rose Biderman, Eric Hallahan, Quentin G. Anthony, Leo Gao, Laurence Golding, Horace
He, Connor Leahy, Kyle McDonell, Jason Phang, M. Pieler, Usvsn Sai Prashanth, Shivanshu Purohit,
Laria Reynolds, J. Tow, Ben Wang, and Samuel Weinbach. GPT-NeoX-20B: An open-source autoregressive
language model. arXiv, 2022.

Robert Bloomfield and Maureen O’Hara. Market transparency: Who wins and who loses? The Review of
Financial Studies, 12(1):5–35, 1999. ISSN 08939454, 14657368. URL http://www.jstor.org/stable/2
645985.

Rishi Bommasani. Evaluation for change. In Findings of the Association for Computational Linguistics:
ACL 2023, pp. 8227–8239, Toronto, Canada, July 2023. Association for Computational Linguistics. doi:
10.18653/v1/2023.findings-acl.522. URL https://aclanthology.org/2023.findings-acl.522.

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von Arx, Michael S.
Bernstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, Erik Brynjolfsson, Shyamal Buch, Dallas
Card, Rodrigo Castellon, Niladri Chatterji, Annie Chen, Kathleen Creel, Jared Quincy Davis, Dorottya
Demszky, Chris Donahue, Moussa Doumbouya, Esin Durmus, Stefano Ermon, John Etchemendy, Kawin
Ethayarajh, Li Fei-Fei, Chelsea Finn, Trevor Gale, Lauren Gillespie, Karan Goel, Noah Goodman, Shelby
Grossman, Neel Guha, Tatsunori Hashimoto, Peter Henderson, John Hewitt, Daniel E. Ho, Jenny Hong,
Kyle Hsu, Jing Huang, Thomas Icard, Saahil Jain, Dan Jurafsky, Pratyusha Kalluri, Siddharth Karam-
cheti, Geoff Keeling, Fereshte Khani, Omar Khattab, Pang Wei Koh, Mark Krass, Ranjay Krishna, Rohith
Kuditipudi, Ananya Kumar, Faisal Ladhak, Mina Lee, Tony Lee, Jure Leskovec, Isabelle Levent, Xiang Lisa
Li, Xuechen Li, Tengyu Ma, Ali Malik, Christopher D. Manning, Suvir Mirchandani, Eric Mitchell, Zanele
Munyikwa, Suraj Nair, Avanika Narayan, Deepak Narayanan, Ben Newman, Allen Nie, Juan Carlos
Niebles, Hamed Nilforoshan, Julian Nyarko, Giray Ogut, Laurel Orr, Isabel Papadimitriou, Joon Sung
Park, Chris Piech, Eva Portelance, Christopher Potts, Aditi Raghunathan, Rob Reich, Hongyu Ren, Frieda
Rong, Yusuf Roohani, Camilo Ruiz, Jack Ryan, Christopher Ré, Dorsa Sadigh, Shiori Sagawa, Keshav
Santhanam, Andy Shih, Krishnan Srinivasan, Alex Tamkin, Rohan Taori, Armin W. Thomas, Florian
Tramèr, Rose E. Wang, William Wang, Bohan Wu, Jiajun Wu, Yuhuai Wu, Sang Michael Xie, Michihiro
Yasunaga, Jiaxuan You, Matei Zaharia, Michael Zhang, Tianyi Zhang, Xikun Zhang, Yuhui Zhang, Lucia
Zheng, Kaitlyn Zhou, and Percy Liang. On the opportunities and risks of foundation models. arXiv
preprint arXiv:2108.07258, 2021.

Rishi Bommasani, Kevin Klyman, Daniel Zhang, and Percy Liang. Do foundation model providers comply
with the eu ai act?, 2023a. URL https://crfm.stanford.edu/2023/06/15/eu-ai-act.html.

Rishi Bommasani, Dilara Soylu, Thomas Liao, Kathleen A. Creel, and Percy Liang. Ecosystem graphs: The
social footprint of foundation models. ArXiv, abs/2303.15772, 2023b. URL https://api.semanticscho
lar.org/CorpusID:257771875.

Rishi Bommasani, Daniel Zhang, Tony Lee, and Percy Liang. Improving transparency in ai language models:
A holistic evaluation. Foundation Model Issue Brief Series, 2023c. URL https://hai.stanford.edu/f
oundation-model-issue-brief-series.

Danah Boyd. Algorithmic accountability and transparency. Open Transcripts, Nov 2016. URL http:
//opentranscripts.org/transcript/danah-boyd-algorithmic-accountability-transparency/.
Presented by danah boyd in Algorithmic Accountability and Transparency in the Digital Economy.

Timothy F. Bresnahan and M. Trajtenberg. General purpose technologies ‘engines of growth’? Journal of
Econometrics, 65(1):83–108, 1995. ISSN 0304-4076. doi: https://doi.org/10.1016/0304-4076(94)01598-T.
URL https://www.sciencedirect.com/science/article/pii/030440769401598T.

Hannah Brown, Katherine Lee, Fatemehsadat Mireshghallah, Reza Shokri, and Florian Tramèr. What does it
mean for a language model to preserve privacy? In Proceedings of the 2022 ACM Conference on Fairness,
Accountability, and Transparency, pp. 2280–2292, 2022.

Ian Brown. Expert explainer: Allocating accountability in ai supply chains. The Ada Lovelace Institute,
2023. URL https://www.adalovelaceinstitute.org/resource/ai-supply-chains/.

60

http://www.jstor.org/stable/2645985
http://www.jstor.org/stable/2645985
https://aclanthology.org/2023.findings-acl.522
https://crfm.stanford.edu/2023/06/15/eu-ai-act.html
https://api.semanticscholar.org/CorpusID:257771875
https://api.semanticscholar.org/CorpusID:257771875
https://hai.stanford.edu/foundation-model-issue-brief-series
https://hai.stanford.edu/foundation-model-issue-brief-series
http://opentranscripts.org/transcript/danah-boyd-algorithmic-accountability-transparency/
http://opentranscripts.org/transcript/danah-boyd-algorithmic-accountability-transparency/
https://www.sciencedirect.com/science/article/pii/030440769401598T
https://www.adalovelaceinstitute.org/resource/ai-supply-chains/


Published in Transactions on Machine Learning Research (02/2025)

Miles Brundage, Shahar Avin, Jasmine Wang, Haydn Belfield, Gretchen Krueger, Gillian Hadfield, Heidy
Khlaaf, Jingying Yang, Helen Toner, Ruth Fong, et al. Toward trustworthy ai development: mechanisms
for supporting verifiable claims. arXiv preprint arXiv:2004.07213, 2020.

Erik Brynjolfsson, Daniel Rock, and Chad Syverson. The productivity j-curve: How intangibles complement
general purpose technologies. American Economic Journal: Macroeconomics, 13(1):333–72, January 2021.
doi: 10.1257/mac.20180386. URL https://www.aeaweb.org/articles?id=10.1257/mac.20180386.

Joy Buolamwini and Timnit Gebru. Gender shades: Intersectional accuracy disparities in commercial gender
classification. In Conference on Fairness, Accountability and Transparency, pp. 77–91, 2018.

Rosario Cammarota, Matthias Schunter, Anand Rajan, Fabian Boemer, Ágnes Kiss, Amos Treiber, Christian
Weinert, Thomas Schneider, Emmanuel Stapf, Ahmad-Reza Sadeghi, et al. Trustworthy ai inference
systems: An industry research view. arXiv preprint arXiv:2008.04449, 2020.

Stephen Casper, Xander Davies, Claudia Shi, Thomas Krendl Gilbert, Jérémy Scheurer, Javier Rando,
Rachel Freedman, Tomasz Korbak, David Lindner, Pedro Freire, Tony Wang, Samuel Marks, Charbel-
Raphaël Segerie, Micah Carroll, Andi Peng, Phillip Christoffersen, Mehul Damani, Stewart Slocum, Usman
Anwar, Anand Siththaranjan, Max Nadeau, Eric J. Michaud, Jacob Pfau, Dmitrii Krasheninnikov, Xin
Chen, Lauro Langosco, Peter Hase, Erdem Bıyık, Anca Dragan, David Krueger, Dorsa Sadigh, and Dy-
lan Hadfield-Menell. Open problems and fundamental limitations of reinforcement learning from human
feedback, 2023.

Davide Castelvecchi. Can we open the black box of ai? Nature, 10 2016. URL https://www.nature.com
/news/can-we-open-the-black-box-of-ai-1.20731. Artificial intelligence is everywhere. But before
scientists trust it, they first need to understand how machines learn.

Sarah H. Cen, Aspen Hopkins, Andrew Ilyas, Aleksander Madry, Isabella Struckman, and Luis Videgaray.
Ai supply chains and why they matter. AI Policy Substack, 2023. URL https://aipolicy.substack.co
m/p/supply-chains-2.

Pierre Chambon, Christian Blüthgen, Jean-Benoit Delbrouck, Rogier van der Sluijs, Malgorzata Polacin,
Juan Manuel Zambrano Chaves, T. Abraham, Shivanshu Purohit, Curt P. Langlotz, and Akshay Chaud-
hari. Roentgen: Vision-language foundation model for chest x-ray generation. ArXiv, abs/2211.12737,
2022. URL https://api.semanticscholar.org/CorpusID:253801600.

Chien-Lun Chen, Leana Golubchik, and Ranjan Pal. Achieving transparency report privacy in linear time,
2021.

Junyu Chen, Norihiro Yoshida, and Hiroaki Takada. An investigation of licensing of datasets for machine
learning based on the gqm model, 2023a.

Lingjiao Chen, Matei Zaharia, and James Zou. How is chatgpt’s behavior changing over time?, 2023b.

Dorothy Chou. Transparency report: Government requests on the rise. URL https://blog.google/tech
nology/safety-security/transparency-report-government-requests/.

Hyung Won Chung, Le Hou, S. Longpre, Barret Zoph, Yi Tay, William Fedus, Eric Li, Xuezhi Wang, Mostafa
Dehghani, Siddhartha Brahma, Albert Webson, Shixiang Shane Gu, Zhuyun Dai, Mirac Suzgun, Xinyun
Chen, Aakanksha Chowdhery, Sharan Narang, Gaurav Mishra, Adams Wei Yu, Vincent Zhao, Yanping
Huang, Andrew M. Dai, Hongkun Yu, Slav Petrov, Ed Chi, Jeff Dean, Jacob Devlin, Adam Roberts, Denny
Zhou, Quoc Le, and Jason Wei. Scaling instruction-finetuned language models. ArXiv, abs/2210.11416,
2022.

Jennifer Cobbe, Michael Veale, and Jatinder Singh. Understanding accountability in algorithmic supply
chains. In 2023 ACM Conference on Fairness, Accountability, and Transparency. ACM, jun 2023. doi:
10.1145/3593013.3594073. URL https://doi.org/10.1145%2F3593013.3594073.

61

https://www.aeaweb.org/articles?id=10.1257/mac.20180386
https://www.nature.com/news/can-we-open-the-black-box-of-ai-1.20731
https://www.nature.com/news/can-we-open-the-black-box-of-ai-1.20731
https://aipolicy.substack.com/p/supply-chains-2
https://aipolicy.substack.com/p/supply-chains-2
https://api.semanticscholar.org/CorpusID:253801600
https://blog.google/technology/safety-security/transparency-report-government-requests/
https://blog.google/technology/safety-security/transparency-report-government-requests/
https://doi.org/10.1145%2F3593013.3594073


Published in Transactions on Machine Learning Research (02/2025)

Cohere. Best practices for deploying language models, Jul 2022. URL https://txt.cohere.com/best-pra
ctices-for-deploying-language-models/.

European Commission. The digital services act: ensuring a safe and accountable online environment. Euro-
pean Commission, 2022. URL https://commission.europa.eu/strategy-and-policy/priorities-2
019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-onl
ine-environment_en.

Federal Trade Commission. Ftc finalizes order requiring fortnite maker epic games to pay 245 million for
tricking users into making unwanted charges, Mar 2023. URL https://www.ftc.gov/news-events/ne
ws/press-releases/2023/03/ftc-finalizes-order-requiring-fortnite-maker-epic-games-pay
-245-million-tricking-users-making. FTC will use the money to provide refunds to consumers.

Joint Research Centre-European Commission et al. Handbook on constructing composite indicators: method-
ology and user guide. OECD publishing, 2008.

Chris Coons, Bill Cassidy, Amy Klobuchar, Richard Blumenthal, and Mitt Romney. The platform account-
ability and transparency act. Congressional Bill, 2021. URL https://www.coons.senate.gov/imo/med
ia/doc/pata_one_pager_118th_congress_june_2023.pdf.

A. Feder Cooper, David Mimno, Madiha Choksi, and Katherine Lee. Machine learning and artificial intel-
ligence: Legal concepts. Generative AI and Law Workshop at the International Conference of Machine
Learning, 2023. URL https://genlaw.github.io/glossary.html#legal-concepts.

Eric Corbett and Emily Denton. Interrogating the t in facct. In Proceedings of the 2023 ACM Conference
on Fairness, Accountability, and Transparency, pp. 1624–1634, 2023.

Sasha Costanza-Chock, Inioluwa Deborah Raji, and Joy Buolamwini. Who audits the auditors? recom-
mendations from a field scan of the algorithmic auditing ecosystem. In Proceedings of the 2022 ACM
Conference on Fairness, Accountability, and Transparency, FAccT ’22, pp. 1571–1583, New York, NY,
USA, 2022. Association for Computing Machinery. ISBN 9781450393522. doi: 10.1145/3531146.3533213.
URL https://doi.org/10.1145/3531146.3533213.

Kate Crawford. The atlas of AI: Power, politics, and the planetary costs of artificial intelligence. Yale
University Press, 2021.

Anamaria Crisan, Margaret Drouhard, Jesse Vig, and Nazneen Rajani. Interactive model cards: A human-
centered approach to model documentation. In 2022 ACM Conference on Fairness, Accountability, and
Transparency, FAccT ’22, pp. 427–439, New York, NY, USA, 2022. Association for Computing Machinery.
ISBN 9781450393522. doi: 10.1145/3531146.3533108. URL https://doi.org/10.1145/3531146.3533
108.

Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. ImageNet: A large-scale hierarchical
image database. In Computer Vision and Pattern Recognition (CVPR), pp. 248–255, 2009.

Renée DiResta, Laura Edelson, Brendan Nyhan, and Ethan Zuckerman. It’s time to open the black box of
social media. Scientific American, Apr 2022. URL https://www.scientificamerican.com/article/i
ts-time-to-open-the-black-box-of-social-media/. Social media companies need to give their data
to independent researchers to better understand how to keep users safe.

Jesse Dodge, Maarten Sap, Ana Marasović, William Agnew, Gabriel Ilharco, Dirk Groeneveld, Mar-
garet Mitchell, and Matt Gardner. Documenting large webtext corpora: A case study on the colossal
clean crawled corpus. In Proceedings of the 2021 Conference on Empirical Methods in Natural Lan-
guage Processing, pp. 1286–1305, Online and Punta Cana, Dominican Republic, November 2021. As-
sociation for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-main.98. URL https:
//aclanthology.org/2021.emnlp-main.98.

David Donoho. 50 years of data science. Journal of Computational and Graphical Statistics, 26(4):745–766,
2017. doi: 10.1080/10618600.2017.1384734. URL https://doi.org/10.1080/10618600.2017.1384734.

62

https://txt.cohere.com/best-practices-for-deploying-language-models/
https://txt.cohere.com/best-practices-for-deploying-language-models/
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-finalizes-order-requiring-fortnite-maker-epic-games-pay-245-million-tricking-users-making
https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-finalizes-order-requiring-fortnite-maker-epic-games-pay-245-million-tricking-users-making
https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-finalizes-order-requiring-fortnite-maker-epic-games-pay-245-million-tricking-users-making
https://www.coons.senate.gov/imo/media/doc/pata_one_pager_118th_congress_june_2023.pdf
https://www.coons.senate.gov/imo/media/doc/pata_one_pager_118th_congress_june_2023.pdf
https://genlaw.github.io/glossary.html#legal-concepts
https://doi.org/10.1145/3531146.3533213
https://doi.org/10.1145/3531146.3533108
https://doi.org/10.1145/3531146.3533108
https://www.scientificamerican.com/article/its-time-to-open-the-black-box-of-social-media/
https://www.scientificamerican.com/article/its-time-to-open-the-black-box-of-social-media/
https://aclanthology.org/2021.emnlp-main.98
https://aclanthology.org/2021.emnlp-main.98
https://doi.org/10.1080/10618600.2017.1384734


Published in Transactions on Machine Learning Research (02/2025)

Josh Dzieza. Ai is a lot of work: As the technology becomes ubiquitous, a vast tasker underclass is emerging
— and not going anywhere. The Verge, Jun 2023. URL https://www.theverge.com/features/23764584
/ai-artificial-intelligence-data-notation-labor-scale-surge-remotasks-openai-chatbots.
Illustrations by Richard Parry.

Tyna Eloundou, Sam Manning, Pamela Mishkin, and Daniel Rock. Gpts are gpts: An early look at the
labor market impact potential of large language models, 2023.

Steven Englehardt and Arvind Narayanan. Online tracking: A 1-million-site measurement and analysis. In
Proceedings of the 2016 ACM SIGSAC conference on computer and communications security, pp. 1388–
1401, 2016.

Steven Englehardt, Dillon Reisman, Christian Eubank, Peter Zimmerman, Jonathan Mayer, Arvind
Narayanan, and Edward W Felten. Cookies that give you away: The surveillance implications of web
tracking. In Proceedings of the 24th International Conference on World Wide Web, pp. 289–299, 2015.

Alex Engler. A comprehensive and distributed approach to ai regulation, 2023. URL https://www.brooki
ngs.edu/articles/a-comprehensive-and-distributed-approach-to-ai-regulation/.

Kawin Ethayarajh and Dan Jurafsky. Utility is in the eye of the user: A critique of NLP leaderboards. In
Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp.
4846–4853, Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.e
mnlp-main.393. URL https://aclanthology.org/2020.emnlp-main.393.

EU. Official journal of the european union 2016. Official Journal of the European Union, L 119/1, Apr 2016.
URL https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1552662547490&uri=CELEX%3A320
16R0679.

Jessica Fjeld, Nele Achten, Hannah Hilligoss, Adam Nagy, and Madhulika Srikumar. Principled artificial
intelligence: Mapping consensus in ethical and rights-based approaches to principles for ai. Berkman
Klein Center Research Publication, (2020-1), January 15 2020. doi: 10.2139/ssrn.3518482. URL https:
//ssrn.com/abstract=3518482.

Ann Florini. The right to know: transparency for an open world. Columbia University Press, 2007.

Leo Gao, Stella Biderman, Sid Black, Laurence Golding, Travis Hoppe, Charles Foster, Jason Phang, Horace
He, Anish Thite, Noa Nabeshima, Shawn Presser, and Connor Leahy. The Pile: An 800GB Dataset of
Diverse Text for Language Modeling. arXiv preprint arXiv:2101.00027, 2021a. URL https://arxiv.or
g/abs/2101.00027.

Leo Gao, Jonathan Tow, Stella Biderman, Sid Black, Anthony DiPofi, Charles Foster, Laurence Golding,
Jeffrey Hsu, Kyle McDonell, Niklas Muennighoff, Jason Phang, Laria Reynolds, Eric Tang, Anish Thite,
Ben Wang, Kevin Wang, and Andy Zou. A framework for few-shot language model evaluation. Version
v0. 0.1. Sept, 2021b.

Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach,
Hal Daumé Ill, and Kate Crawford. Datasheets for datasets. arXiv preprint arXiv:1803.09010, 2018.

Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach,
Hal Daumé Iii, and Kate Crawford. Datasheets for datasets. Communications of the ACM, 64(12):
86–92, 2021.

Ritwick Ghosh and Hilary Oliva Faxon. Smart corruption: Satirical strategies for gaming accountability.
Big Data & Society, 10(1):20539517231164119, 2023. doi: 10.1177/20539517231164119. URL https:
//doi.org/10.1177/20539517231164119.

Charles AE Goodhart. Problems of monetary management: the uk experience. In Monetary theory and
practice, pp. 91–121. Springer, 1984.

63

https://www.theverge.com/features/23764584/ai-artificial-intelligence-data-notation-labor-scale-surge-remotasks-openai-chatbots
https://www.theverge.com/features/23764584/ai-artificial-intelligence-data-notation-labor-scale-surge-remotasks-openai-chatbots
https://www.brookings.edu/articles/a-comprehensive-and-distributed-approach-to-ai-regulation/
https://www.brookings.edu/articles/a-comprehensive-and-distributed-approach-to-ai-regulation/
https://aclanthology.org/2020.emnlp-main.393
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1552662547490&uri=CELEX%3A32016R0679
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1552662547490&uri=CELEX%3A32016R0679
https://ssrn.com/abstract=3518482
https://ssrn.com/abstract=3518482
https://arxiv.org/abs/2101.00027
https://arxiv.org/abs/2101.00027
https://doi.org/10.1177/20539517231164119
https://doi.org/10.1177/20539517231164119


Published in Transactions on Machine Learning Research (02/2025)

Nelson Granados and Alok Gupta. Transparency strategy: Competing with information in a digital world.
MIS Quarterly, 37(2):637–641, 2013. ISSN 02767783. URL http://www.jstor.org/stable/43825928.

Mary L Gray and Siddharth Suri. Ghost work: How to stop Silicon Valley from building a new global
underclass. Eamon Dolan Books, 2019a.

M.L. Gray and S. Suri. Ghost Work: How to Stop Silicon Valley from Building a New Global Underclass.
Houghton Mifflin Harcourt, 2019b. ISBN 978-1-328-56624-9. URL https://books.google.com/books?i
d=u10-uQEACAAJ.

Salvatore Greco, Alessio Ishizaka, Menelaos Tasiou, and Gianpiero Torrisi. On the methodological framework
of composite indices: A review of the issues of weighting, aggregation, and robustness. Social Indicators
Research, 141:1–34, 01 2019. doi: 10.1007/s11205-017-1832-9.

Sam Gregory. The need for transparency in artificial intelligence. Testimony before the U.S. Senate Commit-
tee on Commerce, Science and Transportation, Subcommittee on Consumer Protection, Product Safety
and Data Security, Sep 2023. URL https://www.commerce.senate.gov/services/files/DAD2163A-E
F02-41B5-B7BA-2BA8B568C977. Executive Director, WITNESS.

Philipp Hacker, Andreas Engel, and Marco Mauer. Regulating chatgpt and other large generative ai models.
In Proceedings of the 2023 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’23,
pp. 1112–1123, New York, NY, USA, 2023. Association for Computing Machinery. ISBN 9798400701924.
doi: 10.1145/3593013.3594067. URL https://doi.org/10.1145/3593013.3594067.

Thilo Hagendorff. The ethics of ai ethics: An evaluation of guidelines. Minds and Machines, 30(1):99–120,
March 2020. ISSN 1572-8641. doi: 10.1007/s11023-020-09517-8. URL https://doi.org/10.1007/s110
23-020-09517-8.

Keach Hagey and Jeff Horwitz. Facebook tried to make its platform a healthier place. it got angrier instead.,
2021. URL https://www.wsj.com/articles/facebook-algorithm-change-zuckerberg-11631654215.

Byung-Chul Han. The transparency society. Stanford University Press, 2015.

Karen Hao and Deepa Seetharaman. Cleaning up chatgpt takes heavy toll on human workers. The Wall
Street Journal, July 2023. URL https://www.wsj.com/articles/chatgpt-openai-content-abusive
-sexually-explicit-harassment-kenya-workers-on-human-workers-cf191483. Photographs by
Natalia Jidovanu.

Russell Hardin. Trust and trustworthiness. Russell Sage Foundation, 2002.

Woodrow Hartzog. Oversight of a.i.: Legislating on artificial intelligence. Prepared Testimony and Statement
for the Record before the U.S. Senate Committee on the Judiciary, Subcommittee on Privacy, Technology,
and the Law, Sep 2023. URL https://www.judiciary.senate.gov/imo/media/doc/2023-09-12_pm
_-_testimony_-_hartzog.pdf.

Stefanus Agus Haryono, Ferdian Thung, Hong Jin Kang, Lucas Serrano, Gilles Muller, Julia Lawall, David
Lo, and Lingxiao Jiang. Automatic android deprecated-api usage update by learning from single updated
example, 2020.

Ahmed Hashesh. Version control for ml models: Why you need it, what it is, how to implement it, 2023.
URL https://neptune.ai/blog/version-control-for-ml-models.

Melissa Heikkilä. It’s high time for more ai transparency. MIT Technology Review, Jul 2023. URL https:
//www.technologyreview.com/2023/07/25/1076698/its-high-time-for-more-ai-transparency/.

Peter Henderson, Jieru Hu, Joshua Romoff, Emma Brunskill, Dan Jurafsky, and Joelle Pineau. Towards
the systematic reporting of the energy and carbon footprints of machine learning. Journal of Machine
Learning Research, 21(248):1–43, 2020.

64

http://www.jstor.org/stable/43825928
https://books.google.com/books?id=u10-uQEACAAJ
https://books.google.com/books?id=u10-uQEACAAJ
https://www.commerce.senate.gov/services/files/DAD2163A-EF02-41B5-B7BA-2BA8B568C977
https://www.commerce.senate.gov/services/files/DAD2163A-EF02-41B5-B7BA-2BA8B568C977
https://doi.org/10.1145/3593013.3594067
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s11023-020-09517-8
https://www.wsj.com/articles/facebook-algorithm-change-zuckerberg-11631654215
https://www.wsj.com/articles/chatgpt-openai-content-abusive-sexually-explicit-harassment-kenya-workers-on-human-workers-cf191483
https://www.wsj.com/articles/chatgpt-openai-content-abusive-sexually-explicit-harassment-kenya-workers-on-human-workers-cf191483
https://www.judiciary.senate.gov/imo/media/doc/2023-09-12_pm_-_testimony_-_hartzog.pdf
https://www.judiciary.senate.gov/imo/media/doc/2023-09-12_pm_-_testimony_-_hartzog.pdf
https://neptune.ai/blog/version-control-for-ml-models
https://www.technologyreview.com/2023/07/25/1076698/its-high-time-for-more-ai-transparency/
https://www.technologyreview.com/2023/07/25/1076698/its-high-time-for-more-ai-transparency/


Published in Transactions on Machine Learning Research (02/2025)

Peter Henderson, Xuechen Li, Dan Jurafsky, Tatsunori Hashimoto, Mark A Lemley, and Percy Liang. Foun-
dation models and fair use. arXiv preprint arXiv:2303.15715, 2023.

David Hess. The transparency trap: Non-financial disclosure and the responsibility of business to respect
human rights. American Business Law Journal, 56(1):5–53, 2019. doi: https://doi.org/10.1111/ablj.12134.
URL https://onlinelibrary.wiley.com/doi/abs/10.1111/ablj.12134.

Daniel E. Ho. Fudging the nudge: Information disclosure and restaurant grading. Yale Law Journal, 122:
574–583, 2012.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katie Millican, George van den Driessche, Bogdan Damoc, Aurelia Guy, Simon Osindero, Karen Simonyan,
Erich Elsen, Jack W. Rae, Oriol Vinyals, and L. Sifre. Training compute-optimal large language models.
ArXiv, abs/2203.15556, 2022a.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai, Eliza Rutherford,
Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, Tom Hennigan, Eric Noland,
Katie Millican, George van den Driessche, Bogdan Damoc, Aurelia Guy, Simon Osindero, Karen Simonyan,
Erich Elsen, Jack W. Rae, Oriol Vinyals, and Laurent Sifre. Training compute-optimal large language
models, 2022b.

Michael Hopkins. Human development revisited: A new undp report. World Development, 19(10):1469–1473,
1991.

Yangsibo Huang, Samyak Gupta, Mengzhou Xia, Kai Li, and Danqi Chen. Catastrophic jailbreak of open-
source llms via exploiting generation, 2023.

Ben Hutchinson, Andrew Smart, Alex Hanna, Emily Denton, Christina Greer, Oddur Kjartansson, Parker
Barnes, and Margaret Mitchell. Towards accountability for machine learning datasets: Practices from
software engineering and infrastructure. In Proceedings of the 2021 ACM Conference on Fairness, Ac-
countability, and Transparency, pp. 560–575, 2021.

Kristina Irion. Algorithms off-limits? if digital trade law restricts access to source code of software then
accountability will suffer. In Proceedings of the 2022 ACM Conference on Fairness, Accountability, and
Transparency, FAccT ’22, pp. 1561–1570, New York, NY, USA, 2022. Association for Computing Machin-
ery. ISBN 9781450393522. doi: 10.1145/3531146.3533212. URL https://doi.org/10.1145/3531146.35
33212.

Yacine Jernite, Huu Nguyen, Stella Biderman, Anna Rogers, Maraim Masoud, Valentin Danchev, Samson
Tan, Alexandra Sasha Luccioni, Nishant Subramani, Isaac Johnson, Gerard Dupont, Jesse Dodge, Kyle Lo,
Zeerak Talat, Dragomir Radev, Aaron Gokaslan, Somaieh Nikpoor, Peter Henderson, Rishi Bommasani,
and Margaret Mitchell. Data governance in the age of large-scale data-driven language technology. In
2022 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’22, pp. 2206–2222, New
York, NY, USA, 2022. Association for Computing Machinery. ISBN 9781450393522. doi: 10.1145/353114
6.3534637. URL https://doi.org/10.1145/3531146.3534637.

Anna Jobin, Marcello Ienca, and Effy Vayena. The global landscape of ai ethics guidelines. Nature Machine
Intelligence, 1(9):389–399, September 2019. doi: 10.1038/s42256-019-0088-2. URL https://doi.org/10
.1038/s42256-019-0088-2.

Michael Johnston. Good governance: Rule of law, transparency, and accountability. New York: United
Nations Public Administration Network, pp. 1–32, 2006.

Elliot Jones. Explainer: What is a foundation model? Ada Lovelace Institute, 2023. URL https://www.ad
alovelaceinstitute.org/resource/foundation-models-explainer/.

65

https://onlinelibrary.wiley.com/doi/abs/10.1111/ablj.12134
https://doi.org/10.1145/3531146.3533212
https://doi.org/10.1145/3531146.3533212
https://doi.org/10.1145/3531146.3534637
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1038/s42256-019-0088-2
https://www.adalovelaceinstitute.org/resource/foundation-models-explainer/
https://www.adalovelaceinstitute.org/resource/foundation-models-explainer/


Published in Transactions on Machine Learning Research (02/2025)

Mark Eli Kalderon. Transparency. In Form without Matter: Empedocles and Aristotle on Color Perception.
Oxford University Press, 01 2015. ISBN 9780198717904. doi: 10.1093/acprof:oso/9780198717904.003.0003.
URL https://doi.org/10.1093/acprof:oso/9780198717904.003.0003.

Margot E. Kaminski. Understanding Transparency in Algorithmic Accountability, pp. 121–138. Cambridge
Law Handbooks. Cambridge University Press, 2020. doi: 10.1017/9781108680844.006.

Nikhil Kandpal, Eric Wallace, and Colin Raffel. Deduplicating training data mitigates privacy risks in
language models. arXiv preprint arXiv:2202.06539, 2022.

Sayash Kapoor and Arvind Narayanan. Leakage and the reproducibility crisis in machine-learning-based
science. Patterns, 4(9):100804, 2023. ISSN 2666-3899. doi: https://doi.org/10.1016/j.patter.2023.100804.
URL https://www.sciencedirect.com/science/article/pii/S2666389923001599.

Sayash Kapoor, Emily Cantrell, Kenny Peng, Thanh Hien Pham, Christopher A. Bail, Odd Erik Gundersen,
Jake M. Hofman, Jessica Hullman, Michael A. Lones, Momin M. Malik, Priyanka Nanayakkara, Russell A.
Poldrack, Inioluwa Deborah Raji, Michael Roberts, Matthew J. Salganik, Marta Serra-Garcia, Brandon M.
Stewart, Gilles Vandewiele, and Arvind Narayanan. Reforms: Reporting standards for machine learning
based science, 2023.

Daphne Keller. Hearing on platform transparency: Understanding the impact of social media. Technical
report, United States Senate Committee on the Judiciary, Subcommittee on Privacy, Technology and the
Law, May 2022. URL https://www.judiciary.senate.gov/imo/media/doc/Keller%20Testimony1.p
df. Statement of Daphne Keller, Stanford University Cyber Policy Center.

Siwon Kim, Sangdoo Yun, Hwaran Lee, Martin Gubri, Sungroh Yoon, and Seong Joon Oh. Propile: Probing
privacy leakage in large language models, 2023.

Jen King. Redesigning data privacy: Reimagining notice and consent for human technology interaction.
Technical report, The Center for Internet and Society, Stanford Law School, 2020.

John Kirchenbauer, Jonas Geiping, Yuxin Wen, Jonathan Katz, Ian Miers, and Tom Goldstein. A watermark
for large language models. In Andreas Krause, Emma Brunskill, Kyunghyun Cho, Barbara Engelhardt,
Sivan Sabato, and Jonathan Scarlett (eds.), Proceedings of the 40th International Conference on Machine
Learning, volume 202 of Proceedings of Machine Learning Research, pp. 17061–17084. PMLR, 23–29 Jul
2023. URL https://proceedings.mlr.press/v202/kirchenbauer23a.html.

Aniket Kittur, Jeffrey V Nickerson, Michael Bernstein, Elizabeth Gerber, Aaron Shaw, John Zimmerman,
Matt Lease, and John Horton. The future of crowd work. In Proceedings of the 2013 conference on
Computer supported cooperative work, pp. 1301–1318, 2013.

Kevin Klyman. How to promote responsible open foundation models, 2023. URL https://hai.stanford
.edu/news/how-promote-responsible-open-foundation-models.

Lauren Kogen. From statistics to stories: Indices and indicators as communication tools for social change. The
International Journal of Press/Politics, 0(0):19401612221094246, 2022. doi: 10.1177/19401612221094246.
URL https://doi.org/10.1177/19401612221094246.

Rohith Kuditipudi, John Thickstun, Tatsunori Hashimoto, and Percy Liang. Robust distortion-free water-
marks for language models. ArXiv, abs/2307.15593, 2023. URL https://api.semanticscholar.org/Co
rpusID:260315804.

Abhishek Kumar, Tristan Braud, Sasu Tarkoma, and Pan Hui. Trustworthy ai in the age of pervasive comput-
ing and big data. In 2020 IEEE International Conference on Pervasive Computing and Communications
Workshops (PerCom Workshops), pp. 1–6. IEEE, 2020.

Sachin Kumar, Vidhisha Balachandran, Lucille Njoo, Antonios Anastasopoulos, and Yulia Tsvetkov. Lan-
guage generation models can cause harm: So what can we do about it? an actionable survey. arXiv
preprint arXiv:2210.07700, 2022.

66

https://doi.org/10.1093/acprof:oso/9780198717904.003.0003
https://www.sciencedirect.com/science/article/pii/S2666389923001599
https://www.judiciary.senate.gov/imo/media/doc/Keller%20Testimony1.pdf
https://www.judiciary.senate.gov/imo/media/doc/Keller%20Testimony1.pdf
https://proceedings.mlr.press/v202/kirchenbauer23a.html
https://hai.stanford.edu/news/how-promote-responsible-open-foundation-models
https://hai.stanford.edu/news/how-promote-responsible-open-foundation-models
https://doi.org/10.1177/19401612221094246
https://api.semanticscholar.org/CorpusID:260315804
https://api.semanticscholar.org/CorpusID:260315804


Published in Transactions on Machine Learning Research (02/2025)

Alexandre Lacoste, Alexandra Luccioni, Victor Schmidt, and Thomas Dandres. Quantifying the carbon
emissions of machine learning. arXiv preprint arXiv:1910.09700, 2019.

Alexandre Lacoste, Nils Lehmann, Pau Rodríguez López, Evan D. Sherwin, Hannah Rae Kerner, Bjorn
Lutjens, Jeremy A. Irvin, David Dao, Hamed Alemohammad, Alexandre Drouin, Mehmet Gunturkun,
Gabriel Huang, David Vázquez, Dava Newman, Yoshua Bengio, Stefano Ermon, and Xiao Xiang Zhu.
Geo-bench: Toward foundation models for earth monitoring. ArXiv, abs/2306.03831, 2023. URL https:
//api.semanticscholar.org/CorpusID:259088736.

LAION. Towards a transparent ai future: The call for less regulatory hurdles on open-source ai in europe,
Sep 2023. URL https://laion.ai/blog/transparent-ai/. Following our previous open letter to the
European Parliament on the significance of open-source AI, LAION, backed by European Laboratory for
Learning and Intelligent Systems (ELLIS) and a long list of very impactful AI researchers, we submit this
new open letter to the European Parliament.

Michelle S. Lam, Mitchell L. Gordon, Danaë Metaxa, Jeffrey T. Hancock, James A. Landay, and Michael S.
Bernstein. End-user audits: A system empowering communities to lead large-scale investigations of harmful
algorithmic behavior. Proc. ACM Hum.-Comput. Interact., 6(CSCW2), nov 2022. doi: 10.1145/3555625.
URL https://doi.org/10.1145/3555625.

Patrick Lam, Jens Dietrich, and David J. Pearce. Putting the semantics into semantic versioning. In
Proceedings of the 2020 ACM SIGPLAN International Symposium on New Ideas, New Paradigms, and
Reflections on Programming and Software. ACM, nov 2020. doi: 10.1145/3426428.3426922. URL
https://doi.org/10.1145%2F3426428.3426922.

J. Richard Landis and Gary G. Koch. The measurement of observer agreement for categorical data. Biomet-
rics, 33(1):159–174, 1977. ISSN 0006341X, 15410420. URL http://www.jstor.org/stable/2529310.

Issie Lapowsky. How cambridge analytica sparked the great privacy awakening, 2018. URL https://www.
wired.com/story/cambridge-analytica-facebook-privacy-awakening/.

Daniel Lathrop and Laurel Ruma. Open government: Collaboration, transparency, and participation in
practice. " O’Reilly Media, Inc.", 2010.

Teven Le Scao, Angela Fan, Christopher Akiki, Ellie Pavlick, Suzana Ilić, Daniel Hesslow, Roman Castagné,
Alexandra Sasha Luccioni, François Yvon, Matthias Gallé, Jonathan Tow, Alexander M. Rush, Stella
Biderman, Albert Webson, Pawan Sasanka Ammanamanchi, Thomas Wang, Benoît Sagot, Niklas Muen-
nighoff, Albert Villanova del Moral, Olatunji Ruwase, Rachel Bawden, Stas Bekman, Angelina McMillan-
Major, Iz Beltagy, Huu Nguyen, Lucile Saulnier, Samson Tan, Pedro Ortiz Suarez, Victor Sanh, Hugo
Laurençon, Yacine Jernite, Julien Launay, Margaret Mitchell, Colin Raffel, Aaron Gokaslan, Adi Simhi,
Aitor Soroa, Alham Fikri Aji, Amit Alfassy, Anna Rogers, Ariel Kreisberg Nitzav, Canwen Xu, Cheng-
hao Mou, Chris Emezue, Christopher Klamm, Colin Leong, Daniel van Strien, David Ifeoluwa Adelani,
Dragomir Radev, Eduardo González Ponferrada, Efrat Levkovizh, Ethan Kim, Eyal Bar Natan, Francesco
De Toni, Gérard Dupont, Germán Kruszewski, Giada Pistilli, Hady Elsahar, Hamza Benyamina, Hieu
Tran, Ian Yu, Idris Abdulmumin, Isaac Johnson, Itziar Gonzalez-Dios, Javier de la Rosa, Jenny Chim,
Jesse Dodge, Jian Zhu, Jonathan Chang, Jörg Frohberg, Joseph Tobing, Joydeep Bhattacharjee, Khalid
Almubarak, Kimbo Chen, Kyle Lo, Leandro Von Werra, Leon Weber, Long Phan, Loubna Ben allal, Lu-
dovic Tanguy, Manan Dey, Manuel Romero Muñoz, Maraim Masoud, María Grandury, Mario Šaško, Max
Huang, Maximin Coavoux, Mayank Singh, Mike Tian-Jian Jiang, Minh Chien Vu, Mohammad A. Jauhar,
Mustafa Ghaleb, Nishant Subramani, Nora Kassner, Nurulaqilla Khamis, Olivier Nguyen, Omar Espe-
jel, Ona de Gibert, Paulo Villegas, Peter Henderson, Pierre Colombo, Priscilla Amuok, Quentin Lhoest,
Rheza Harliman, Rishi Bommasani, Roberto Luis López, Rui Ribeiro, Salomey Osei, Sampo Pyysalo,
Sebastian Nagel, Shamik Bose, Shamsuddeen Hassan Muhammad, Shanya Sharma, Shayne Longpre, So-
maieh Nikpoor, Stanislav Silberberg, Suhas Pai, Sydney Zink, Tiago Timponi Torrent, Timo Schick, Tris-
tan Thrush, Valentin Danchev, Vassilina Nikoulina, Veronika Laippala, Violette Lepercq, Vrinda Prabhu,
Zaid Alyafeai, Zeerak Talat, Arun Raja, Benjamin Heinzerling, Chenglei Si, Elizabeth Salesky, Sabrina J.
Mielke, Wilson Y. Lee, Abheesht Sharma, Andrea Santilli, Antoine Chaffin, Arnaud Stiegler, Debajyoti

67

https://api.semanticscholar.org/CorpusID:259088736
https://api.semanticscholar.org/CorpusID:259088736
https://laion.ai/blog/transparent-ai/
https://doi.org/10.1145/3555625
https://doi.org/10.1145%2F3426428.3426922
http://www.jstor.org/stable/2529310
https://www.wired.com/story/cambridge-analytica-facebook-privacy-awakening/
https://www.wired.com/story/cambridge-analytica-facebook-privacy-awakening/


Published in Transactions on Machine Learning Research (02/2025)

Datta, Eliza Szczechla, Gunjan Chhablani, Han Wang, Harshit Pandey, Hendrik Strobelt, Jason Alan
Fries, Jos Rozen, Leo Gao, Lintang Sutawika, M Saiful Bari, Maged S. Al-shaibani, Matteo Manica, Nihal
Nayak, Ryan Teehan, Samuel Albanie, Sheng Shen, Srulik Ben-David, Stephen H. Bach, Taewoon Kim,
Tali Bers, Thibault Fevry, Trishala Neeraj, Urmish Thakker, Vikas Raunak, Xiangru Tang, Zheng-Xin
Yong, Zhiqing Sun, Shaked Brody, Yallow Uri, Hadar Tojarieh, Adam Roberts, Hyung Won Chung, Jae-
sung Tae, Jason Phang, Ofir Press, Conglong Li, Deepak Narayanan, Hatim Bourfoune, Jared Casper, Jeff
Rasley, Max Ryabinin, Mayank Mishra, Minjia Zhang, Mohammad Shoeybi, Myriam Peyrounette, Nicolas
Patry, Nouamane Tazi, Omar Sanseviero, Patrick von Platen, Pierre Cornette, Pierre François Lavallée,
Rémi Lacroix, Samyam Rajbhandari, Sanchit Gandhi, Shaden Smith, Stéphane Requena, Suraj Patil,
Tim Dettmers, Ahmed Baruwa, Amanpreet Singh, Anastasia Cheveleva, Anne-Laure Ligozat, Arjun Sub-
ramonian, Aurélie Névéol, Charles Lovering, Dan Garrette, Deepak Tunuguntla, Ehud Reiter, Ekaterina
Taktasheva, Ekaterina Voloshina, Eli Bogdanov, Genta Indra Winata, Hailey Schoelkopf, Jan-Christoph
Kalo, Jekaterina Novikova, Jessica Zosa Forde, Jordan Clive, Jungo Kasai, Ken Kawamura, Liam Hazan,
Marine Carpuat, Miruna Clinciu, Najoung Kim, Newton Cheng, Oleg Serikov, Omer Antverg, Oskar
van der Wal, Rui Zhang, Ruochen Zhang, Sebastian Gehrmann, Shani Pais, Tatiana Shavrina, Thomas
Scialom, Tian Yun, Tomasz Limisiewicz, Verena Rieser, Vitaly Protasov, Vladislav Mikhailov, Yada Pruk-
sachatkun, Yonatan Belinkov, Zachary Bamberger, Zdeněk Kasner, Alice Rueda, Amanda Pestana, Amir
Feizpour, Ammar Khan, Amy Faranak, Ana Santos, Anthony Hevia, Antigona Unldreaj, Arash Aghagol,
Arezoo Abdollahi, Aycha Tammour, Azadeh HajiHosseini, Bahareh Behroozi, Benjamin Ajibade, Bharat
Saxena, Carlos Muñoz Ferrandis, Danish Contractor, David Lansky, Davis David, Douwe Kiela, Duong A.
Nguyen, Edward Tan, Emi Baylor, Ezinwanne Ozoani, Fatima Mirza, Frankline Ononiwu, Habib Rezane-
jad, Hessie Jones, Indrani Bhattacharya, Irene Solaiman, Irina Sedenko, Isar Nejadgholi, Jesse Passmore,
Josh Seltzer, Julio Bonis Sanz, Karen Fort, Livia Dutra, Mairon Samagaio, Maraim Elbadri, Margot
Mieskes, Marissa Gerchick, Martha Akinlolu, Michael McKenna, Mike Qiu, Muhammed Ghauri, Mykola
Burynok, Nafis Abrar, Nazneen Rajani, Nour Elkott, Nour Fahmy, Olanrewaju Samuel, Ran An, Ras-
mus Kromann, Ryan Hao, Samira Alizadeh, Sarmad Shubber, Silas Wang, Sourav Roy, Sylvain Vigu-
ier, Thanh Le, Tobi Oyebade, Trieu Le, Yoyo Yang, Zach Nguyen, Abhinav Ramesh Kashyap, Alfredo
Palasciano, Alison Callahan, Anima Shukla, Antonio Miranda-Escalada, Ayush Singh, Benjamin Beilharz,
Bo Wang, Caio Brito, Chenxi Zhou, Chirag Jain, Chuxin Xu, Clémentine Fourrier, Daniel León Periñán,
Daniel Molano, Dian Yu, Enrique Manjavacas, Fabio Barth, Florian Fuhrimann, Gabriel Altay, Giyased-
din Bayrak, Gully Burns, Helena U. Vrabec, Imane Bello, Ishani Dash, Jihyun Kang, John Giorgi, Jonas
Golde, Jose David Posada, Karthik Rangasai Sivaraman, Lokesh Bulchandani, Lu Liu, Luisa Shinzato,
Madeleine Hahn de Bykhovetz, Maiko Takeuchi, Marc Pàmies, Maria A Castillo, Marianna Nezhurina,
Mario Sänger, Matthias Samwald, Michael Cullan, Michael Weinberg, Michiel De Wolf, Mina Mihalj-
cic, Minna Liu, Moritz Freidank, Myungsun Kang, Natasha Seelam, Nathan Dahlberg, Nicholas Michio
Broad, Nikolaus Muellner, Pascale Fung, Patrick Haller, Ramya Chandrasekhar, Renata Eisenberg, Robert
Martin, Rodrigo Canalli, Rosaline Su, Ruisi Su, Samuel Cahyawijaya, Samuele Garda, Shlok S Deshmukh,
Shubhanshu Mishra, Sid Kiblawi, Simon Ott, Sinee Sang-aroonsiri, Srishti Kumar, Stefan Schweter, Sushil
Bharati, Tanmay Laud, Théo Gigant, Tomoya Kainuma, Wojciech Kusa, Yanis Labrak, Yash Shailesh Ba-
jaj, Yash Venkatraman, Yifan Xu, Yingxin Xu, Yu Xu, Zhe Tan, Zhongli Xie, Zifan Ye, Mathilde Bras,
Younes Belkada, and Thomas Wolf. Bloom: A 176b-parameter open-access multilingual language model.
2022. doi: 10.48550/ARXIV.2211.05100. URL https://arxiv.org/abs/2211.05100.

Katherine Lee, A Feder Cooper, and James Grimmelmann. Talkin”bout ai generation: Copyright and the
generative-ai supply chain. arXiv preprint arXiv:2309.08133, 2023a.

Mina Lee, Megha Srivastava, Amelia Hardy, John Thickstun, Esin Durmus, Ashwin Paranjape, Ines Gerard-
Ursin, Xiang Lisa Li, Faisal Ladhak, Frieda Rong, Rose E Wang, Minae Kwon, Joon Sung Park, Hancheng
Cao, Tony Lee, Rishi Bommasani, Michael S. Bernstein, and Percy Liang. Evaluating human-language
model interaction. Transactions on Machine Learning Research, 2023b. ISSN 2835-8856. URL https:
//openreview.net/forum?id=hjDYJUn9l1.

Mark A Lemley and Bryan Casey. Fair learning. Tex. L. Rev., 99:743, 2020.

Daoyuan Li, Li Li, Dongsun Kim, Tegawendé F. Bissyandé, David Lo, and Yves Le Traon. Watch out for
this commit! a study of influential software changes, 2016.

68

https://arxiv.org/abs/2211.05100
https://openreview.net/forum?id=hjDYJUn9l1
https://openreview.net/forum?id=hjDYJUn9l1


Published in Transactions on Machine Learning Research (02/2025)

Percy Liang. The time is now to develop community norms for the release of foundation models, May 2022.
URL https://hai.stanford.edu/news/time-now-develop-community-norms-release-foundatio
n-models.

Percy Liang and Rob Reich. Condemning the deployment of gpt-4chan, 2022. URL https://docs.googl
e.com/forms/d/e/1FAIpQLSdh3Pgh0sGrYtRihBu-GPN7FSQoODBLvF7dVAFLZk2iuMgoLw/viewform.

Percy Liang, Rishi Bommasani, Kathleen A. Creel, and Rob Reich. The time is now to develop community
norms for the release of foundation models, 2022a. URL https://crfm.stanford.edu/2022/05/17/com
munity-norms.html.

Percy Liang, Rishi Bommasani, Kathleen A. Creel, and Rob Reich. The time is now to develop community
norms for the release of foundation models, 2022b. URL https://crfm.stanford.edu/2022/05/17/com
munity-norms.html.

Percy Liang, Rishi Bommasani, Tony Lee, Dimitris Tsipras, Dilara Soylu, Michihiro Yasunaga, Yian
Zhang, Deepak Narayanan, Yuhuai Wu, Ananya Kumar, Benjamin Newman, Binhang Yuan, Bobby
Yan, Ce Zhang, Christian Cosgrove, Christopher D. Manning, Christopher R’e, Diana Acosta-Navas,
Drew A. Hudson, E. Zelikman, Esin Durmus, Faisal Ladhak, Frieda Rong, Hongyu Ren, Huaxiu Yao,
Jue Wang, Keshav Santhanam, Laurel J. Orr, Lucia Zheng, Mert Yuksekgonul, Mirac Suzgun, Nathan S.
Kim, Neel Guha, Niladri S. Chatterji, O. Khattab, Peter Henderson, Qian Huang, Ryan Chi, Sang Michael
Xie, Shibani Santurkar, Surya Ganguli, Tatsunori Hashimoto, Thomas F. Icard, Tianyi Zhang, Vishrav
Chaudhary, William Wang, Xuechen Li, Yifan Mai, Yuhui Zhang, and Yuta Koreeda. Holistic evaluation
of language models. ArXiv, abs/2211.09110, 2022c.

Percy Liang, Rishi Bommasani, Tony Lee, Dimitris Tsipras, Dilara Soylu, Michihiro Yasunaga, Yian
Zhang, Deepak Narayanan, Yuhuai Wu, Ananya Kumar, Benjamin Newman, Binhang Yuan, Bobby Yan,
Ce Zhang, Christian Alexander Cosgrove, Christopher D Manning, Christopher Re, Diana Acosta-Navas,
Drew Arad Hudson, Eric Zelikman, Esin Durmus, Faisal Ladhak, Frieda Rong, Hongyu Ren, Huaxiu Yao,
Jue WANG, Keshav Santhanam, Laurel Orr, Lucia Zheng, Mert Yuksekgonul, Mirac Suzgun, Nathan
Kim, Neel Guha, Niladri S. Chatterji, Omar Khattab, Peter Henderson, Qian Huang, Ryan Andrew Chi,
Sang Michael Xie, Shibani Santurkar, Surya Ganguli, Tatsunori Hashimoto, Thomas Icard, Tianyi Zhang,
Vishrav Chaudhary, William Wang, Xuechen Li, Yifan Mai, Yuhui Zhang, and Yuta Koreeda. Holistic
evaluation of language models. Transactions on Machine Learning Research, 2023. ISSN 2835-8856. URL
https://openreview.net/forum?id=iO4LZibEqW. Featured Certification, Expert Certification.

Qingzi Vera Liao and Jennifer Wortman Vaughan. Ai transparency in the age of llms: A human-centered
research roadmap. ArXiv, abs/2306.01941, 2023. URL https://api.semanticscholar.org/CorpusID:
259075521.

Andreas Liesenfeld, Alianda Lopez, and Mark Dingemanse. Opening up chatgpt: Tracking openness,
transparency, and accountability in instruction-tuned text generators. In Proceedings of the 5th In-
ternational Conference on Conversational User Interfaces, CUI ’23, New York, NY, USA, 2023. As-
sociation for Computing Machinery. ISBN 9798400700149. doi: 10.1145/3571884.3604316. URL
https://doi.org/10.1145/3571884.3604316.

Zeming Lin, Halil Akin, Roshan Rao, Brian Hie, Zhongkai Zhu, Wenting Lu, Nikita Smetanin, Robert
Verkuil, Ori Kabeli, Yaniv Shmueli, Allan dos Santos Costa, Maryam Fazel-Zarandi, Tom Sercu, Salvatore
Candido, and Alexander Rives. Evolutionary-scale prediction of atomic-level protein structure with a
language model. Science, 379(6637):1123–1130, 2023. doi: 10.1126/science.ade2574. URL https:
//www.science.org/doi/abs/10.1126/science.ade2574.

Zachary C. Lipton and Jacob Steinhardt. Troubling trends in machine learning scholarship: Some ml papers
suffer from flaws that could mislead the public and stymie future research. Queue, 17(1):45–77, feb 2019.
ISSN 1542-7730. doi: 10.1145/3317287.3328534. URL https://doi.org/10.1145/3317287.3328534.

Haochen Liu, Yiqi Wang, Wenqi Fan, Xiaorui Liu, Yaxin Li, Shaili Jain, Yunhao Liu, Anil Jain, and Jiliang
Tang. Trustworthy ai: A computational perspective. ACM Transactions on Intelligent Systems and
Technology, 14(1):1–59, 2022.

69

https://hai.stanford.edu/news/time-now-develop-community-norms-release-foundation-models
https://hai.stanford.edu/news/time-now-develop-community-norms-release-foundation-models
https://docs.google.com/forms/d/e/1FAIpQLSdh3Pgh0sGrYtRihBu-GPN7FSQoODBLvF7dVAFLZk2iuMgoLw/viewform
https://docs.google.com/forms/d/e/1FAIpQLSdh3Pgh0sGrYtRihBu-GPN7FSQoODBLvF7dVAFLZk2iuMgoLw/viewform
https://crfm.stanford.edu/2022/05/17/community-norms.html
https://crfm.stanford.edu/2022/05/17/community-norms.html
https://crfm.stanford.edu/2022/05/17/community-norms.html
https://crfm.stanford.edu/2022/05/17/community-norms.html
https://openreview.net/forum?id=iO4LZibEqW
https://api.semanticscholar.org/CorpusID:259075521
https://api.semanticscholar.org/CorpusID:259075521
https://doi.org/10.1145/3571884.3604316
https://www.science.org/doi/abs/10.1126/science.ade2574
https://www.science.org/doi/abs/10.1126/science.ade2574
https://doi.org/10.1145/3317287.3328534


Published in Transactions on Machine Learning Research (02/2025)

Xingyu Liu, Annabel Sun, and Jason I. Hong. Identifying terms and conditions important to consumers
using crowdsourcing, 2021.

Yeyi Liu, Martin Heinberg, Xuan Huang, and Andreas B. Eisingerich. Building a competitive advantage based
on transparency: When and why does transparency matter for corporate social responsibility? Business
Horizons, 66(4):517–527, 2023. ISSN 0007-6813. doi: https://doi.org/10.1016/j.bushor.2022.10.004. URL
https://www.sciencedirect.com/science/article/pii/S0007681322001306.

Shayne Longpre, Gregory Yauney, Emily Reif, Katherine Lee, Adam Roberts, Barret Zoph, Denny Zhou,
Jason Wei, Kevin Robinson, David Mimno, et al. A pretrainer’s guide to training data: Measuring the
effects of data age, domain coverage, quality, & toxicity. arXiv preprint arXiv:2305.13169, 2023.

Alexandra Sasha Luccioni and Alex Hernández-García. Counting carbon: A survey of factors influencing
the emissions of machine learning. ArXiv, abs/2302.08476, 2023.

Alexandra Sasha Luccioni, Sylvain Viguier, and Anne-Laure Ligozat. Estimating the carbon footprint of
bloom, a 176b parameter language model. ArXiv, abs/2211.02001, 2022. URL https://api.semanticsc
holar.org/CorpusID:253265387.

Nils Lukas, Ahmed Salem, Robert Sim, Shruti Tople, Lukas Wutschitz, and Santiago Zanella-Béguelin.
Analyzing leakage of personally identifiable information in language models, 2023.

Nestor Maslej, Loredana Fattorini, Erik Brynjolfsson, John Etchemendy, Katrina Ligett, Terah Lyons, James
Manyika, Helen Ngo, Juan Carlos Niebles, Vanessa Parli, et al. The ai index 2023 annual report. AI Index
Steering Committee, Institute for Human-Centered AI, Stanford University, Stanford, CA, 2023.

Arunesh Mathur, Gunes Acar, Michael J. Friedman, Eli Lucherini, Jonathan Mayer, Marshini Chetty, and
Arvind Narayanan. Dark patterns at scale: Findings from a crawl of 11k shopping websites. Proc. ACM
Hum.-Comput. Interact., 3(CSCW), nov 2019. doi: 10.1145/3359183. URL https://doi.org/10.1145/
3359183.

Meta. Meta platform terms, 2023. URL https://developers.facebook.com/terms/#datause.

Danaë Metaxa, Joon Sung Park, Ronald E. Robertson, Karrie Karahalios, Christo Wilson, Jeff Hancock,
and Christian Sandvig. Auditing algorithms: Understanding algorithmic systems from the outside in.
Foundations and Trends® in Human–Computer Interaction, 14(4):272–344, 2021. ISSN 1551-3955. doi:
10.1561/1100000083. URL http://dx.doi.org/10.1561/1100000083.

Katharine Miller. Radical proposal: Third-party auditor access for ai accountability, Oct 2021. URL https:
//hai.stanford.edu/news/radical-proposal-third-party-auditor-access-ai-accountability.

Margaret Mitchell, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena
Spitzer, Inioluwa Deborah Raji, and Timnit Gebru. Model cards for model reporting. Proceedings of the
Conference on Fairness, Accountability, and Transparency, 2018.

Margaret Mitchell, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena
Spitzer, Inioluwa Deborah Raji, and Timnit Gebru. Model cards for model reporting. In Proceedings of
the conference on fairness, accountability, and transparency, pp. 220–229, 2019.

Brent Mittelstadt. Principles alone cannot guarantee ethical ai. Nature Machine Intelligence, 1(11):501–507,
November 2019. ISSN 2522-5839. doi: 10.1038/s42256-019-0114-4. URL https://doi.org/10.1038/s4
2256-019-0114-4.

Shakir Mohamed, Marie-Therese Png, and William Isaac. Decolonial ai: Decolonial theory as sociotechnical
foresight in artificial intelligence. Philosophy & Technology, 33(4):659–684, December 2020. ISSN 2210-
5441. doi: 10.1007/s13347-020-00405-8. URL https://doi.org/10.1007/s13347-020-00405-8.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika, Adam Roberts, Stella Rose Biderman, Teven Le
Scao, M Saiful Bari, Sheng Shen, Zheng Xin Yong, Hailey Schoelkopf, Xiangru Tang, Dragomir Radev,
Alham Fikri Aji, Khalid Almubarak, Samuel Albanie, Zaid Alyafeai, Albert Webson, Edward Raff, and
Colin Raffel. Crosslingual generalization through multitask finetuning. ArXiv, abs/2211.01786, 2022.

70

https://www.sciencedirect.com/science/article/pii/S0007681322001306
https://api.semanticscholar.org/CorpusID:253265387
https://api.semanticscholar.org/CorpusID:253265387
https://doi.org/10.1145/3359183
https://doi.org/10.1145/3359183
https://developers.facebook.com/terms/#datause
http://dx.doi.org/10.1561/1100000083
https://hai.stanford.edu/news/radical-proposal-third-party-auditor-access-ai-accountability
https://hai.stanford.edu/news/radical-proposal-third-party-auditor-access-ai-accountability
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1007/s13347-020-00405-8


Published in Transactions on Machine Learning Research (02/2025)

Deirdre K. Mulligan, Colin Koopman, and Nick Doty. Privacy is an essentially contested concept: a multi-
dimensional analytic for mapping privacy. Philosophical Transactions Royal Society A, 374, 2016.

Yuri Nakao, Lorenzo Strappelli, Simone Stumpf, Aisha Naseer, Daniele Regoli, and Giulia Del Gamba.
Towards responsible ai: A design space exploration of human-centered artificial intelligence user interfaces
to investigate fairness, 2022.

Arvind Narayanan and Sayash Kapoor. Generative ai companies must publish transparency reports, 2023.
URL https://knightcolumbia.org/blog/generative-ai-companies-must-publish-transparenc
y-reports.

Arvind Narayanan and Dillon Reisman. The princeton web transparency and accountability project. Trans-
parent data mining for big and small data, pp. 45–67, 2017.

Deepak Narayanan, Keshav Santhanam, Peter Henderson, Rishi Bommasani, Tony Lee, and Percy Liang.
Cheaply evaluating inference efficiency metrics for autoregressive transformer APIs. In Thirty-seventh
Conference on Neural Information Processing Systems, 2023. URL https://openreview.net/forum?i
d=RJpAz15D0S.

Davy Tsz Kit Ng, Jac Ka Lok Leung, Samuel Kai Wah Chu, and Maggie Shen Qiao. Conceptualizing AI
literacy: An exploratory review. Computers and Education: Artificial Intelligence, 2:100041, 2021. ISSN
2666-920X. doi: https://doi.org/10.1016/j.caeai.2021.100041. URL https://www.sciencedirect.com/
science/article/pii/S2666920X21000357.

Tuan Dung Nguyen, Yuan-Sen Ting, Ioana Ciucă, Charlie O’Neill, Ze-Chang Sun, Maja Jablo’nska, Sandor
Kruk, Ernest Perkowski, Jack W. Miller, Jason Li, Josh Peek, Kartheik Iyer, Tomasz R’o.za’nski, Pranav
Khetarpal, Sharaf Zaman, David Brodrick, Sergio J. Rodr’iguez M’endez, Thang Bui, Alyssa Goodman,
Alberto Accomazzi, Jill P. Naiman, Jesse Cranney, Kevin Schawinski, and UniverseTBD. Astrollama:
Towards specialized foundation models in astronomy. ArXiv, abs/2309.06126, 2023. URL https://api.
semanticscholar.org/CorpusID:261696577.

Helen Nissenbaum. Privacy as contextual integrity. In Washington Law Review, 2024. URL https://digi
talcommons.law.uw.edu/wlr/vol79/iss1/10.

OECD, European Union, and Joint Research Centre European Commission. Handbook on Constructing
Composite Indicators: Methodology and User Guide. 2008. doi: https://doi.org/https://doi.org/10.1787/
9789264043466-en. URL https://www.oecd-ilibrary.org/content/publication/9789264043466-en.

Open X-Embodiment Collaboration, Abhishek Padalkar, Acorn Pooley, Ajinkya Jain, Alex Bewley, Alex
Herzog, Alex Irpan, Alexander Khazatsky, Anant Rai, Anikait Singh, Anthony Brohan, Antonin Raf-
fin, Ayzaan Wahid, Ben Burgess-Limerick, Beomjoon Kim, Bernhard Schölkopf, Brian Ichter, Cewu Lu,
Charles Xu, Chelsea Finn, Chenfeng Xu, Cheng Chi, Chenguang Huang, Christine Chan, Chuer Pan,
Chuyuan Fu, Coline Devin, Danny Driess, Deepak Pathak, Dhruv Shah, Dieter Büchler, Dmitry Kalash-
nikov, Dorsa Sadigh, Edward Johns, Federico Ceola, Fei Xia, Freek Stulp, Gaoyue Zhou, Gaurav S.
Sukhatme, Gautam Salhotra, Ge Yan, Giulio Schiavi, Hao Su, Hao-Shu Fang, Haochen Shi, Heni Ben
Amor, Henrik I Christensen, Hiroki Furuta, Homer Walke, Hongjie Fang, Igor Mordatch, Ilija Radosavovic,
Isabel Leal, Jacky Liang, Jaehyung Kim, Jan Schneider, Jasmine Hsu, Jeannette Bohg, Jeffrey Bingham,
Jiajun Wu, Jialin Wu, Jianlan Luo, Jiayuan Gu, Jie Tan, Jihoon Oh, Jitendra Malik, Jonathan Tompson,
Jonathan Yang, Joseph J. Lim, João Silvério, Junhyek Han, Kanishka Rao, Karl Pertsch, Karol Hausman,
Keegan Go, Keerthana Gopalakrishnan, Ken Goldberg, Kendra Byrne, Kenneth Oslund, Kento Kawa-
harazuka, Kevin Zhang, Keyvan Majd, Krishan Rana, Krishnan Srinivasan, Lawrence Yunliang Chen,
Lerrel Pinto, Liam Tan, Lionel Ott, Lisa Lee, Masayoshi Tomizuka, Maximilian Du, Michael Ahn, Ming-
tong Zhang, Mingyu Ding, Mohan Kumar Srirama, Mohit Sharma, Moo Jin Kim, Naoaki Kanazawa,
Nicklas Hansen, Nicolas Heess, Nikhil J Joshi, Niko Suenderhauf, Norman Di Palo, Nur Muhammad Mahi
Shafiullah, Oier Mees, Oliver Kroemer, Pannag R Sanketi, Paul Wohlhart, Peng Xu, Pierre Sermanet,
Priya Sundaresan, Quan Vuong, Rafael Rafailov, Ran Tian, Ria Doshi, Roberto Martín-Martín, Russell
Mendonca, Rutav Shah, Ryan Hoque, Ryan Julian, Samuel Bustamante, Sean Kirmani, Sergey Levine,

71

https://knightcolumbia.org/blog/generative-ai-companies-must-publish-transparency-reports
https://knightcolumbia.org/blog/generative-ai-companies-must-publish-transparency-reports
https://openreview.net/forum?id=RJpAz15D0S
https://openreview.net/forum?id=RJpAz15D0S
https://www.sciencedirect.com/science/article/pii/S2666920X21000357
https://www.sciencedirect.com/science/article/pii/S2666920X21000357
https://api.semanticscholar.org/CorpusID:261696577
https://api.semanticscholar.org/CorpusID:261696577
https://digitalcommons.law.uw.edu/wlr/vol79/iss1/10
https://digitalcommons.law.uw.edu/wlr/vol79/iss1/10
https://www.oecd-ilibrary.org/content/publication/9789264043466-en


Published in Transactions on Machine Learning Research (02/2025)

Sherry Moore, Shikhar Bahl, Shivin Dass, Shuran Song, Sichun Xu, Siddhant Haldar, Simeon Adebola,
Simon Guist, Soroush Nasiriany, Stefan Schaal, Stefan Welker, Stephen Tian, Sudeep Dasari, Suneel
Belkhale, Takayuki Osa, Tatsuya Harada, Tatsuya Matsushima, Ted Xiao, Tianhe Yu, Tianli Ding, Todor
Davchev, Tony Z. Zhao, Travis Armstrong, Trevor Darrell, Vidhi Jain, Vincent Vanhoucke, Wei Zhan,
Wenxuan Zhou, Wolfram Burgard, Xi Chen, Xiaolong Wang, Xinghao Zhu, Xuanlin Li, Yao Lu, Yevgen
Chebotar, Yifan Zhou, Yifeng Zhu, Ying Xu, Yixuan Wang, Yonatan Bisk, Yoonyoung Cho, Youngwoon
Lee, Yuchen Cui, Yueh hua Wu, Yujin Tang, Yuke Zhu, Yunzhu Li, Yusuke Iwasawa, Yutaka Matsuo,
Zhuo Xu, and Zichen Jeff Cui. Open X-Embodiment: Robotic learning datasets and RT-X models.
https://robotics-transformer-x.github.io, 2023.

OpenAI. Gpt-4 technical report, 2023.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, J. Schulman, Jacob Hilton, Fraser Kelton, Luke E. Miller,
Maddie Simens, Amanda Askell, P. Welinder, P. Christiano, J. Leike, and Ryan J. Lowe. Training language
models to follow instructions with human feedback. arXiv, 2022.

Raja Parasuraman and Dietrich H. Manzey. Complacency and bias in human use of automation: An
attentional integration. Human Factors, 52(3):381–410, 2010. doi: 10.1177/0018720810376055. URL
https://doi.org/10.1177/0018720810376055. PMID: 21077562.

Frank Pasquale. The black box society: The secret algorithms that control money and information. Harvard
University Press, 2015.

David Patterson, Joseph Gonzalez, Quoc Le, Chen Liang, Lluis-Miquel Munguia, Daniel Rothchild, David
So, Maud Texier, and Jeff Dean. Carbon emissions and large neural network training. arXiv preprint
arXiv:2104.10350, 2021.

Ethan Perez, Saffron Huang, Francis Song, Trevor Cai, Roman Ring, John Aslanides, Amelia Glaese,
Nathan McAleese, and Geoffrey Irving. Red teaming language models with language models. ArXiv,
abs/2202.03286, 2022.

Jason Phang, Herbie Bradley, Leo Gao, Louis Castricato, and Stella Biderman. Eleutherai: Going beyond
"open science" to "science in the open", 2022.

Aleksandra Piktus, Christopher Akiki, Paulo Villegas, Hugo Laurençon, Gérard Dupont, Alexandra Sasha
Luccioni, Yacine Jernite, and Anna Rogers. The roots search tool: Data transparency for llms, 2023.

David Piorkowski, John Richards, and Michael Hind. Evaluating a methodology for increasing ai trans-
parency: A case study, 2022.

Giada Pistilli, Carlos Muñoz Ferrandis, Yacine Jernite, and Margaret Mitchell. Stronger together: on the
articulation of ethical charters, legal tools, and technical documentation in ML. In 2023 ACM Conference
on Fairness, Accountability, and Transparency. ACM, jun 2023. doi: 10.1145/3593013.3594002. URL
https://doi.org/10.1145%2F3593013.3594002.

Mahima Pushkarna, Andrew Zaldivar, and Oddur Kjartansson. Data cards: Purposeful and transparent
dataset documentation for responsible ai. In 2022 ACM Conference on Fairness, Accountability, and
Transparency, pp. 1776–1826, 2022.

Xiangyu Qi, Yi Zeng, Tinghao Xie, Pin-Yu Chen, Ruoxi Jia, Prateek Mittal, and Peter Henderson. Fine-
tuning aligned language models compromises safety, even when users do not intend to!, 2023.

Alec Radford, Jong Wook Kim, Tao Xu, Greg Brockman, Christine McLeavey, and Ilya Sutskever. Robust
speech recognition via large-scale weak supervision. ArXiv, abs/2212.04356, 2022. URL https://api.se
manticscholar.org/CorpusID:252923993.

Deb Raji. Mozilla open source audit tooling (oat) project, Feb 2022. Project documentation or description
at Mozilla.

72

https://robotics-transformer-x.github.io
https://doi.org/10.1177/0018720810376055
https://doi.org/10.1145%2F3593013.3594002
https://api.semanticscholar.org/CorpusID:252923993
https://api.semanticscholar.org/CorpusID:252923993


Published in Transactions on Machine Learning Research (02/2025)

Inioluwa Deborah Raji and Joy Buolamwini. Actionable auditing: Investigating the impact of publicly
naming biased performance results of commercial ai products. In Proceedings of the 2019 AAAI/ACM
Conference on AI, Ethics, and Society, AIES ’19, pp. 429–435, New York, NY, USA, 2019. Association
for Computing Machinery. ISBN 9781450363242. doi: 10.1145/3306618.3314244. URL https://doi.or
g/10.1145/3306618.3314244.

Inioluwa Deborah Raji, Emily Denton, Emily M. Bender, Alex Hanna, and Amandalynne Paullada. AI and
the everything in the whole wide world benchmark. In Thirty-fifth Conference on Neural Information
Processing Systems Datasets and Benchmarks Track (Round 2), 2021. URL https://openreview.net/f
orum?id=j6NxpQbREA1.

Inioluwa Deborah Raji, I. Elizabeth Kumar, Aaron Horowitz, and Andrew Selbst. The fallacy of ai func-
tionality. In 2022 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’22, pp.
959–972, New York, NY, USA, 2022a. Association for Computing Machinery. ISBN 9781450393522. doi:
10.1145/3531146.3533158. URL https://doi.org/10.1145/3531146.3533158.

Inioluwa Deborah Raji, Peggy Xu, Colleen Honigsberg, and Daniel Ho. Outsider oversight: Designing a
third party audit ecosystem for ai governance. In Proceedings of the 2022 AAAI/ACM Conference on
AI, Ethics, and Society, AIES ’22, pp. 557–571, New York, NY, USA, 2022b. Association for Computing
Machinery. ISBN 9781450392471. doi: 10.1145/3514094.3534181. URL https://doi.org/10.1145/3514
094.3534181.

Bogdana Rakova, Megan Ma, and Renee Shelby. Terms-we-serve-with: a feminist-inspired social imaginary
for improved transparency and engagement in ai, 2022.

RDR. 2020 ranking digital rights corporate accountability index, 2020. URL https://rankingdigitalri
ghts.org/index2020/.

Vijay Janapa Reddi, Christine Cheng, David Kanter, Peter Mattson, Guenther Schmuelling, Carole-Jean Wu,
Brian Anderson, Maximilien Breughe, Mark Charlebois, William Chou, et al. Mlperf inference benchmark.
In 2020 ACM/IEEE 47th Annual International Symposium on Computer Architecture (ISCA), pp. 446–
459. IEEE, 2020.

Max Reuter and William Schulze. I’m afraid i can’t do that: Predicting prompt refusal in black-box generative
language models, 2023.

Marco Tulio Ribeiro, Tongshuang Wu, Carlos Guestrin, and Sameer Singh. Beyond accuracy: Behavioral
testing of NLP models with CheckList. In Association for Computational Linguistics (ACL), pp. 4902–
4912, 2020.

James A Robinson and Daron Acemoglu. Why nations fail: The origins of power, prosperity and poverty.
Profile London, 2012.

Alex Rosenblat and Luke Stark. Algorithmic labor and information asymmetries: A case study of uber’s
drivers. International Journal Of Communication, 10:27, Jul 2016. URL https://papers.ssrn.com/so
l3/papers.cfm?abstract_id=2686227. Posted: 5 Nov 2015; Last revised: 25 Jul 2017.

Michaela Saisana and Stefano Tarantola. State-of-the-art report on current methodologies and practices for
composite indicator development, volume 214. 2002.

Nithya Sambasivan, Shivani Kapania, Hannah Highfill, Diana Akrong, Praveen Paritosh, and Lora M Aroyo.
“everyone wants to do the model work, not the data work”: Data cascades in high-stakes ai. In proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems, pp. 1–15, 2021.

Christian Sandvig, Kevin Hamilton, Karrie Karahalios, and Cédric Langbort. Auditing algorithms : Research
methods for detecting discrimination on internet platforms. 2014. URL https://api.semanticschola
r.org/CorpusID:15686114.

73

https://doi.org/10.1145/3306618.3314244
https://doi.org/10.1145/3306618.3314244
https://openreview.net/forum?id=j6NxpQbREA1
https://openreview.net/forum?id=j6NxpQbREA1
https://doi.org/10.1145/3531146.3533158
https://doi.org/10.1145/3514094.3534181
https://doi.org/10.1145/3514094.3534181
https://rankingdigitalrights.org/index2020/
https://rankingdigitalrights.org/index2020/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2686227
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2686227
https://api.semanticscholar.org/CorpusID:15686114
https://api.semanticscholar.org/CorpusID:15686114


Published in Transactions on Machine Learning Research (02/2025)

Girish Sastry. Beyond “release” vs. “not release”, 2021. URL https://crfm.stanford.edu/commentary/2
021/10/18/sastry.html.

Nitya Sathyavageesran, Roy D. Yates, Anand D. Sarwate, and Narayan Mandayam. Privacy leakage in
discrete time updating systems, 2022.

Joseph R. Saveri, Cadio Zirpoli, Christopher K.L. Young, and Kathleen J. McMahon. Paul tremblay, mona
awad vs. openai, inc., et al., 2023. URL https://storage.courtlistener.com/recap/gov.uscourts
.cand.414822/gov.uscourts.cand.414822.1.0_1.pdf. Case 3:23-cv-03223-AMO Document 1 Filed
06/28/23, UNITED STATES DISTRICT COURT, NORTHERN DISTRICT OF CALIFORNIA, SAN
FRANCISCO DIVISION.

Michael Schudson. The rise of the right to know: Politics and the culture of transparency, 1945-1975. Harvard
University Press, 2015.

Roy Schwartz, Jesse Dodge, Noah A Smith, and Oren Etzioni. Green ai. Communications of the ACM, 63
(12):54–63, 2020.

Elizabeth Seger, Noemi Dreksler, Richard Moulange, Emily Dardaman, Jonas Schuett, K. Wei, Christoph
Winter, Mackenzie Arnold, Seán Ó hÉigeartaigh, Anton Korinek, Markus Anderljung, Ben Bucknall,
Alan Chan, Eoghan Stafford, Leonie Koessler, Aviv Ovadya, Ben Garfinkel, Emma Bluemke, Michael
Aird, Patrick Levermore, Julian Hazell, and Abhishek Gupta. Open-Sourcing Highly Capable Foundation
Models: An Evaluation of Risks, Benefits, and Alternative Methods for Pursuing Open-Source Objectives.
2023.

Congressional Research Service. The federal net neutrality debate: Access to broadband networks. Technical
report, Congressional Research Service, Feb 2021. URL https://crsreports.congress.gov/product/
pdf/R/R40616. Report Number: R40616.

Jaime Sevilla, Lennart Heim, Anson Ho, Tamay Besiroglu, Marius Hobbhahn, and Pablo Villalobos. Compute
trends across three eras of machine learning, 2022.

Toby Shevlane. Structured access: an emerging paradigm for safe ai deployment, 2022. URL https:
//arxiv.org/abs/2201.05159.

Ben Shneiderman. Bridging the gap between ethics and practice: Guidelines for reliable, safe, and trustworthy
human-centered ai systems. ACM Trans. Interact. Intell. Syst., 10(4), oct 2020. ISSN 2160-6455. doi:
10.1145/3419764. URL https://doi.org/10.1145/3419764.

Uriel Singer, Adam Polyak, Thomas Hayes, Xiaoyue Yin, Jie An, Songyang Zhang, Qiyuan Hu, Harry Yang,
Oron Ashual, Oran Gafni, Devi Parikh, Sonal Gupta, and Yaniv Taigman. Make-a-video: Text-to-video
generation without text-video data. ArXiv, abs/2209.14792, 2022.

Aviya Skowron and Stella Biderman. Eleutherai’s thoughts on the eu ai act, Jul 2023. URL https:
//blog.eleuther.ai/eu-aia/. How we are supporting open source and open science in the EU AI Act.

Benjamin LW Sobel. Artificial intelligence’s fair use crisis. Colum. JL & Arts, 41:45, 2017.

Irene Solaiman. The gradient of generative ai release: Methods and considerations. In Proceedings of the
2023 ACM Conference on Fairness, Accountability, and Transparency, pp. 111–122, 2023.

Irene Solaiman, Miles Brundage, Jack Clark, Amanda Askell, Ariel Herbert-Voss, Jeff Wu, Alec Radford,
and Jasmine Wang. Release strategies and the social impacts of language models. ArXiv, abs/1908.09203,
2019.

Irene Solaiman, Zeerak Talat, William Agnew, Lama Ahmad, Dylan Baker, Su Lin Blodgett, Hal Daumé III
au2, Jesse Dodge, Ellie Evans, Sara Hooker, Yacine Jernite, Alexandra Sasha Luccioni, Alberto Lusoli,
Margaret Mitchell, Jessica Newman, Marie-Therese Png, Andrew Strait, and Apostol Vassilev. Evaluating
the social impact of generative ai systems in systems and society, 2023.

74

https://crfm.stanford.edu/commentary/2021/10/18/sastry.html
https://crfm.stanford.edu/commentary/2021/10/18/sastry.html
https://storage.courtlistener.com/recap/gov.uscourts.cand.414822/gov.uscourts.cand.414822.1.0_1.pdf
https://storage.courtlistener.com/recap/gov.uscourts.cand.414822/gov.uscourts.cand.414822.1.0_1.pdf
https://crsreports.congress.gov/product/pdf/R/R40616
https://crsreports.congress.gov/product/pdf/R/R40616
https://arxiv.org/abs/2201.05159
https://arxiv.org/abs/2201.05159
https://doi.org/10.1145/3419764
https://blog.eleuther.ai/eu-aia/
https://blog.eleuther.ai/eu-aia/


Published in Transactions on Machine Learning Research (02/2025)

Aaron Springer and Steve Whittaker. Progressive disclosure: Designing for effective transparency, 2018.

Aarohi Srivastava, Abhinav Rastogi, Abhishek B Rao, Abu Awal Md Shoeb, Abubakar Abid, Adam
Fisch, Adam R. Brown, Adam Santoro, Aditya Gupta, Adrià Garriga-Alonso, Agnieszka Kluska, Aitor
Lewkowycz, Akshat Agarwal, Alethea Power, Alex Ray, Alex Warstadt, Alexander W. Kocurek, Ali
Safaya, Ali Tazarv, Alice Xiang, Alicia Parrish, Allen Nie, Aman Hussain, Amanda Askell, Amanda
Dsouza, Ameet Annasaheb Rahane, Anantharaman S. Iyer, Anders Johan Andreassen, Andrea Santilli,
Andreas Stuhlmuller, Andrew M. Dai, Andrew D. La, Andrew Kyle Lampinen, Andy Zou, Angela Jiang,
Angelica Chen, Anh Vuong, Animesh Gupta, Anna Gottardi, Antonio Norelli, Anu Venkatesh, Arash
Gholamidavoodi, Arfa Tabassum, Arul Menezes, Arun Kirubarajan, Asher Mullokandov, Ashish Sabhar-
wal, Austin Herrick, Avia Efrat, Aykut Erdem, Ayla Karakacs, Bridget R. Roberts, Bao Sheng Loe, Barret
Zoph, Bartlomiej Bojanowski, Batuhan Ozyurt, Behnam Hedayatnia, Behnam Neyshabur, Benjamin In-
den, Benno Stein, Berk Ekmekci, Bill Yuchen Lin, Blake Stephen Howald, Cameron Diao, Cameron Dour,
Catherine Stinson, Cedrick Argueta, C’esar Ferri Ram’irez, Chandan Singh, Charles Rathkopf, Chenlin
Meng, Chitta Baral, Chiyu Wu, Chris Callison-Burch, Chris Waites, Christian Voigt, Christopher D. Man-
ning, Christopher Potts, Cindy Tatiana Ramirez, Clara Rivera, Clemencia Siro, Colin Raffel, Courtney
Ashcraft, Cristina Garbacea, Damien Sileo, Daniel H Garrette, Dan Hendrycks, Dan Kilman, Dan Roth,
Daniel Freeman, Daniel Khashabi, Daniel Levy, Daniel Gonz’alez, Danny Hernandez, Danqi Chen, Daphne
Ippolito, Dar Gilboa, David Dohan, D. Drakard, David Jurgens, Debajyoti Datta, Deep Ganguli, Denis
Emelin, Denis Kleyko, Deniz Yuret, Derek Chen, Derek Tam, Dieuwke Hupkes, Diganta Misra, Dilyar
Buzan, Dimitri Coelho Mollo, Diyi Yang, Dong-Ho Lee, Ekaterina Shutova, Ekin Dogus Cubuk, Elad Segal,
Eleanor Hagerman, Elizabeth Barnes, Elizabeth P. Donoway, Ellie Pavlick, Emanuele Rodolà, Emma FC
Lam, Eric Chu, Eric Tang, Erkut Erdem, Ernie Chang, Ethan A. Chi, Ethan Dyer, Ethan Jerzak, Ethan
Kim, Eunice Engefu Manyasi, Evgenii Zheltonozhskii, Fan Xia, Fatemeh Siar, Fernando Mart’inez-Plumed,
Francesca Happ’e, François Chollet, Frieda Rong, Gaurav Mishra, Genta Indra Winata, Gerard de Melo,
Germán Kruszewski, Giambattista Parascandolo, Giorgio Mariani, Gloria Wang, Gonzalo Jaimovitch-
L’opez, Gregor Betz, Guy Gur-Ari, Hana Galijasevic, Han Sol Kim, Hannah Rashkin, Hanna Hajishirzi,
Harsh Mehta, Hayden Bogar, Henry Shevlin, Hinrich Schütze, Hiromu Yakura, Hongming Zhang, Hubert
Wong, Ian Aik-Soon Ng, Isaac Noble, Jaap Jumelet, Jack Geissinger, John Kernion, Jacob Hilton, Jae-
hoon Lee, Jaime Fernández Fisac, J. Brooker Simon, James Koppel, James Zheng, James Zou, Jan Koco’n,
Jana Thompson, Jared Kaplan, Jarema Radom, Jascha Narain Sohl-Dickstein, Jason Phang, Jason Wei,
Jason Yosinski, Jekaterina Novikova, Jelle Bosscher, Jenni Marsh, Jeremy Kim, Jeroen Taal, Jesse Engel,
Jesujoba Oluwadara Alabi, Jiacheng Xu, Jiaming Song, Jillian Tang, Jane W Waweru, John Burden, John
Miller, John U. Balis, Jonathan Berant, Jorg Frohberg, Jos Rozen, José Hernández-Orallo, Joseph Boude-
man, Joseph Jones, Joshua B. Tenenbaum, Joshua S. Rule, Joyce Chua, Kamil Kanclerz, Karen Livescu,
Karl Krauth, Karthik Gopalakrishnan, Katerina Ignatyeva, Katja Markert, Kaustubh D. Dhole, Kevin
Gimpel, Kevin Ochieng’ Omondi, Kory Wallace Mathewson, Kristen Chiafullo, Ksenia Shkaruta, Kumar
Shridhar, Kyle McDonell, Kyle Richardson, Laria Reynolds, Leo Gao, Li Zhang, Liam Dugan, Lianhui
Qin, Lidia Contreras-Ochando, Louis-Philippe Morency, Luca Moschella, Luca Lam, Lucy Noble, Ludwig
Schmidt, Luheng He, Luis Oliveros Col’on, Luke Metz, Lutfi Kerem cSenel, Maarten Bosma, Maarten Sap,
Maartje ter Hoeve, Madotto Andrea, Maheen Saleem Farooqi, Manaal Faruqui, Mantas Mazeika, Marco
Baturan, Marco Marelli, Marco Maru, M Quintana, Marie Tolkiehn, Mario Giulianelli, Martha Lewis,
Martin Potthast, Matthew Leavitt, Matthias Hagen, M’aty’as Schubert, Medina Baitemirova, Melissa
Arnaud, Melvin Andrew McElrath, Michael A. Yee, Michael Cohen, Mi Gu, Michael I. Ivanitskiy, Michael
Starritt, Michael Strube, Michal Swkedrowski, Michele Bevilacqua, Michihiro Yasunaga, Mihir Kale, Mike
Cain, Mimee Xu, Mirac Suzgun, Monica Tiwari, Mohit Bansal, Moin Aminnaseri, Mor Geva, Mozhdeh
Gheini, T MukundVarma, Nanyun Peng, Nathan Chi, Nayeon Lee, Neta Gur-Ari Krakover, Nicholas
Cameron, Nicholas S. Roberts, Nicholas Doiron, Nikita Nangia, Niklas Deckers, Niklas Muennighoff, Ni-
tish Shirish Keskar, Niveditha Iyer, Noah Constant, Noah Fiedel, Nuan Wen, Oliver Zhang, Omar Agha,
Omar Elbaghdadi, Omer Levy, Owain Evans, Pablo Antonio Moreno Casares, Parth Doshi, Pascale Fung,
Paul Pu Liang, Paul Vicol, Pegah Alipoormolabashi, Peiyuan Liao, Percy Liang, Peter W. Chang, Peter
Eckersley, Phu Mon Htut, Pi-Bei Hwang, P. Milkowski, Piyush S. Patil, Pouya Pezeshkpour, Priti Oli,
Qiaozhu Mei, QING LYU, Qinlang Chen, Rabin Banjade, Rachel Etta Rudolph, Raefer Gabriel, Rahel
Habacker, Ram’on Risco Delgado, Raphaël Millière, Rhythm Garg, Richard Barnes, Rif A. Saurous, Riku

75



Published in Transactions on Machine Learning Research (02/2025)

Arakawa, Robbe Raymaekers, Robert Frank, Rohan Sikand, Roman Novak, Roman Sitelew, Ronan Le
Bras, Rosanne Liu, Rowan Jacobs, Rui Zhang, Ruslan Salakhutdinov, Ryan Chi, Ryan Lee, Ryan Stovall,
Ryan Teehan, Rylan Yang, Sahib J. Singh, Saif M. Mohammad, Sajant Anand, Sam Dillavou, Sam Shleifer,
Sam Wiseman, Samuel Gruetter, Sam Bowman, Samuel S. Schoenholz, Sanghyun Han, Sanjeev Kwatra,
Sarah A. Rous, Sarik Ghazarian, Sayan Ghosh, Sean Casey, Sebastian Bischoff, Sebastian Gehrmann, Se-
bastian Schuster, Sepideh Sadeghi, Shadi Sameh Hamdan, Sharon Zhou, Shashank Srivastava, Sherry Shi,
Shikhar Singh, Shima Asaadi, Shixiang Shane Gu, Shubh Pachchigar, Shubham Toshniwal, Shyam Upad-
hyay, Shyamolima Debnath, Siamak Shakeri, Simon Thormeyer, Simone Melzi, Siva Reddy, Sneha Priscilla
Makini, Soo hwan Lee, Spencer Bradley Torene, Sriharsha Hatwar, Stanislas Dehaene, Stefan Divic, Ste-
fano Ermon, Stella Rose Biderman, Stephanie C. Lin, Stephen Prasad, Steven T. Piantadosi, Stuart M.
Shieber, Summer Misherghi, Svetlana Kiritchenko, Swaroop Mishra, Tal Linzen, Tal Schuster, Tao Li,
Tao Yu, Tariq A. Ali, Tatsuo Hashimoto, Te-Lin Wu, Theo Desbordes, Theodore Rothschild, Thomas
Phan, Tianle Wang, Tiberius Nkinyili, Timo Schick, T. N. Kornev, Timothy Telleen-Lawton, Titus Tun-
duny, Tobias Gerstenberg, Trenton Chang, Trishala Neeraj, Tushar Khot, Tyler O. Shultz, Uri Shaham,
Vedant Misra, Vera Demberg, Victoria Nyamai, Vikas Raunak, Vinay V. Ramasesh, Vinay Uday Prabhu,
Vishakh Padmakumar, Vivek Srikumar, William Fedus, William Saunders, William Zhang, W Vossen,
Xiang Ren, Xiaoyu F Tong, Xinyi Wu, Xudong Shen, Yadollah Yaghoobzadeh, Yair Lakretz, Yang Song,
Yasaman Bahri, Ye Ji Choi, Yichi Yang, Yiding Hao, Yifu Chen, Yonatan Belinkov, Yu Hou, Yu Hou,
Yushi Bai, Zachary Seid, Zhao Xinran, Zhuoye Zhao, Zi Fu Wang, Zijie J. Wang, Zirui Wang, and Ziyi Wu.
Beyond the imitation game: Quantifying and extrapolating the capabilities of language models. ArXiv,
abs/2206.04615, 2022.

Sanjana Srivastava, Chengshu Li, Michael Lingelbach, Roberto Martín-Martín, Fei Xia, Kent Vainio, Zheng
Lian, Cem Gokmen, Shyamal Buch, Karen Liu, Silvio Savarese, Hyowon Gweon, Jiajun Wu, and Li Fei-Fei.
Behavior: Benchmark for everyday household activities in virtual, interactive, and ecological environments.
In Conference in Robot Learning (CoRL), pp. accepted, 2021.

Emma Strubell, Ananya Ganesh, and Andrew McCallum. Energy and policy considerations for deep learning
in NLP. arXiv preprint arXiv:1906.02243, 2019.

Elham Tabassi. Artificial intelligence risk management framework (ai rmf 1.0), 2023-01-26 05:01:00 2023a.
URL https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=936225.

Elham Tabassi. Artificial intelligence risk management framework (ai rmf 1.0), 2023-01-26 05:01:00 2023b.
URL https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=936225.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and efficient foundation
language models. arXiv preprint arXiv:2302.13971, 2023.

Transparency International. Corruption perception index 2022, 2023. URL http://www.transparency.o
rg/cpi.

UNDP. Human development report 2021-22. 2022. URL http://report.hdr.undp.org.

Jai Vipra and Anton Korinek. Market concentration implications of foundation models: The invisible hand
of chatgpt. The Brookings Institution, 2023. URL https://www.brookings.edu/articles/market-con
centration-implications-of-foundation-models-the-invisible-hand-of-chatgpt.

Jai Vipra and Sarah Myers West. Computational power and ai, Sep 2023. URL https://ainowinstitute
.org/publication/policy/compute-and-ai.

Jai Vipra and Sarah Myers West. Comments on the business practices of cloud computing providers. Tech-
nical report, AI Now Institute, June 2023. URL https://ainowinstitute.org/wp-content/uploads/2
023/06/Cloud-RFI-Submission_06222023.pdf. Filed before the Federal Trade Commission, Docket ID
FTC-2023-0028.

76

https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=936225
https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=936225
http://www.transparency.org/cpi
http://www.transparency.org/cpi
http://report.hdr.undp.org
https://www.brookings.edu/articles/market-concentration-implications-of-foundation-models-the-invisible-hand-of-chatgpt
https://www.brookings.edu/articles/market-concentration-implications-of-foundation-models-the-invisible-hand-of-chatgpt
https://ainowinstitute.org/publication/policy/compute-and-ai
https://ainowinstitute.org/publication/policy/compute-and-ai
https://ainowinstitute.org/wp-content/uploads/2023/06/Cloud-RFI-Submission_06222023.pdf
https://ainowinstitute.org/wp-content/uploads/2023/06/Cloud-RFI-Submission_06222023.pdf


Published in Transactions on Machine Learning Research (02/2025)

Caitlin Vogus and Emma Llansó. Making transparency meaningful: A framework for policymakers. Center
for Democracy and Technology, 2021. URL https://cdt.org/insights/report-making-transparenc
y-meaningful-a-framework-for-policymakers/.

Alex Wang, Yada Pruksachatkun, Nikita Nangia, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy,
and Samuel R. Bowman. SuperGLUE: A stickier benchmark for general-purpose language understanding
systems. In Advances in Neural Information Processing Systems (NeurIPS), 2019.

Boxin Wang, Weixin Chen, Hengzhi Pei, Chulin Xie, Mintong Kang, Chenhui Zhang, Chejian Xu, Zidi
Xiong, Ritik Dutta, Rylan Schaeffer, Sang T. Truong, Simran Arora, Mantas Mazeika, Dan Hendrycks,
Zinan Lin, Yu Cheng, Sanmi Koyejo, Dawn Song, and Bo Li. Decodingtrust: A comprehensive assessment
of trustworthiness in gpt models, 2023a.

Qiaosi Wang, Michael Madaio, Shaun Kane, Shivani Kapania, Michael Terry, and Lauren Wilcox. Designing
responsible ai: Adaptations of ux practice to meet responsible ai challenges. In Proceedings of the 2023 CHI
Conference on Human Factors in Computing Systems, CHI ’23, New York, NY, USA, 2023b. Association
for Computing Machinery. ISBN 9781450394215. doi: 10.1145/3544548.3581278. URL https://doi.or
g/10.1145/3544548.3581278.

WEF. The presidio recommendations on responsible generative ai, 2023. URL https://www3.weforum.o
rg/docs/WEF_Presidio_Recommendations_on_Responsible_Generative_AI_2023.pdf.

Laura Weidinger, John Mellor, Maribeth Rauh, Conor Griffin, Jonathan Uesato, Po-Sen Huang, Myra Cheng,
Mia Glaese, Borja Balle, Atoosa Kasirzadeh, et al. Ethical and social risks of harm from language models.
arXiv preprint arXiv:2112.04359, 2021.

Laura Weidinger, Jonathan Uesato, Maribeth Rauh, Conor Griffin, Po-Sen Huang, John Mellor, Amelia
Glaese, Myra Cheng, Borja Balle, Atoosa Kasirzadeh, Courtney Biles, Sasha Brown, Zac Kenton, Will
Hawkins, Tom Stepleton, Abeba Birhane, Lisa Anne Hendricks, Laura Rimell, William Isaac, Julia Haas,
Sean Legassick, Geoffrey Irving, and Iason Gabriel. Taxonomy of risks posed by language models. In 2022
ACM Conference on Fairness, Accountability, and Transparency, FAccT ’22, pp. 214–229, New York, NY,
USA, 2022. Association for Computing Machinery. ISBN 9781450393522. doi: 10.1145/3531146.3533088.
URL https://doi.org/10.1145/3531146.3533088.

Laura Weidinger, Maribeth Rauh, Nahema Marchal, Arianna Manzini, Lisa Anne Hendricks, Juan Mateos-
Garcia, Stevie Bergman, Jackie Kay, Conor Griffin, Ben Bariach, Iason Gabriel, Verena Rieser, and
William S. Isaac. Sociotechnical safety evaluation of generative ai systems. 2023. URL https://arxiv.
org/abs/2310.11986.

Sarah Myers West. Data capitalism: Redefining the logics of surveillance and privacy. Business & society,
58(1):20–41, 2019.

Andrew B Whitford and Karen Wong. Political and social foundations for environmental sustainability.
Political Research Quarterly, 62(1):190–204, 2009.

David Gray Widder and Richmond Wong. Thinking upstream: Ethics and policy opportunities in ai supply
chains, 2023.

David Gray Widder, Sarah West, and Meredith Whittaker. Open (for business): Big tech, concentrated
power, and the political economy of open ai. 2023.

Amy Winograd. Loose-lipped large language modells spill your secrets: The privacy implications of large
language models. Harvard Journal of Law and Technology, 36(2), 2023.

Monika Zalnieriute. “transparency-washing” in the digital age : A corporate agenda of procedural fetishism.
Technical report, 2021. URL http://hdl.handle.net/11159/468588.

Gabriela Zanfir-Fortuna. How data protection authorities are de facto regulating generative ai, 2023. URL
https://fpf.org/blog/how-data-protection-authorities-are-de-facto-regulating-generativ
e-ai/.

77

https://cdt.org/insights/report-making-transparency-meaningful-a-framework-for-policymakers/
https://cdt.org/insights/report-making-transparency-meaningful-a-framework-for-policymakers/
https://doi.org/10.1145/3544548.3581278
https://doi.org/10.1145/3544548.3581278
https://www3.weforum.org/docs/WEF_Presidio_Recommendations_on_Responsible_Generative_AI_2023.pdf
https://www3.weforum.org/docs/WEF_Presidio_Recommendations_on_Responsible_Generative_AI_2023.pdf
https://doi.org/10.1145/3531146.3533088
https://arxiv.org/abs/2310.11986
https://arxiv.org/abs/2310.11986
http://hdl.handle.net/11159/468588
https://fpf.org/blog/how-data-protection-authorities-are-de-facto-regulating-generative-ai/
https://fpf.org/blog/how-data-protection-authorities-are-de-facto-regulating-generative-ai/


Published in Transactions on Machine Learning Research (02/2025)

Daniel Zhang, Nestor Maslej, Erik Brynjolfsson, John Etchemendy, Terah Lyons, James Manyika, Helen
Ngo, Juan Carlos Niebles, Michael Sellitto, Ellie Sakhaee, et al. The ai index 2022 annual report. ai index
steering committee. Stanford Institute for Human-Centered AI, Stanford University, pp. 123, 2022a.

Susan Zhang, Stephen Roller, Naman Goyal, Mikel Artetxe, Moya Chen, Shuohui Chen, Christopher Dewan,
Mona Diab, Xian Li, Xi Victoria Lin, Todor Mihaylov, Myle Ott, Sam Shleifer, Kurt Shuster, Daniel
Simig, Punit Singh Koura, Anjali Sridhar, Tianlu Wang, and Luke Zettlemoyer. OPT: Open pre-trained
transformer language models. arXiv, 2022b.

Daniel M. Ziegler, Nisan Stiennon, Jeff Wu, Tom B. Brown, Alec Radford, Dario Amodei, Paul Christiano,
and Geoffrey Irving. Fine-tuning language models from human preferences. ArXiv, abs/1909.08593, 2019.
URL https://api.semanticscholar.org/CorpusID:202660943.

Andy Zou, Long Phan, Sarah Chen, James Campbell, Phillip Guo, Richard Ren, Alexander Pan, Xuwang
Yin, Mantas Mazeika, Ann-Kathrin Dombrowski, Shashwat Goel, Nathaniel Li, Michael J. Byun, Zifan
Wang, Alex Mallen, Steven Basart, Sanmi Koyejo, Dawn Song, Matt Fredrikson, J. Zico Kolter, and Dan
Hendrycks. Representation engineering: A top-down approach to ai transparency, 2023.

78

https://api.semanticscholar.org/CorpusID:202660943


Published in Transactions on Machine Learning Research (02/2025)

A Author contributions

This project was a team effort, built on countless contributions from everyone involved. Contributions span
the conceptualization, design, execution, analysis, and presentation phases, along with the overarching vision,
organization, coordination, and leadership. Below, we describe each team member’s contribution.

Betty Xiong: Betty contributed to the design, execution, analysis, and presentation.
Daniel Zhang: Daniel contributed to the design, execution, and presentation.
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Sayash Kapoor: Sayash contributed to the design, execution, analysis, and presentation.
Shayne Longpre: Shayne contributed to the design, execution, analysis, and presentation.

B Indicators

1. Upstream → Data → Data size

• Definition: For the data used in building the model, is the data size disclosed?

• Notes: Data size should be reported in appropriate units (e.g. bytes, words, tokens, images, frames)
and broken down by modality. Data size should be reported to a precision of one significant figure
(e.g. 4 trillion tokens, 200 thousand images). No form of decomposition into data phases is required.

• References: Bender & Friedman (2018a), Gebru et al. (2021)

2. Upstream → Data → Data sources

• Definition: For all data used in building the model, are the data sources disclosed?

• Notes: To receive this point, a meaningful decomposition of sources must be listed in an understand-
able way (e.g. named URLs/domains/databases/data providers). It does not suffice to say data is
“sourced from the Internet" or comes from "licensed sources”.

• References: Gebru et al. (2021), Hutchinson et al. (2021)

3. Upstream → Data → Data creators

• Definition: For all data used in building the model, is there some characterization of the people who
created the data?

• Notes: While information about data creators may not be easily discernible for some data scraped
from the web, the general sources (URLs/domains) should be listed, and, for other data that is
bought, licensed, or collected, a reasonable attempt at characterizing the underlying people who
provided the data is required to receive this point. The relevant properties of people can vary
depending on context: for example, relevant properties could include demographic information like
fraction of Black individuals contributing to the dataset, geographic information like fraction of
European individuals contributing to the dataset, language information like fraction of L1 English
speakers, or occupational information like the fraction of professional artists.
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• References: Gebru et al. (2021), Hutchinson et al. (2021)

4. Upstream → Data → Data source selection

• Definition: Are the selection protocols for including and excluding data sources disclosed?

• Notes: Selection protocols refer to procedures used to choose which datasets or subsets of datasets
will be used to build a model. We will award this point even if the selection protocols are non-
exhaustive.

• References: Gebru et al. (2021), Hutchinson et al. (2021)
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5. Upstream → Data → Data curation

• Definition: For all data sources, are the curation protocols for those data sources disclosed?

• Notes: Curation protocols refer to steps taken to further modify data sources, such as procedures
to manage, annotate, and organize data. The aims of curation might include improving the quality,
relevance, and representativeness of the data. We will award this point if the developer reports that
it does not perform any further curation beyond the data sources.

• References: Gebru et al. (2021), Hutchinson et al. (2021)

6. Upstream → Data → Data augmentation

• Definition: Are any steps the developer takes to augment its data sources disclosed?

• Notes: Such steps might include augmenting data sources with synthetic data. We will award this
point if the developer reports that it does not take any steps to augment its data.

• References: Gebru et al. (2021), Hutchinson et al. (2021)

7. Upstream → Data → Harmful data filtration

• Definition: If data is filtered to remove harmful content, is there a description of the associated
filter?

• Notes: Such harmful content might relate to violence or child sexual abuse material. We will award
this point if the developer reports that it does not perform any harmful data filtration.

• References: Dodge et al. (2021), Longpre et al. (2023)

8. Upstream → Data → Copyrighted data

• Definition: For all data used in building the model, is the associated copyright status disclosed?

• Notes: To receive this point, the copyright status (e.g. copyrighted, public domain) must relate to
some decomposition of the data. We will award this point if there is some meaningful decomposition
of the data, even if the decomposition is insufficient to receive the Data Creators point or if the
disclosure is not comprehensive relative to legal copyright standards.

• References: Bandy & Vincent (2021), Cooper et al. (2023)
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9. Upstream → Data → Data license

• Definition: For all data used in building the model, is the associated license status disclosed?

• Notes: To receive this point, the license status must relate to some decomposition of the data. We
will award this point if there is some meaningful decomposition of the data, even if the decomposition
is insufficient to receive the Data Creators point.

• References: Bandy & Vincent (2021), Cooper et al. (2023)

10. Upstream → Data → Personal information in data

• Definition: For all data used in building the model, is the inclusion or exclusion of personal infor-
mation in that data disclosed?

• Notes: To receive this point, the disclosure of personal information must relate to some decompo-
sition of the data. We will award this point if there is some meaningful decomposition of the data,
even if the decomposition is insufficient to receive the Data Creators point. Additionally, we will
award this point if the developer reports the inclusion of personal information, independent of if and
how they mitigate related privacy concerns.

• References: West (2019), Brown et al. (2022)

11. Upstream → Data labor → Use of human labor

• Definition: Are the phases of the data pipeline where human labor is involved disclosed?

• Notes: Phases of the data pipeline that involve human labor include activities and tasks performed
by people to collect, annotate, clean, or validate data. This indicator is inclusive of all data that is
created by or on behalf of the developer. We will award this point if the developer gives a reasonable
best-effort description of the use of human labor in their data pipeline.

• References: Kittur et al. (2013), Dzieza (2023)

12. Upstream → Data labor → Employment of data laborers

• Definition: Is the organization that directly employs the people involved in data labor disclosed for
each phase of the data pipeline?

• Notes: Phases of the data pipeline that involve human labor include activities and tasks performed
by people to collect, annotate, clean, or validate data. This indicator is inclusive of all data that
is created by or on behalf of the developer. We will award this point if the developer provides the
name of the organization that employs data laborers, even if other details about the employment
relationship are not disclosed.

• References: Kittur et al. (2013), Dzieza (2023)
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13. Upstream → Data labor → Geographic distribution of data laborers

• Definition: Is geographic information regarding the people involved in data labor disclosed for each
phase of the data pipeline?

• Notes: This indicator is inclusive of all data that is created by or on behalf of the developer. We
will award this point if the developer gives a reasonable best-effort description of the geographic
distribution of labor at the country-level.

• References: Hao & Seetharaman (2023), Gray & Suri (2019a)

14. Upstream → Data labor → Wages

• Definition: Are the wages for people who perform data labor disclosed?

• Notes: This indicator is inclusive of data labor at all points of the model development process, such
as training data annotation or red teaming data used to control the model. We will award this point
if the developer reports that it does not compensate workers. For all data that is created by or on
behalf of the developer,

• References: Kittur et al. (2013), Dzieza (2023)

15. Upstream → Data labor → Instructions for creating data

• Definition: Are the instructions given to people who perform data labor disclosed?

• Notes: This indicator is inclusive of all data that is created by or on behalf of the developer. We
will award this point if the developer makes a reasonable best-effort attempt to disclose instructions
given to people who create data used to build the model for the bulk of the data phases involving
human labor.

• References: Sambasivan et al. (2021), Kittur et al. (2013)

16. Upstream → Data labor → Labor protections

• Definition: Are the labor protections for people who perform data labor disclosed?

• Notes: This indicator is inclusive of data labor at all points of the model development process, such
as training data annotation or red teaming data used to control the model. It is also inclusive of
all data that is created by or on behalf of the developer. As an example, labor protections might
include protocols to reduce the harm to workers’ mental health stemming from exposure to violent
content when annotating training data. We will award this point if the developer reports that it
does not protect workers or if it does not use data laborers and therefore has no labor protections.

• References: Crawford (2021), Gray & Suri (2019a)
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17. Upstream → Data labor → Third party partners

• Definition: Are the third parties who were or are involved in the development of the model disclosed?

• Notes: This indicator is inclusive of partnerships that go beyond data labor as there may be third
party partners at various stages in the model development process. We will award this point if the
developer reports that it was the sole entity involved in the development of the model.

• References: Crawford (2021), Gray & Suri (2019a)

18. Upstream → Data access → Queryable external data access

• Definition: Are external entities provided with queryable access to the data used to build the model?

• Notes: We will award this point for any reasonable mechanism for providing access: direct access to
the data, an interface to query the data, a developer-mediated access program where developers can
inspect requests, etc. Developers may receive this point even if there are rate-limits on the number
of queries permitted to an external entity and restrictions on which external entities are given access,
insofar as these limits and restrictions are transparent and ensure a reasonable amount of external
access. We may accept justifications for prohibiting queries of specific parts of the data.

• References: Gebru et al. (2021), Piktus et al. (2023)

19. Upstream → Data access → Direct external data access

• Definition: Are external entities provided with direct access to the data used to build the model?

• Notes: We will award this point if external entities can directly access the data without any form
of gating from the developer. With that said, we may award this point if the developer provides
justifications for prohibiting access to specific parts of the data or to unauthorized external entities.

• References: Gebru et al. (2021), Piktus et al. (2023)

20. Upstream → Compute → Compute usage

• Definition: Is the compute required for building the model disclosed?

• Notes: Compute should be reported in appropriate units, which most often will be floating point
operations (FLOPS). Compute should be reported to a precision of one significant figure (e.g. 5 x
1025 FLOPS). We will award this point even if there is no decomposition of the reported compute
usage into compute phases, but it should be clear whether the reported compute usage is for a single
model run or includes additional runs, or hyperparameter tuning, or training other models like reward
models, or other steps in the model development process that necessitate compute expenditure.

• References: Henderson et al. (2020), Strubell et al. (2019)
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21. Upstream → Compute → Development duration

• Definition: Is the amount of time required to build the model disclosed?

• Notes: The continuous duration of time required to build the model should be reported in weeks,
days, or hours to a precision of one significant figure (e.g. 3 weeks). No form of decomposition into
phases of building the model is required for this indicator, but it should be clear what the duration
refers to (e.g. training the model, training and subsequent evaluation and red teaming).

• References: Sevilla et al. (2022), Hoffmann et al. (2022b)

22. Upstream → Compute → Compute hardware

• Definition: For the primary hardware used to build the model, is the amount and type of hardware
disclosed?

• Notes: In most cases, this indicator will be satisfied by information regarding the number and type
of GPUs or TPUs used to train the model. The number of hardware units should be reported to a
precision of one significant figure (e.g. 800 NVIDIA H100 GPUs). We will not award this point if
(i) the training hardware generally used by the developer is disclosed, but the specific hardware for
the given model is not, or (ii) the training hardware is disclosed, but the amount of hardware is not.
We will award this point even if information about the interconnects between hardware units is not
disclosed.

• References: Sevilla et al. (2022), Hoffmann et al. (2022b)

23. Upstream → Compute → Hardware owner

• Definition: For the primary hardware used in building the model, is the owner of the hardware
disclosed?

• Notes: For example, the hardware owner may be the model developer in the case of a self-owned
cluster, a cloud provider like Microsoft Azure, Google Cloud Platform, or Amazon Web Services,
or a national supercomputer. In the event that hardware is owned by multiple sources or is highly
decentralized, we will award this point if a developer makes a reasonable effort to describe the
distribution of hardware owners.

• References: Sevilla et al. (2022), Hoffmann et al. (2022b)

24. Upstream → Compute → Energy usage

• Definition: Is the amount of energy expended in building the model disclosed?

• Notes: Energy usage should be reported in appropriate units, which most often will be megawatt-
hours (mWh). Energy usage should be reported to a precision of one significant figure (e.g. 500
mWh). No form of decomposition into compute phases is required, but it should be clear whether
the reported energy usage is for a single model run or includes additional runs, or hyperparameter
tuning, or training other models like reward models, or other steps in the model development process
that necessitate energy usage.

• References: Lacoste et al. (2019), Patterson et al. (2021)
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25. Upstream → Compute → Carbon emissions

• Definition: Is the amount of carbon emitted (associated with the energy used) in building the model
disclosed?

• Notes: Emissions should be reported in appropriate units, which most often will be tons of carbon
dioxide emitted (tCO2). Emissions should be reported to a precision of one significant figure (e.g. 500
tCO2). No form of decomposition into compute phases is required, but it should be clear whether the
reported emissions is for a single model run or includes additional runs, or hyperparameter tuning,
or training other models like reward models, or other steps in the model development process that
generate emissions.

• References: Lacoste et al. (2019), Patterson et al. (2021)

26. Upstream → Compute → Broader environmental impact

• Definition: Are any broader environmental impacts from building the model besides carbon emissions
disclosed?

• Notes: While the most direct environmental impact of building a foundation model is the energy
used and, therefore, the potential carbon emissions, there may be other environmental impacts. For
example, these may include the use of other resources such as water for cooling data centers or
metals for producing specialized hardware. We recognize that there does not exist an authoritative
or consensus list of broader environmental factors. For this reason, we will award this point if there
is a meaningful, though potentially incomplete, discussion of broader environmental impact.

• References: Luccioni & Hernández-García (2023), Strubell et al. (2019)

27. Upstream → Methods → Model stages

• Definition: Are all stages in the model development process disclosed?

• Notes: Stages refer to each identifiable step that constitutes a substantive change to the model during
the model building process. We recognize that different developers may use different terminology
for these stages, or conceptualize the stages differently. We will award this point if there is a clear
and complete description of these stages.

• References: Mitchell et al. (2019), Chung et al. (2022)

28. Upstream → Methods → Model objectives

• Definition: For all stages that are described, is there a clear description of the associated learning
objectives or a clear characterization of the nature of this update to the model?

• Notes: We recognize that different developers may use different terminology for these stages, or
conceptualize the stages differently. We will award this point if there is a clear description of the
update to the model related to each stage, whether that is the intent of the stage (e.g. making the
model less harmful), a mechanistic characterization (e.g. minimizing a specific loss function), or an
empirical assessment (e.g. evaluation results conducted before and after the stage).

• References: Mitchell et al. (2019), Chung et al. (2022)
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29. Upstream → Methods → Core frameworks

• Definition: Are the core frameworks used for model development disclosed?

• Notes: Examples of core frameworks include Tensorflow, PyTorch, Jax, Hugging Face Transformers,
Seqio, T5X, Keras, SciKit, and Triton. If there are significant internal frameworks, there should
be some description of their function and/or a reasonably similar publicly-available analogue. We
recognize that there does not exist an authoritative or consensus list of core frameworks. For this
reason, we will award this point if there is a meaningful, though potentially incomplete, list of major
frameworks for the first version of the index.

• References: Mitchell et al. (2019), Chung et al. (2022)

30. Upstream → Methods → Additional dependencies

• Definition: Are any dependencies required to build the model disclosed besides data, compute, and
code?

• Notes: For example, if the model depends on an external search engine, programmable APIs, or
tools, this should be disclosed. We recognize that there is not widespread consensus regarding what
constitutes key dependencies beyond the data, compute, and code. We will award this point only
if developers give a reasonable best-effort description of any additional dependencies or make clear
that no additional dependencies are required.

• References: Lukas et al. (2023), Kim et al. (2023)

31. Upstream → Data Mitigations → Mitigations for privacy

• Definition: Are any steps the developer takes to mitigate the presence of PII in the data disclosed?

• Notes: Such steps might include identifying personal information in the training data, filtering
specific datasets to remove personal information, and reducing the likelihood that models will output
personal information. We will award this point if the developer reports that it does not take steps
to mitigate the presence of PII in the data.

• References: Kandpal et al. (2022), Cooper et al. (2023)

32. Upstream → Data Mitigations → Mitigations for copyright

• Definition: Are any steps the developer takes to mitigate the presence of copyrighted information in
the data disclosed?

• Notes: Such steps might include identifying copyrighted data, filtering specific datasets to remove
copyrighted data, and reducing the likelihood that models will output copyrighted information. We
will award this point if the developer reports that it does take steps to mitigate the presence of
copyrighted information in the data.

• References: Bandy & Vincent (2021), Cooper et al. (2023)
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33. Model → Model basics → Input modality

• Definition: Are the input modalities for the model disclosed?

• Notes: Input modalities refer to the types or formats of information that the model can accept as
input. Examples of input modalities include text, image, audio, video, tables, graphs.

• References: Mitchell et al. (2019), Crisan et al. (2022)

34. Model → Model basics → Output modality

• Definition: Are the output modalities for the model disclosed?

• Notes: Output modalities refer to the types or formats of information that the model can accept as
output. Examples of output modalities include text, image, audio, video, tables, graphs.

• References: Mitchell et al. (2019), Crisan et al. (2022)

35. Model → Model basics → Model components

• Definition: Are all components of the model disclosed?

• Notes: Model components refer to distinct and identifiable parts of the model. We recognize that dif-
ferent developers may use different terminology for model components, or conceptualize components
differently. Examples include: (i) For a text-to-image model, components could refer to a text en-
coder and an image encoder, which may have been trained separately. (ii) For a retrieval-augmented
model, components could refer to a separate retriever module.

• References: Mitchell et al. (2019), Crisan et al. (2022)

36. Model → Model basics → Model size

• Definition: For all components of the model, is the associated model size disclosed?

• Notes: This information should be reported in appropriate units, which generally is the number of
model parameters, broken down by named component. Model size should be reported to a precision
of one significant figure (e.g. 500 billion parameters for text encoder, 20 billion parameters for image
encoder).

• References: Mitchell et al. (2019), Crisan et al. (2022)
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37. Model → Model basics → Model architecture

• Definition: Is the model architecture disclosed?

• Notes: Model architecture is the overall structure and organization of a foundation model, which
includes the way in which any disclosed components are integrated and how data moves through
the model during training or inference. We recognize that different developers may use different
terminology for model architecture, or conceptualize the architecture differently. We will award this
point for any clear, though potentially incomplete, description of the model architecture.

• References: Mitchell et al. (2019), Crisan et al. (2022)

38. Model → Model basics → Centralized model documentation

• Definition: Is key information about the model included in a centralized artifact such as a model
card?

• Notes: We recognize that different developers may share this information through different types
of documentation, such as a system card or several clearly interrelated documents. We will award
this point for the disclosure of any such centralized artifact that provides key information typically
included in a model card, though the artifact may be longer-form than a standard model card (e.g.
a technical report).

• References: Mitchell et al. (2019), Crisan et al. (2022)

39. Model → Model access → External model access protocol

• Definition: Is a protocol for granting external entities access to the model disclosed?

• Notes: A model access protocol refers to the steps, requirements, and considerations involved in
granting authorized model access to external entities. We will award this point if the developer
discloses key details of its protocol, including (i) where external entities can request access (e.g. via
an access request form); (ii) explicit criteria for selecting external entities; and (iii) a transparent
decision on whether access has been granted within a specified, reasonable period of time.

• References: Solaiman (2023), Shevlane (2022)

40. Model → Model access → Blackbox external model access

• Definition: Is black box model access provided to external entities?

• Notes: Black box model access refers to the ability to query the model with inputs and receive
outputs, potentially without further access. Examples of external entities that might be granted
access include researchers, third-party auditors, and regulators. We will award this point for any
reasonable access level: direct access to the model weights, an interface to query the model, a
developer-mediated access program where developers can inspect requests, etc. Developers may
receive this point even if there are rate-limits on the number of queries permitted to an external
entity and restrictions on the external entities that are permitted access, insofar as these limits and
restrictions are transparent.

• References: Solaiman (2023), Shevlane (2022)
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41. Model → Model access → Full external model access

• Definition: Is full model access provided to external entities?

• Notes: Full model access refers to the ability to access the model via the release of model weights.
Developers may receive this point even if there are some restrictions on the external entities that
are permitted access (e.g. geographic restrictions), insofar as these restrictions are transparent (e.g.
via some high-level description of who has been granted access to the foundation model).

• References: Solaiman (2023), Shevlane (2022)

42. Model → Capabilities → Capabilities description

• Definition: Are the model’s capabilities described?

• Notes: Capabilities refer to the specific and distinctive functions that the model can perform. We
recognize that different developers may use different terminology for capabilities, or conceptualize
capabilities differently. We will award this point for any clear, but potentially incomplete, description
of the multiple capabilities.

• References: Srivastava et al. (2022), Liang et al. (2022c)

43. Model → Capabilities → Capabilities demonstration

• Definition: Are the model’s capabilities demonstrated?

• Notes: Demonstrations refer to illustrative examples or other forms of showing the model’s capabil-
ities that are legible or understandable for the general public, without requiring specific technical
expertise. We recognize that different developers may use different terminology for capabilities, or
conceptualize capabilities differently. We will award this point for clear demonstrations of multiple
capabilities.

• References: Srivastava et al. (2022), Liang et al. (2022c)

44. Model → Capabilities → Evaluation of capabilities

• Definition: Are the model’s capabilities rigorously evaluated, with the results of these evaluations
reported prior to or concurrent with the initial release of the model?

• Notes: Rigorous evaluations refer to precise quantifications of the model’s behavior in relation to
its capabilities. We recognize that capabilities may not perfectly align with evaluations, and that
different developers may associate capabilities with evaluations differently. We will award this point
for clear evaluations of multiple capabilities. For example, this may include evaluations of world
knowledge, reasoning, state tracking or other such proficiencies. Or it may include the measurement
of average performance (e.g. accuracy, F1) on benchmarks for specific tasks (e.g. text summarization,
image captioning). We note that evaluations on standard broad-coverage benchmarks are likely to
suffice for this indicator, though they may not if the model’s capabilities are presented as especially
unusual such that standard evaluations will not suffice.

• References: Srivastava et al. (2022), Liang et al. (2022c)
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45. Model → Capabilities → External reproducibility of capabilities evaluation

• Definition: Are the evaluations of the model’s capabilities reproducible by external entities?

• Notes: For an evaluation to be reproducible by an external entity, we mean that the associated
data is either (i) publicly available or (ii) described sufficiently such that a reasonable facsimile can
be constructed by an external entity. In addition, the evaluation protocol should be sufficiently
described such that if the evaluation is reproduced, any discrepancies with the developer’s results
can be resolved. We recognize that there does not exist an authoritative or consensus standard for
what is required for an evaluation to be deemed externally reproducible. Evaluations on standard
benchmarks are assumed to be sufficiently reproducible for the purposes of this index. We will award
this point for reproducibility of multiple disclosed evaluations. In the event that an evaluation is
not reproducible, a justification by the model developer for why it is not possible for the evaluation
to be made reproducible may be sufficient to score this point.

• References: Kapoor & Narayanan (2023), Liang et al. (2022c)

46. Model → Capabilities → Third party capabilities evaluation

• Definition: Are the model’s capabilities evaluated by third parties?

• Notes: By third party, we mean entities that are significantly or fully independent of the developer.
We will award this point if (i) a third party has conducted an evaluation of model capabilities, (ii)
the results of this evaluation are publicly available, and (iii) these results are disclosed or referred
to in the developer’s materials.

• References: Raji et al. (2022b), Liang et al. (2022c)

47. Model → Limitations → Limitations description

• Definition: Are the model’s limitations disclosed?

• Notes: Limitations refer to the specific and distinctive functions that the model cannot perform (e.g.
the model cannot answer questions about current events as it only contains data up to a certain
time cutoff, the model is not very capable when it comes to a specific application). We recognize
that different developers may use different terminology for limitations, or conceptualize limitations
differently. We will award this point for any clear, but potentially incomplete, description of multiple
limitations.

• References: Raji et al. (2022a), Liang et al. (2022c)

48. Model → Limitations → Limitations demonstration

• Definition: Are the model’s limitations demonstrated?

• Notes: Demonstrations refer to illustrative examples or other forms of showing the limitations that
are legible or understandable for the general public, without requiring specific technical expertise.
We recognize that different developers may use different terminology for limitations, or conceptualize
the limitations differently. We will award this point for clear demonstrations of multiple limitations.

• References: Raji et al. (2022a), Liang et al. (2022c)
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49. Model → Limitations → Third party evaluation of limitations

• Definition: Can the model’s limitations be evaluated by third parties?

• Notes: By third parties, we mean entities that are significantly or fully independent of the model
developers. In contrast to the third party evaluation indicators for capabilities and risks, we will
award this point if third party evaluations are possible even if no third party has yet conducted
them. Such evaluations are possible if, for example, the model is deployed via an API (or with open
weights) and there are no restrictions on evaluating limitations (e.g. in the usage policy).

• References: Raji et al. (2022b), Liang et al. (2022c)

50. Model → Risks → Risks description

• Definition: Are the model’s risks disclosed?

• Notes: Risks refer to possible negative consequences or undesirable outcomes that can arise from
the model’s deployment and usage. This indicator requires disclosure of risks that may arise in
the event of both (i) intentional (though possibly careless) use, such as bias or hallucinations and
(ii) malicious use, such as fraud or disinformation. We recognize that different developers may use
different terminology for risks, or conceptualize risks differently. We will award this point for any
clear, but potentially incomplete, description of multiple risks.

• References: Solaiman et al. (2023), Weidinger et al. (2021)

51. Model → Risks → Risks demonstration

• Definition: Are the model’s risks demonstrated?

• Notes: Demonstrations refer to illustrative examples or other forms of showing the risks that are
legible or understandable for the general public, without requiring specific technical expertise. This
indicator requires demonstration of risks that may arise in the event of both (i) intentional (though
possibly careless) use, such as biases or hallucinations and (ii) malicious use, such as fraud or
disinformation. We recognize that different developers may use different terminology for risks, or
conceptualize risks differently. We will award this point for clear demonstrations of multiple risks.

• References: Solaiman et al. (2023), Weidinger et al. (2021)

52. Model → Risks → Unintentional harm evaluation

• Definition: Are the model’s risks related to unintentional harm rigorously evaluated, with the results
of these evaluations reported prior to or concurrent with the initial release of the model?

• Notes: Rigorous evaluations refer to precise quantifications of the model’s behavior in relation to
such risks. Unintentional harms include bias, toxicity, and issues relating to fairness. We recognize
that unintended harms may not perfectly align with risk evaluations, and that different developers
may associate risks with evaluations differently. We will award this point for clear evaluations of
multiple such risks. We note that evaluations on standard broad-coverage benchmarks are likely to
suffice for this indicator, though they may not if the model’s risks related to unintentional harm are
presented as especially unusual or severe.

• References: Solaiman et al. (2023), Weidinger et al. (2021)
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53. Model → Risks → External reproducibility of unintentional harm evaluation

• Definition: Are the evaluations of the model’s risks related to unintentional harm reproducible by
external entities?

• Notes: For an evaluation to be reproducible by an external entity, we mean that the associated
data is either (i) publicly available or (ii) described sufficiently such that a reasonable facsimile can
be constructed by the external entity. In addition, the evaluation protocol should be sufficiently
described such that if the evaluation is reproduced, any discrepancies with the developer’s results
can be resolved. We recognize that there does not exist an authoritative or consensus standard for
what is required for an evaluation to be deemed externally reproducible. Evaluations on standard
benchmarks are assumed to be sufficiently reproducible for the purposes of this index. We will award
this point for reproducibility of multiple disclosed evaluations. In the event that an evaluation is
not reproducible, a justification by the developer for why it is not possible for the evaluation to be
made reproducible may suffice.

• References: Kapoor & Narayanan (2023), Weidinger et al. (2021)

54. Model → Risks → Intentional harm evaluation

• Definition: Are the model’s risks related to intentional harm rigorously evaluated, with the results
of these evaluations reported prior to or concurrent with the initial release of the model?.

• Notes: Rigorous evaluations refer to precise quantifications of the model’s behavior in relation to
such risks. Intentional harms include fraud, disinformation, scams, cybersecurity attacks, designing
weapons or pathogens, and uses of the model for illegal purposes. We recognize that unintentional
harms may not perfectly align with risk evaluations, and that different developers may associate
risks with evaluations differently. We will award this point for clear evaluations of multiple such
risks. We note that evaluations on standard broad-coverage benchmarks are likely to suffice for this
indicator, though they may not if the model’s risks related to unintentional harm are presented as
especially unusual or severe.

• References: Solaiman et al. (2023), Weidinger et al. (2021)

55. Model → Risks → External reproducibility of intentional harm evaluation

• Definition: Are the evaluations of the model’s risks related to intentional harm reproducible by
external entities?

• Notes: For an evaluation to be reproducible by an external entity, we mean that the associated
data is either (i) publicly available or (ii) described sufficiently such that a reasonable facsimile can
be constructed by the external entity. In addition, the evaluation protocol should be sufficiently
described such that if the evaluation is reproduced, any discrepancies with the developer’s results
can be resolved. We recognize that there does not exist an authoritative or consensus standard for
what is required for an evaluation to be deemed externally reproducible. Evaluations on standard
benchmarks are assumed to be sufficiently reproducible for the purposes of this index. We will award
this point for reproducibility of multiple disclosed evaluations. In the event that an evaluation is
not reproducible, a justification by the model developer for why it is not possible for the evaluation
to be made reproducible may suffice.

• References: Kapoor & Narayanan (2023), Weidinger et al. (2021)
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56. Model → Risks → Third party risks evaluation

• Definition: Are the model’s risks evaluated by third parties?

• Notes: By third party, we mean entities that are significantly or fully independent of the devel-
oper. A third party risk evaluation might involve the developer allowing a third party to choose a
methodology for evaluating risks that differs from that of the developer. We will award this point
if (i) a third party has conducted an evaluation of model risks, (ii) the results of this evaluation are
publicly available, and (iii) these results are disclosed or referred to in the developer’s materials. If
the results are not made public (but are disclosed to have been conducted) and/or the results are not
discoverable in the developer’s materials, we will not award this point. We may accept a justification
from either the third party or the developer for why part of the evaluation is not disclosed in relation
to risks.

• References: Raji et al. (2022b), Weidinger et al. (2021)

57. Model → Model Mitigations → Mitigations description

• Definition: Are the model mitigations disclosed?

• Notes: By model mitigations, we refer to interventions implemented by the developer at the level
of the model to reduce the likelihood and/or the severity of the model’s risks. We recognize that
different developers may use different terminology for mitigations, or conceptualize mitigations dif-
ferently. We will award this point for any clear, but potentially incomplete, description of multiple
mitigations associated with the model’s risks. Alternatively, we will award this point if the developer
reports that it does not mitigate risk.

• References: Solaiman et al. (2023), Weidinger et al. (2021)

58. Model → Model Mitigations → Mitigations demonstration

• Definition: Are the model mitigations demonstrated?

• Notes: Demonstrations refer to illustrative examples or other forms of showing the mitigations that
are legible or understandable for the general public, without requiring specific technical expertise.
We recognize that different developers may use different terminology for mitigations, or conceptualize
mitigations differently. We will award this point for clear demonstrations of multiple mitigations.
We will also award this point if the developer reports that it does not mitigate the risks associated
with the model.

• References: Solaiman et al. (2023), Weidinger et al. (2021)

59. Model → Model Mitigations → Mitigations evaluation

• Definition: Are the model mitigations rigorously evaluated, with the results of these evaluations
reported?

• Notes: Rigorous evaluations refer to precise quantifications of the model’s behavior in relation to
the mitigations associated with its risks. We will award this point for clear evaluations of multiple
mitigations.

• References: Huang et al. (2023), Weidinger et al. (2021)
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60. Model → Model Mitigations → External reproducibility of mitigations evaluation

• Definition: Are the model mitigation evaluations reproducible by external entities?

• Notes: For an evaluation to be reproducible by an external entity, we mean that the associated
data is either (i) publicly available or (ii) described sufficiently such that a reasonable facsimile can
be constructed by the external entity. In addition, the evaluation protocol should be sufficiently
described such that if the evaluation is reproduced, any discrepancies with the developer’s results
can be resolved. In the case of mitigations evaluations, this will usually involve details about a
comparison to some baseline, which may be a different, unmitigated version of the model. We
recognize that there does not exist an authoritative or consensus standard for what is required for
an evaluation to be deemed externally reproducible. We will award this point for reproducibility of
multiple disclosed evaluations. In the event that an evaluation is not reproducible, a justification
by the model developer for why it is not possible for the evaluation to be made reproducible may
suffice.

• References: Kapoor & Narayanan (2023), Weidinger et al. (2021)

61. Model → Model Mitigations → Third party mitigations evaluation

• Definition: Can the model mitigations be evaluated by third parties?

• Notes: By third party, we mean entities that are significantly or fully independent of the model
developers. This indicator assesses whether it is possible for third parties to assess mitigations,
which is not restricted to the methods the developer uses to assess mitigations. In contrast to the
third party evaluation indicators for capabilities and risks, we will award this point if third party
evaluations are possible even if no third party has yet conducted them.

• References: Raji et al. (2022b), Weidinger et al. (2021)

62. Model → Trustworthiness → Trustworthiness evaluation

• Definition: Is the trustworthiness of the model rigorously evaluated, with the results of these evalu-
ations disclosed?

• Notes: Rigorous evaluations refer to precise quantifications of the model’s behavior in relation to its
trustworthiness. For example, this may include evaluations of the model’s robustness or reliability,
its uncertainty, calibration, or causality, or its interpretability or explainability. We recognize that
trustworthiness may not perfectly align with evaluations, and that different developers may associate
trustworthiness with evaluations differently. We will award this point for a clear evaluation of the
trustworthiness of the model.

• References: Brundage et al. (2020), Wang et al. (2023a)
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63. Model → Trustworthiness → External reproducibility of trustworthiness evaluation

• Definition: Are the trustworthiness evaluations reproducible by external entities?

• Notes: For an evaluation to be reproducible by an external entity, we mean that the associated
data is either (i) publicly available or (ii) described sufficiently such that a reasonable facsimile can
be constructed by the external entity. In addition, the evaluation protocol should be sufficiently
described such that if the evaluation is reproduced, any discrepancies with the developer’s results
can be resolved. We recognize that there does not exist an authoritative or consensus standard for
what is required for an evaluation to be deemed externally reproducible. Evaluations on standard
benchmarks are assumed to be sufficiently reproducible for the purposes of this index. We will
award this point for reproducibility of at least one evaluation. In the event that an evaluation is not
reproducible, we may accept a justification by the model developer for why it is not possible for the
evaluation to be made reproducible.

• References: Kapoor & Narayanan (2023), Shneiderman (2020)

64. Model → Inference → Inference duration evaluation

• Definition: Is the time required for model inference disclosed for a clearly-specified task on a clearly-
specified set of hardware?

• Notes: The duration should be reported in seconds to a precision of one significant figure (e.g.
0.002 seconds). We recognize that no established standard exists for the standardized reporting of
inference evaluation. Therefore, we permit the developer to specify the task and hardware setup, as
long as both are disclosed. The hardware in this evaluation need not be the hardware the developer
uses for inference if it in fact does any inference itself. For example, the specific task might be
generating 100,000 tokens as 5,000 sequences of length 20 and the fixed set of hardware might be 8
NVIDIA A100s. The hardware in this evaluation need not be the hardware the developer uses for
inference if it in fact does any inference itself.

• References: Reddi et al. (2020), Narayanan et al. (2023)

65. Model → Inference → Inference compute evaluation

• Definition: Is the compute usage for model inference disclosed for a clearly-specified task on a
clearly-specified set of hardware?

• Notes: Compute usage for inference should be reported in FLOPS to a precision of one significant
figure (e.g. 5 x 1025 FLOPS). We recognize that no established standard exists for the standard-
ized reporting of inference evaluation. Therefore, we permit the developer to specify the task and
hardware setup, as long as both are clear. For example, the specific task might be generating 100k
tokens as 5k sequences of length 20 and the fixed set of hardware might be 8 NVIDIA A100s. The
hardware in this evaluation need not be the hardware the developer uses for inference if it in fact
does any inference itself.

• References: Reddi et al. (2020), Narayanan et al. (2023)
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66. Downstream → Distribution → Release decision-making

• Definition: Is the developer’s protocol for deciding whether or not to release a model disclosed?

• Notes: We recognize that the release of a foundation model falls along a spectrum, with many forms
of partial release, and that different developers may conceptualize release differently. We will award
this point for any clear protocol that discusses the decision-making process, including if the protocol
is more general to the developer rather than the specific foundation model under consideration.

• References: Solaiman (2023), Liang et al. (2022a)

67. Downstream → Distribution → Release process

• Definition: Is a description of the process of how the model was released disclosed?

• Notes: A description of the release process might include information about who received access to
the model at what stage of the release of the model. For example, a developer might conduct a staged
release where it releases the model to a select group at first and subsequently makes the model more
widely available. We recognize that the release of a foundation model falls along a spectrum, with
many different forms of release, and that different developers may conceptualize release differently.
We will award this point for any detailed discussion of the release process, including if the discussion
is more general to the developer rather than the specific foundation model under consideration.

• References: Solaiman (2023), Liang et al. (2022a)

68. Downstream → Distribution → Distribution channels

• Definition: Are all distribution channels disclosed?

• Notes: By distribution channel, we mean any pathway by which the model is made accessible
to entities beyond the developer. We recognize that distribution channels may arise without the
knowledge of the model developer. For example, the weights of a model may be released through
one distribution channel and then be distributed through other channels. We will award this point
if the developer discloses all of the distribution channels of which it is aware.

• References: Cobbe et al. (2023), Widder & Wong (2023)
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69. Downstream → Distribution → Products and services

• Definition: Does the developer disclose whether any products and services offered by the developer
are dependent on the model?

• Notes: We recognize that a developer may provide many products and services that depend on a
foundation model or internal derivatives of the model. We will award this point for a reasonable
best-effort description of any ways the developer makes internal use of the model in its products or
services.

• References: Cobbe et al. (2023), Cen et al. (2023)

70. Downstream → Distribution → Detection of machine-generated content

• Definition: Are any mechanisms for detecting content generated by this model disclosed?

• Notes: Such a mechanism might include storing a copy of all outputs generated by the model to
compare against, implementing a watermark when generating content using the model, or training
a detector post-hoc to identify such content. We will award this point if any such mechanism is
disclosed or if the developer reports that it has no such mechanism.

• References: Kirchenbauer et al. (2023), Kuditipudi et al. (2023)

71. Downstream → Distribution → Model License

• Definition: Is a license for the model disclosed?

• Notes: In the event that licenses are written more generally, it should be clear which assets they
apply to. We recognize that different developers may adopt different business models and therefor
have different types of model licenses. Examples of model licenses include responsible AI licenses,
open-source licenses, and licenses that allow for commercial use.

• References: Pistilli et al. (2023), Chen et al. (2023a)

72. Downstream → Distribution → Terms of service

• Definition: Are terms of service disclosed for each distribution channel?

• Notes: We will award this point if there are terms-of-service that appear to apply to the bulk of the
model’s distribution channels.

• References: Rakova et al. (2022), Liu et al. (2021)
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73. Downstream → Usage policy → Permitted and prohibited users

• Definition: Is a description of who can and cannot use the model disclosed?

• Notes: Such restrictions may relate to countries (e.g. US-only), organizations (e.g. no competitors),
industries (e.g. no weapons industry users) or other relevant factors. These restrictions on users are
often contained in multiple policies; we group them here for simplicity. We will awarded this point
for a clear description of permitted, restricted, and prohibited users of the model.

• References: Cohere (2022), Meta (2023)

74. Downstream → Usage policy → Permitted, restricted, and prohibited uses

• Definition: Are permitted, restricted, and prohibited uses of the model disclosed?

• Notes: We will award this point if at least two of the following three categories are disclosed: (i)
permitted uses, (ii) restricted uses, and (iii) prohibited uses. By restricted uses, we mean uses that
require a higher level of scrutiny (such as permission from or a separate contract with the developer)
to be permitted. These uses are generally included in an acceptable use policy, model license, or
usage policy.

• References: Cohere (2022), Meta (2023)

75. Downstream → Usage policy → Usage policy enforcement

• Definition: Is the enforcement protocol for the usage policy disclosed?

• Notes: By enforcement protocol, we refer to (i) mechanisms for identifying permitted and prohibited
users, (ii) mechanisms for identifying permitted/restricted/prohibited uses, (iii) steps the developer
takes to enforce its policies related to such uses, and (iv) the developer’s procedures for carrying
out these steps. We will award this point for a reasonable best-effort attempt to provide the bulk of
this information, though one line indicating the developer reserves the right to terminate accounts is
insufficient. Alternatively, we will award this point if the developer reports that it does not enforce
its usage policy.

• References: Cohere (2022), Meta (2023)

76. Downstream → Usage policy → Justification for enforcement action

• Definition: Do users receive a justification when they are subject to an enforcement action for
violating the usage policy?

• Notes: For example, does the developer disclose a protocol for telling users which part of the
usage policy they violated, when they did so, and what specifically was violative? Enforcement
actions refer to measures to limit a user’s ability to use the model, such as banning a user or
restricting their ability to purchase tokens. We will award this point if the developer discloses that
it gives justification for enforcement actions or, alternatively, if it discloses that it does not provide
justification for enforcement actions or that it does not enforce its usage policy.

• References: Cohere (2022), Meta (2023)
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77. Downstream → Usage policy → Usage policy violation appeals mechanism

• Definition: Is a mechanism for appealing potential usage policy violations disclosed?

• Notes: We will award this point if the developer provides a usage policy violation appeals mechanism,
regardless of whether it is provided via a user interface or distribution channel.

• References: Cohere (2022), Meta (2023)

78. Downstream → Model behavior policy → Permitted, restricted, and prohibited model behaviors

• Definition: Are model behaviors that are permitted, restricted, and prohibited disclosed?

• Notes: We refer to a policy that includes this information as a model behavior policy, or a developer’s
policy on what the foundation model can and cannot do (e.g. such a policy may prohibit a model from
generating child sexual abuse material). We recognize that different developers may adopt different
business models and that some business models may make enforcement of a model behavior policy
more or less feasible. We will award this point if at least two of the three categories (i.e. permitted,
restricted, and prohibited model behaviors) are disclosed. Alternatively, we will award this point if
the developer reports that it does not impose any restrictions on its model’s behavior.

• References: Reuter & Schulze (2023), Qi et al. (2023)

79. Downstream → Model behavior policy → Model behavior policy enforcement

• Definition: Is the enforcement protocol for the model behavior policy disclosed?

• Notes: By enforcement protocol, we refer to mechanisms for identifying whether model behavior
is permitted or prohibited and actions that may arise in the event the model behavior policy is
violated. For example, the developer may make updates to the model in response to issues with
the model’s adherence to the model behavior policy. We will award this point if there is a clear
description of the enforcement protocol, or if the developer reports that it does not enforce its model
behavior policy or that it has no such restrictions on the model’s behavior.

• References: Brundage et al. (2020), Qi et al. (2023)

80. Downstream → Model behavior policy → Interoperability of usage and model behavior policies

• Definition: Is the way that the usage policy and the model behavior policy interoperate disclosed?

• Notes: For example, if a user attempts to use the model for a prohibited use such as spam, how does
the model behavior policy apply if at all? We will also award this point if the developer reports that
it does not impose any restrictions on its model’s behavior in the event of usage policy violation.

• References: Reuter & Schulze (2023), Qi et al. (2023)
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81. Downstream → User Interface → User interaction with AI system

• Definition: For distribution channels with user-facing interfaces, are users notified (i) that they are
interacting with an AI system, (ii) of the specific foundation model they are interacting with, and
(iii) that outputs are machine-generated?

• Notes: A user-facing interface refers to the means by which the user interacts with the foundation
model, including how the user can observe outputs from the foundation model and other notifications.
We will award this point if, for all distribution channels with user-facing interfaces, the user is
provided adequate transparency as to the foundation model being distributed and the potential
presence of any model outputs.

• References: Wang et al. (2023b), Nakao et al. (2022)

82. Downstream → User Interface → Usage disclaimers

• Definition: For distribution channels with user-facing interfaces, are users provided with disclaimers
involving model use?

• Notes: A user-facing interface refers to the means by which the user interacts with the foundation
model, including how the user can observe outputs from the foundation model and other notifications.
Usage disclaimers could include information about what constitutes a usage policy violations or how
users should interpret model outputs. We will award this point if, for all distribution channels with
user-facing interfaces, the user is provided with usage disclaimers.

• References: Wang et al. (2023b), Nakao et al. (2022)

83. Downstream → User data protection → User data protection policy

• Definition: Are the protocols for how the developer stores, accesses, and shares user data disclosed?

• Notes: We will also award this point if the developer reports that it has no user data protection
policy.

• References: Nissenbaum (2024), King (2020)

84. Downstream → User data protection → Permitted and prohibited use of user data

• Definition: Are permitted and prohibited uses of user data disclosed?

• Notes: Developers use user data for a range of purposes such as building future models, updating
existing models, and evaluating both existing and future models. We will award this point if a
developer discloses its policy on the use of user data from interactions associated with this model,
including both permitted and prohibited uses. This may span different distribution channels if
multiple channels supply user data to the developer. Alternatively, we will award this point if the
developer reports it does not impose any limits on its use of user data.

• References: Nissenbaum (2024), King (2020)
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85. Downstream → User data protection → Usage data access protocol

• Definition: Is a protocol for granting external entities access to usage data disclosed?

• Notes: Usage data refers to the data created through user interaction with the model, such as user
inputs to the model and associated metadata such as the duration of the interaction. A usage data
access protocol refers to the steps, requirements, and considerations involved in granting external
entities access to usage data; this goes beyond stating the conditions under which related personal
information may be shared with external entities. We will award this point for a clear description of
the usage data access protocol or if the developer reports it does not share usage data with external
entities.

• References: Lapowsky (2018), King (2020)

86. Downstream → Model Updates → Versioning protocol

• Definition: Is there a disclosed version and versioning protocol for the model?

• Notes: By versioning, we mean that each instance of the model is uniquely identified and that
the model is guaranteed to not change when referring to a fixed version number; alternatively, the
version clearly indicating a specific instance of the model may be able to change by noting that it
is the "latest" or an "unstable" version. We recognize that different developers may adopt different
versioning practices that may differ from standard semantic versioning practices used elsewhere in
software engineering.

• References: Chen et al. (2023b), Lam et al. (2020)

87. Downstream → Model Updates → Change log

• Definition: Is there a disclosed change log for the model?

• Notes: By change log, we mean a description associated with each change to the model (which
should be indicated by a change in version number). We recognize that different developers may
adopt different practices for change logs that may differ from practices used elsewhere in software
engineering. We will award this point if the change log provides a clear description of changes that
is legible to a technical audience.

• References: Chen et al. (2023b), Li et al. (2016)

88. Downstream → Model Updates → Deprecation policy

• Definition: Is there a disclosed deprecation policy for the developer?

• Notes: By deprecation policy, we refer to a description of what it means for a model to be deprecated
and how users should respond to the deprecation (e.g. instructions to migrate to a newer version).
We will award this point for a clear disclosure of a deprecation policy or if there is no risk of
deprication (e.g. if the developer openly releases model weights).

• References: Chen et al. (2023b), Haryono et al. (2020)
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89. Downstream → Feedback → Feedback mechanism

• Definition: Is a feedback mechanism disclosed?

• Notes: By feedback mechanism, we refer to a means for external entities to report feedback or issues
that arise in relation to the foundation model. Such entities may include but are not necessarily
limited to users. We will award this point if the developer discloses a feedback mechanism that has
been implemented.

• References: Bommasani et al. (2023b), Raji et al. (2022b)

90. Downstream → Feedback → Feedback summary

• Definition: Is a report or summary disclosed regarding the feedback the developer received or,
alternatively, the way the developer responded to that feedback?

• Notes: We recognize that there does not exist an authoritative or consensus standard for what is
required in a feedback report. For this reason, we will award this point if there is a meaningful,
though potentially vague or incomplete, summary of feedback received.

• References: Chen et al. (2021), Piorkowski et al. (2022)

91. Downstream → Feedback → Government inquiries

• Definition: Is a summary of government inquiries related to the model received by the developer
disclosed?

• Notes: Such government inquiries might include requests for user data, requests that certain content
be banned, or requests for information about a developer’s business practices. We recognize that
there does not exist an authoritative or consensus standard for what is required for such a summary
of government inquiries. For this reason, we will award this point if (i) there is a meaningful, though
potentially vague or incomplete, summary of government inquiries, or (ii) a summary of government
inquiries related to user data.

• References: Chou, Bommasani et al. (2023b)

92. Downstream → Impact → Monitoring mechanism

• Definition: For each distribution channel, is a monitoring mechanism for tracking model use dis-
closed?

• Notes: By monitoring mechanism, we refer to a specific protocol for tracking model use that goes
beyond an acknowledgement that usage data is collected. We will also award this point for a
reasonable best-effort attempt to describe monitoring mechanisms, or if a developer discloses that a
distribution channel is not monitored.

• References: Springer & Whittaker (2018), Bommasani et al. (2023b)
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93. Downstream → Impact → Downstream applications

• Definition: Across all forms of downstream use, is the number of applications dependent on the
foundation model disclosed?

• Notes: We recognize that there does not exist an authoritative or consensus standard for what
qualifies as an application. We will award this point if there is a meaningful estimate of the number
of downstream applications, along with some description of what it means for an application to be
dependent on the model.

• References: Vipra & Korinek (2023), Bommasani et al. (2023b)

94. Downstream → Impact → Affected market sectors

• Definition: Across all downstream applications, is the fraction of applications corresponding to each
market sector disclosed?

• Notes: By market sector, we refer to an identifiable part of the economy. While established standards
exist for describing market sectors, we recognize that developers may provide vague or informal
characterizations of market impact. We will award this point if there is a meaningful, though
potentially vague or incomplete, summary of affected market sectors.

• References: Vipra & Korinek (2023), Bommasani et al. (2023b)

95. Downstream → Impact → Affected individuals

• Definition: Across all forms of downstream use, is the number of individuals affected by the foun-
dation model disclosed?

• Notes: By affected individuals, we principally mean the number of potential users of applications.
We recognize that there does not exist an authoritative or consensus standard for what qualifies as
an affected individual. We will award this point if there is a meaningful estimate of the number of
affected individuals along with a clear description of what it means for an individual to be affected
by the model.

• References: Vipra & Korinek (2023), Bommasani et al. (2023b)

96. Downstream → Impact → Usage reports

• Definition: Is a usage report that gives usage statistics describing the impact of the model on users
disclosed?

• Notes: We recognize that there does not exist an authoritative or consensus standard for what is
required in a usage report. Usage statistics might include, for example, a description of the major
categories of harm that has been caused by use of the model. We will award this point if there is a
meaningful, though potentially vague or incomplete, summary of usage statistics.

• References: Brown (2023), Bommasani et al. (2023b)
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97. Downstream → Impact → Geographic statistics

• Definition: Across all forms of downstream use, are statistics of model usage across geographies
disclosed?

• Notes: We will award this point if there is a meaningful, though potentially incomplete or vague,
disclosure of geographic usage statistics at the country-level.

• References: Brown (2023), Bommasani et al. (2023b)

98. Downstream → Impact → Redress mechanism

• Definition: Is any mechanism to provide redress to users for harm disclosed?

• Notes: We will also award this point if the developer reports it does not have any such redress
mechanism.

• References: Vipra & Myers West (2023), Bommasani et al. (2023b)

99. Downstream → Documentation for Deployers → Centralized documentation for downstream use

• Definition: Is documentation for downstream use centralized in a centralized artifact?

• Notes: Centralized documentation for downstream use refers to an artifact, or closely-linked artifacts,
that consolidate relevant information for making use of or repurposing the model. Examples of these
kinds of artifacts include a website with dedicated documentation information, a github repository
with dedicated documentation information, and an ecosystem card. We recognize that different
developers may take different approaches to centralizing information. We will award this point
if there is a clearly-identified artifact(s) that contains the majority of substantive information (e.g.
capabilities, limitations, risks, evaluations, distribution channels, model license, usage policies, model
behavior policies, feedback and redress mechanisms, dependencies).

• References: Gebru et al. (2021), Mitchell et al. (2019)

100. Downstream → Documentation for Deployers → Documentation for responsible downstream
use

• Definition: Is documentation for responsible downstream use disclosed?

• Notes: Such documentation might include details on how to adjust API settings to promote respon-
sible use, descriptions of how to implement mitigations, or guidelines for responsible use. We will
also award this point if the developer states that it does not provide any such documentation. For
example, the developer might state that the model is offered as is and downstream developers are
accountable for using the model responsibly.

• References: Bommasani et al. (2023b), Brown (2023)
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C Search protocol

In this section, we outline the search process we used to look for evidence that a foundation model developer
satisfies our requirements for a given indicator.

C.1 General search process

C.1.1 Keyword Definitions

Each item under review has associated search keywords in our GitHub repository.69

C.1.2 Model-Item Pair Searches

For every model-item pair, we conduct a search using the defined keywords within the centralized resources
associated with the respective models listed below.

C.1.3 Search Methodology

We employ the following format for every model-item-keyword tuple while using Google search, and read
through the first 10 search results.

s i t e : [ Refer to deve loper ’ s webs i te l i s t below ] [ Refer to model name l i s t below
] [ Enter keyword ]

For example, for GPT-4’s energy efficiency item, the searches would be:

s i t e : openai . com gpt−4 energy
s i t e : openai . com gpt−4 e f f i c i e n

C.1.4 Justification

We note the source (e.g., website, company blog post, paper) for each piece of evidence that helped confirm
an item is present, alongside the justification. We link to an archive.org URL that contains the justification
(instead of linking to developers’ pages directly), to maintain records.

C.1.5 Avoid Search Personalization

To minimize the influence of personalized search results, we perform all searches in a private or incognito
browser tab.

C.1.6 Determination Criteria

If we find one piece of evidence that fully justifies 1 point - or, in rarer cases, 0 points - for an item, we don’t
perform other searches.

C.1.7 Distribution Channels

In certain limited cases where the above steps fail to generate any information for indicators related to
distribution channels, we interact with the developer’s intended distribution channel (if disclosed), such as
its API or its preferred deployment partner’s API, or the documentation related to this API. We search for
the required information via this distribution channel to the extent possible. We also use proxies, such as
model playgrounds, if enterprise access is otherwise required.

69https://www.github.com/stanford-crfm/fmti

106

https://www.github.com/stanford-crfm/fmti


Published in Transactions on Machine Learning Research (02/2025)

C.2 Developer website

• AI21 Labs (Jurassic-2): ai21.com

• Amazon (Titan Text): aws.amazon.com/bedrock/titan/

• Anthropic (Claude): anthropic.com

• Cohere (Command): cohere.com

• Google (PaLM 2): ai.google

• Hugging Face (BLOOMZ): bigscience.huggingface.co

• Inflection (Inflection-1): inflection.ai

• Meta (Llama 2): ai.meta.com

• OpenAI (GPT-4): openai.com

• StabilityAI (Stable Diffusion 2): stability.ai

C.3 Centralized resources for all models

C.3.1 AI21 Labs (Jurassic-2)

• https://docs.ai21.com/docs/jurassic-2-models

• https://docs.ai21.com/docs/responsible-use

• https://uploads-ssl.webflow.com/60fd4503684b466578c0d307/61138924626a6981ee09caf6
_jurassic_tech_paper.pdf

• https://www.ai21.com/blog/introducing-j2

• https://docs.ai21.com/docs/responsible-use#usage-guidelines

• https://studio.ai21.com/terms-of-use

• https://studio.ai21.com/privacy-policy

• https://docs.ai21.com/changelog

C.3.2 Amazon (Titan Text)

• https://aws.amazon.com/bedrock/titan/

• https://docs.aws.amazon.com/pdfs/bedrock/latest/APIReference/bedrock-api.pdf#API_L
istFoundationModels

• https://aws.amazon.com/aup/

C.3.3 Anthropic (Claude 2)

• https://legal.anthropic.com/#aup

• https://vault.pactsafe.io/s/9f502c93-cb5c-4571-b205-1e479da61794/legal.html#aup

• https://console.anthropic.com/docs/api/supported-regions

• https://legal.anthropic.com/#terms

• https://legal.anthropic.com/#privacy
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• https://docs.anthropic.com/claude/docs

• https://www.anthropic.com/index/claude-2

• https://www.anthropic.com/earlyaccess

• https://www-files.anthropic.com/production/images/Model-Card-Claude-2.pdf

• https://www.anthropic.com/index/frontier-threats-red-teaming-for-ai-safety
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C.3.4 Cohere (Command)
• https://docs.cohere.com/docs/

• https://cohere.com/security

• https://dashboard.cohere.ai/playground/generate

• https://cohere.com/terms-of-use

• https://cloud.google.com/blog/products/ai-machine-learning/accelerating-language-m
odel-training-with-cohere-and-google-cloud-tpus

• https://cohere.com/data-usage-policy

• https://cohere.com/privacy

• https://cohere-inc.secureframetrust.com/

C.3.5 Google (PaLM 2)
• https://ai.google/static/documents/palm2techreport.pdf

• https://developers.generativeai.google/models/language

• https://policies.google.com/terms/generative-ai/use-policy

• https://developers.generativeai.google/guide/safety_guidance

• https://developers.generativeai.google/products/palm

• https://developers.generativeai.google/available_regions

• https://developers.generativeai.google/terms#content_license_and_data_use

C.3.6 Hugging Face (BLOOMZ)
• https://arxiv.org/abs/2211.01786

• https://huggingface.co/docs/transformers/model_doc/bloom

• https://huggingface.co/bigscience/bloom

• https://arxiv.org/abs/2303.03915

• https://arxiv.org/abs/2211.05100

• https://proceedings.neurips.cc/paper_files/paper/2022/file/ce9e92e3de2372a4b93353e
b7f3dc0bd-Paper-Datasets_and_Benchmarks.pdf

C.3.7 Inflection (Inflection-1)
• https://inflection.ai/assets/Inflection-1.pdf

• https://inflection.ai/inflection-1

• https://inflection.ai/assets/MMLU-Examples.pdf

• https://heypi.com/policy#privacy

• https://inflection.ai/safety

C.3.8 Meta (Llama 2)
• https://arxiv.org/pdf/2307.09288.pdf

• https://github.com/facebookresearch/llama/blob/main/MODEL_CARD.md

• https://ai.meta.com/static-resource/responsible-use-guide/
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C.3.9 OpenAI (GPT-4)

• https://openai.com/research/gpt-4

• https://openai.com/policies/usage-policies

• https://openai.com/form/chat-model-feedback

• https://platform.openai.com/docs

• https://openai.com/customer-stories

• https://status.openai.com/

• https://openai.com/policies/terms-of-use

• https://cdn.openai.com/policies/employee-data-privacy-notice.pdf

• https://cdn.openai.com/papers/gpt-4-system-card.pdf

• https://arxiv.org/pdf/2303.08774.pdf

• https://openai.com/research/triton

• https://openai.com/pricing

• https://platform.openai.com/docs/deprecations

• https://openai.com/waitlist/gpt-4-api

• https://openai.com/our-structure

• https://openai.com/api-data-privacy

C.3.10 StabilityAI (Stable Diffusion 2)

• https://huggingface.co/stabilityai/stable-diffusion-2

• https://openreview.net/forum?id=M3Y74vmsMcY

• https://huggingface.co/terms-of-service

• https://huggingface.co/stabilityai/stable-diffusion-2/blob/main/LICENSE-MODEL

• https://platform.stability.ai/legal/terms-of-service

• https://stability.ai/use-policy
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D Calls for transparency

In recent years, transparency has been a rallying cry for activists, a boon to researchers, and a tangible first
step for governments interested in regulating foundation models. Here we outline some of the salient calls
for transparency to illustrate the different stakeholders with an interest in a more transparent foundation
model ecosystem.

Calls for transparency from governments.

A wide variety of governments have made transparency in the development of foundation models a top
priority in their wider agenda for AI regulation. In the U.S., the White House has secured voluntary com-
mitments from 16 companies that include a commitment "to publicly reporting their AI systems’ capabilities,
limitations, and areas of appropriate and inappropriate use" in the form of "transparency reports."70 The AI
Risk Management Framework from the U.S. National Institute for Standards and Technology outlines the
U.S. federal government’s current approach to transparency for foundation models and other AI systems.71

The AI Risk Management Framework states "Trustworthy AI depends upon accountability. Accountability
presupposes transparency. Transparency reflects the extent to which information about an AI system and
its outputs is available to individuals interacting with such a system ... Meaningful transparency provides
access to appropriate levels of information based on the stage of the AI lifecycle and tailored to the role or
knowledge of AI actors or individuals interacting with or using the AI system."

The SAFE framework for regulating AI proposed by Senate Majority Leader Schumer aims to ensure that
"AI is developed and deployed in a responsible and transparent manner" and to "support US-led innovation
in AI technologies—including innovation in security, transparency and accountability."72 Transparency is
also one of the five pillars of the bipartisan framework for a U.S. AI Act proposed by Senators Hawley and
Blumenthal; their framework specifically suggests "requiring transparency from the companies developing and
deploying A.I. systems" as it relates to training data, limitations, accuracy, safety, and user interaction with
an AI system.73 A variety of other draft legislation in the U.S. would require a higher level of transparency
for foundation model developers, such as the Algorithmic Accountability Act74 at the federal level and
California’s Safety in Artificial Intelligence Act.75

In the EU, transparency and information sharing have become a central focus of the draft EU AI Act. For in-
stance, Article 52 of the Act imposes "transparency obligations" for some types of AI systems. The European
Parliament’s draft of the AI Act included specific obligations for foundation model developers: "foundation
models should have information obligations and prepare all necessary technical documentation for poten-
tial downstream providers to be able to comply with their obligations under this Regulation. Generative
foundation models should ensure transparency about the fact the content is generated by an AI system, not
by humans."76 Developers of high-risk AI systems may also be required to provide additional transparency
about their systems such that deployers have adequate information about risks and how to mitigate them.

China has gone a step further, with the central government adopting regulations that impose transparency
requirements on foundation model deployers. China’s "Interim Measures for the Management of Generative
Artificial Intelligence Services" state that organizations deploying foundation models, including via an API,
must "employ effective measures to increase transparency in generative AI services."77 The law further

70See https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-admin
istration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-p
osed-by-ai/ and https://www.whitehouse.gov/wp-content/uploads/2023/07/Ensuring-Safe-Secure-and-Trustworthy-AI.
pdf and https://www.whitehouse.gov/briefing-room/statements-releases/2023/09/12/fact-sheet-biden-harris-admin
istration-secures-voluntary-commitments-from-eight-additional-artificial-intelligence-companies-to-manage-the
-risks-posed-by-ai/ and https://www.whitehouse.gov/wp-content/uploads/2023/09/Voluntary-AI-Commitments-Septemb
er-2023.pdf

71https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
72https://www.democrats.senate.gov/imo/media/doc/schumer_ai_framework.pdf
73https://www.blumenthal.senate.gov/imo/media/doc/09072023bipartisanaiframework.pdf
74See https://www.congress.gov/bill/118th-congress/house-bill/5628/all-info?s=2&r=1 and https://docs.google.

com/document/d/1A1bJ1mkIfE3eZuSbDmz3HGVtOvQDegHl53q3ArO7m44/
75https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202320240SB294
76https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.pdf
77http://www.cac.gov.cn/2023-07/13/c_1690898327029107.htm
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specifies that "providers shall formulate clear, specific, and feasible tagging rules" for data and that "providers
shall establish and complete mechanisms for making complaints and reports, setting up easy complaint and
reporting portals, disclosing the process for handling them and the time limits for giving responses."

Many other governments have also highlighted the importance of transparency in the development and use of
foundation models. Canada has released a "Voluntary Code of Conduct on the Responsible Development and
Management of Advanced Generative AI Systems," which has been signed by Cohere, the Montreal Institute
for Learning Algorithms, and the Vector Institute among other organizations.78 Canada’s Voluntary Code of
Conduct states that signatories commit to achieve transparency such that "sufficient information is published
to allow consumers to make informed decisions and for experts to evaluate whether risks have been adequately
addressed." It further specifies that "developers of advanced generative systems available for public use" are
required to "Publish information on capabilities and limitations of the system... Develop and implement a
reliable and freely available method to detect content generated by the system, with a near-term focus on
audio-visual content (e.g., watermarking). ... Publish a description of the types of training data used to
develop the system, as well as measures taken to identify and mitigate risks." Japan is reportedly in the
process of adopting its own code of conduct, which may go beyond voluntary commitments.79

India’s report on "Impact, Opportunity, and Challenges of Generative AI," coauthored by India’s Ministry
of Electronics and Information Technology, states that transparency should be a central feature of India’s
regulatory framework for ensuring responsible use of generative AI.80 The United Arab Emirates’ generative
AI guide, published by the Office of the Minister for Artificial Intelligence, Digital Economy, and Remote
Work Applications, highlights the importance of transparency for generative AI in terms of data protection:
"Transparency is crucial to data privacy because it enables individuals to know how their data is collected,
processed, and used by organizations. By being transparent, organizations can provide clear and concise
information about their data privacy practices, policies, and procedures."81 Data protection authorities
around the world are "de facto regulating generative AI" by using their existing authorities, including those
related to information sharing; for example, data protection authorities in Brazil, Japan, and South Korea
launched investigations into OpenAI’s ChatGPT in 2023.82

Some governments have highlighted the fact that existing transparency requirements already apply to foun-
dation model developers and ought to be enforced as such. The UK Competition and Markets Authority
notes that transparency requirements are already in place under consumer protection law, and that foun-
dation model developers must comply with the transparency provisions of the UK Consumer Rights Act.83

The U.S. Federal Trade Commission has stated that "we take note–and can take action–if companies aren’t
upfront about what consumers are buying, who made it, how it was made, or what rights people have in
their own creations. ... When offering a generative AI product, [companies] may need to tell customers
whether and the extent to which the training data includes copyrighted or otherwise protected material."84

It is also worth noting that many governments have emphasized the importance of transparency in the
development and use of AI systems outside of the context of foundation models. The national AI strategies of
Colombia,85, Egypt,86 Indonesia,87, and India88 highlight the importance of transparency as do the national
AI strategies of other countries.89

78https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-a
dvanced-generative-ai-systems

79https://english.kyodonews.net/news/2023/10/3b83adf1e28d-japans-ai-draft-guidelines-ask-for-measures-to-a
ddress-overreliance.html

80https://indiaai.s3.ap-south-1.amazonaws.com/docs/generative-ai-report.pdf
81https://ai.gov.ae/wp-content/uploads/2023/04/406.-Generative-AI-Guide_ver1-EN.pdf
82https://fpf.org/blog/how-data-protection-authorities-are-de-facto-regulating-generative-ai/
83https://www.gov.uk/government/publications/ai-foundation-models-initial-report
84https://www.ftc.gov/business-guidance/blog/2023/08/cant-lose-what-you-never-had-claims-about-digital-ownership-

creation-age-generative-ai
85https://colaboracion.dnp.gov.co/CDT/Conpes/EconÃşmicos/3975.pdf
86https://mcit.gov.eg/Upcont/Documents/Publications_672021000_Egypt-National-AI-Strategy-English.pdf
87https://ai-innovation.id/images/gallery/ebook/stranas-ka.pdf
88https://www.niti.gov.in/sites/default/files/2019-01/NationalStrategy-for-AI-Discussion-Paper.pdf
89https://oecd.ai/en/dashboards/overview
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Calls for transparency from international organizations. The UN High Commissioner for Human
Rights, Volker Türk, has argued that existing rules for businesses squarely apply to foundation model develop-
ers. In a speech in July 2023, Türk stated that generative AI "companies must live up to their responsibilities
to respect human rights in line with the Guiding Principles on Business and Human Rights."90 In addition to
requiring human rights due diligence, the UN Guiding Principles on Business and Human Rights explicitly
refer to transparency as it relates to a company’s obligation to (i) transparently communicate the human
rights impact of its products and (ii) be transparent in administering grievance processes.91

Türk further argued that without adequate guarantees of transparency, generative AI and other types of
AI systems should be banned or suspended. He said "regulations need to require assessment of the human
rights risks and impacts of AI systems before, during, and after their use. Transparency guarantees, inde-
pendent oversight, and access to effective remedies are needed, particularly when the State itself is using AI
technologies. AI technologies that cannot be operated in compliance with international human rights law
must be banned or suspended until such adequate safeguards are in place."

UN Secretary-General António Guterres has foregrounded transparency as well. The UN’s digital agenda,
summarized in Guterres’ Global Digital Compact, makes three key proposals related to transparency: (i) the
international community should "make transparency, fairness and accountability the core of AI governance,"
(ii) governments should "consider the adoption of a declaration on data rights that enshrines transparency,"
and (iii) researchers and companies should be responsible for transparently communicating the risks of AI
systems.92

The G7 Hiroshima AI Process, which was launched in May 2023 and focuses on generative AI, makes
"promotion of transparency" one of its core aims.93 A September 2023 joint statement on the Hiroshima
AI Process by G7 Digital and Technology Ministers committed the G7 to "develop guiding principles for
organizations developing, deploying, and using advanced AI systems, in particular foundation models and
generative AI," and stated that one such guiding principle could be "publicly report models’ capabilities,
limitations and domains of appropriate and inappropriate use, ensuring sufficient transparency."94

More broadly, international organizations have long noted that transparency is essential for responsible
development of AI systems. The OECD AI Principles, adopted in 2019, include transparency as one of
five principles for trustworthy AI. The principle on “transparency and explainability” reads: “AI Actors
should commit to transparency and responsible disclosure regarding AI systems. To this end, they should
provide meaningful information, appropriate to the context, and consistent with the state of art: (i) to
foster a general understanding of AI systems; (ii) to make stakeholders aware of their interactions with AI
systems, including in the workplace; (iii) to enable those affected by an AI system to understand the outcome;
and, (iv.) to enable those adversely affected by an AI system to challenge its outcome based on plain and
easy-to-understand information on the factors, and the logic that served as the basis for the prediction,
recommendation or decision.”95 The G20 AI Principles, also adopted in 2019, include this OECD principle
on transparency verbatim. 96 A number of other countries have committed to the OECD AI Principles,
including Argentina, Brazil, Egypt, and Singapore.97

90https://www.ohchr.org/en/statements/2023/07/artificial-intelligence-must-be-grounded-human-rights-says-h
igh-commissioner

91For instance, the UN Guiding Principles on Business and Human Rights state, "The responsibility to respect human rights
requires that business enterprises have in place policies and processes through which they can both know and show that they
respect human rights in practice. Showing involves communication, providing a measure of transparency and accountability to
individuals or groups who may be impacted and to other relevant stakeholders, including investors." See https://www.ohchr.
org/sites/default/files/documents/publications/guidingprinciplesbusinesshr_en.pdf

92https://indonesia.un.org/sites/default/files/2023-07/our-common-agenda-policy-brief-gobal-digi-compact-e
n.pdf

93https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/20/g7-hiroshima-leaders-communique/
94https://www.politico.eu/wp-content/uploads/2023/09/07/3e39b82d-464d-403a-b6cb-dc0e1bdec642-230906_Minister

ial-clean-Draft-Hiroshima-Ministers-Statement68.pdf
95https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
96https://wp.oecd.ai/app/uploads/2021/06/G20-AI-Principles.pdf
97https://oecd.ai/en/ai-principles
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Calls for transparency from foundation model developers. Foundation model developers have also
called for greater transparency and touted the benefits of transparency in their own business practices. For
example, in June 2022 AI21 Labs, Cohere, and OpenAI published "Joint Recommendation for Language
Model Deployment" that advocated for increased transparency (Cohere, 2022). Their recommendations
stated that developers should “Publish usage guidelines and terms of use of LLMs ... Document known
weaknesses and vulnerabilities, such as bias or ability to produce insecure code ... Documentation should
also include model and use-case-specific safety best practices."

Individual developers have highlighted the importance of transparency as well. Anthropic ties the importance
of transparency to interpretability in its paper on Constitutional AI and in describing the company’s "Core
Views on AI Safety" (Bai et al., 2022).98 Inflection prioritizes transparency in its decision-making about the
choices it makes with regard to safety. Inflection’s Safety Policy states "Safety at its heart is a question of
values. Companies choose what risks to prioritize, and how to address them. We believe the best principle
is to be deliberate about these choices, and transparent with our users about the specific values we build
into our AIs. We may prioritize values that you disagree with. That’s OK. We think that there is room for
many perspectives ... We commit to sharing publicly what positions we aim to take in our AIs."99

OpenAI has argued that transparency can help companies work together to mitigate safety concerns re-
garding foundation models.100 Askell et al. (2019) argue "information that companies provide about their
intentions and actions—how transparent they are—can play an important role in whether other compa-
nies will cooperate with them." OpenAI also requires transparency from its suppliers: OpenAI’s Supplier
Code of Conduct states that "OpenAI expects all Suppliers to adhere to the highest standards of integrity,
transparency, honesty, and ethical conduct in all their business dealings."101

Cohere states that transparency is important for its responsible development of large language models,
noting that it has "invested in technical and non-technical measures to mitigate potential harm and make
our development processes transparent."102 Cohere’s Usage Guidelines prohibit users from using Cohere’s
platform for applications with "no transparency," meaning those that "do not disclose that the content is
generated through automated means."103

Stability AI has called for transparency in connection with its advocacy for open foundation models. In
a May 2023 report submitted to the U.S. Senate Judiciary Subcommittee on Privacy, Technology, and the
Law, Stability AI wrote "Models like Stable Diffusion and StableLM demonstrate our commitment to AI
technology that is transparent, accessible, and human-centric: ... We develop open models for transparency.
Researchers can ‘look under the hood’ to verify performance, identify potential risks, and help develop
safeguards. Organizations across the public and private sector can customize these models for their own
needs without exposing sensitive data or ceding control of their AI capabilities."104 The report further
argues "These principles can help to advance important policy objectives. Transparent models promote
safety and security. ... open models enable the transparent identification, assessment, and management of
risks consistent with the National Institute of Standards and Technology AI Risk Management Framework."

Hugging Face has also called for transparency as part of its push for open foundation models. In written
testimony before the U.S. House Committee on Science, Space, and Technology, Hugging Face CEO Clement
Delangue stated "Rigorous documentation practices for AI systems, with transparent reporting that follows
well-defined protocols, serves three main goals: incentivizing responsible development; ensuring researchers
and developers consider values and priorities that may otherwise be overlooked; and creating a paper trail
for review. ... transparency from entities about how and where they deploy AI systems to understand what

98As the blog post summarizing the paper states, "Constitutional AI is also helpful for transparency: we can easily specify,
inspect, and understand the principles the AI system is following." See https://www.anthropic.com/index/claudes-constit
utionandhttps://www.anthropic.com/index/core-views-on-ai-safety

99https://inflection.ai/safety
100https://openai.com/research/cooperation-on-safety
101https://openai.com/policies/supplier-code
102https://cohere.com/responsibility
103https://docs.cohere.com/docs/usage-guidelines
104https://stability.ai/blog/stability-ai-letter-us-senate-ai-oversight
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evaluations are most urgently needed."105 Hugging Face has, along with various partners, released a number
of artifacts that advance transparency such as tools for exploring datasets (Piktus et al., 2023).

In articulating Meta’s position with respect to Llama 2, Touvron et al. (2023) state that "It is important to
understand what is in the pretraining data both to increase transparency and to shed light on root causes of
potential downstream issues, such as potential biases. ... open releases promote transparency and allow more
people to access AI tools, democratizing the technology and decentralizing AI expertise." Meta’s Responsible
Use Guide for Llama 2 encourages downstream developers to "build transparency and reporting mechanisms
in user interactions ... consider ways to provide transparency to end users regarding potential risks and
limitations of the system prior to or at the time of user interaction." 106

Amazon makes clear that transparency is important with respect to the way in which it communicates its
policies to users. Amazon Web Services’ Data Privacy Center states that "Our contracts are written in plain,
straightforward language to be transparent and help you understand the data privacy protections that we
offer. We also provide ongoing data transparency reporting."107

Google highlights transparency in its AI principles, writing "For datasets and models, the consistent outcome
is to create and publish detailed documentation of datasets and models in the form of structured transparency
artifacts known as data and model cards (see the following section for details), which function like nutrition
labels, providing information such as the provenance of the data (if a data card) and model performance
when tested for fairness (if a model card)."108 Google’s AI principles also detail the "Transparency Artifacts"
that Google researchers have built, such as Healthsheets and a Data Cards Playbook.

Microsoft has also produced such artifacts, namely in the form of "Transparency Notes," which "are intended
to help you understand how our AI technology works, the choices system owners can make that influence
system performance and behavior, and the importance of thinking about the whole system, including the
technology, the people, and the environment."109

A large number of developers and deployers that we do not assess have also expressed the importance of
transparency (Jobin et al., 2019; Fjeld et al., 2020; WEF, 2023). Notable among them is EleutherAI, a
non-profit research group that is a leading developer of open foundation models (Skowron & Biderman,
2023). Phang et al. (2022) write that "EleutherAI’s approach to research goes beyond transparency: by
doing research entirely in public, anyone in the world can observe and contribute at every stage," adding
that such public-facing research fosters a highly collaborative, diverse, and innovative research community.

Calls for transparency from researchers, civil society, and labor. While governments and compa-
nies have consistently underscored the value of transparency, less powerful actors have banded together to
push public and private entities to meaningfully improve transparency along with the business practices that
transparency uncovers.

Researchers have driven much of the improvement in transparency for foundation model developers, with
innovations like model cards, datasheets, and data statements leading to substantial gains (Mitchell et al.,
2018; Gebru et al., 2018; Bender & Friedman, 2018a). Some have sought to solidify these improvements
in transparency by strengthening the field of algorithmic auditing (Costanza-Chock et al., 2022). Mozilla’s
Open Source Audit Tooling project calls for better infrastructure to evaluate and audit AI systems (Raji,
2022). Another proposal to bolster the auditing ecosystem is for governments to conduct third-party audits
of AI systems under their existing authority to protect consumers and data subjects (Miller, 2021).

Recently, coalitions of researchers led by organizations like LAION have come together to call for greater
transparency in the foundation model ecosystem (LAION, 2023). In recent congressional hearings, expert
testimony has expressed "The Need for Transparency in Artificial Intelligence" (Gregory, 2023). Belli
& Gaspar (2023) detail the central importance of transparent foundation models from the perspective of

105https://republicans-science.house.gov/_cache/files/5/5/551f066b-4483-4efd-b960-b36bc02d4b66/B82DBAFFA56F31
799E058FB2755C2348.2023-06-22-mr.-delangue-testimony.pdf

106https://ai.meta.com/static-resource/responsible-use-guide/
107https://aws.amazon.com/compliance/data-privacy/Privacy_at_AWS_
108https://ai.google/static/documents/ai-principles-2022-progress-update.pdf
109https://learn.microsoft.com/en-us/legal/cognitive-services/language-service/transparency-note
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experts across Asia, Africa, and Latin America. Other researchers still have argued that transparency, while
necessary, is far from sufficient to regulate AI (Hartzog, 2023).

Data workers employed as contractors by foundation model developers have also mobilized for increased
transparency (Gray & Suri, 2019b).110 For example, in July 2023 members of the African Content Moderators
Union filed a petition with Kenya’s parliament requesting an investigation into OpenAI, Meta, Google,
and other multinational technology companies that employ content moderators in Kenya.111 The petition
states that OpenAI used a vendor, Sama, to hire the petitioners as contractors who "trained the ChatGPT
algorithm," and alleges that "the contracts did not sufficiently describe the nature of the job ... we were not
properly informed of the nature of the work we would be undertaking." The petition further alleges that
although this data labor included "reading and viewing material that depicted sexual and graphic violence
and categorizing it accordingly so that ChatGPT’s artificial intelligence could learn it for the purposes of
its future interactions with people ... throughout the contract of training ChatGPT we were not afforded
psychosocial support."112

The Partnership on AI has advocated for transparency with respect to the employment of data enrichment
workers, writing "While shifting how the broader field approaches data enrichment is not a trivial task,
increasing transparency regarding current practices and developing more practical guidance can move the
field towards improved conditions for data enrichment workers. Greater transparency can help emphasize
the central role of data enrichment workers, create the basis for a rich public dialogue of how to improve
conditions for workers, and increase confidence in AI models themselves."113

Civil society groups with a range of different focus areas agree that transparency is a pressing priority
for policymakers and foundation model developers. For instance, 123 civil society organizations, including
AccessNow, Algorithm Watch, and the European Center for Not-for-Profit Law, released a statement advo-
cating for the prioritization of more serious transparency requirements in the EU AI Act.114 The statement
advocates the inclusion of a "mandatory impact assessments are a crucial measure to ensure foresight and
accountability for potential AI-related harms," and that "information on all uses of AI systems by public
authorities, regardless of the systems’ risk level, should be made public in the EU database." Additionally,
they call for "an obligation for providers and/or users to include information regarding the environmental
impact of AI systems," which is not a provision in the EU AI Act. Freedom House has also warned that "AI
has allowed governments to refine their online censorship" and threatens to exacerbate the decline in global
internet freedom. AI has allowed governments to enhance and refine their online censorship, and foundation
models may exacerbate this trend.115 Freedom House points to transparency requirements as a mechanism
to identify and combat evolving and subtle censorship pressures.

In October 2023, the U.S. Federal Trade Commission convened a workshop on the "Creative Economy and
Generative AI," where creators from across different industries demanded increased transparency. In the
words of one participant, "The creative economy only works when the basic tenants of consent, credit,
compensation, and transparency are followed. ... Without transparency, we can’t even know the extent of

110Some policymakers have focused on the importance of transparency with respect to data labor. For example, in a letter
to the CEOs of major foundation model developers, eight members of the U.S. Congress wrote "Tech companies also must
be more transparent about the role data workers play in their AI, so that consumers can make informed choices about the
products they use. Unfortunately, many companies have sidestepped these duties, and that must change. ... Please share
any plans your company has to be more transparent about the role its data workers play and their working conditions." See
https://www.markey.senate.gov/imo/media/doc/letter_to_artificial_intelligence_companies_on_data_worker_labor_c
onditions_-_091323pdf1.pdf

111The African Content Moderators Union has also sued Meta, alleging that it unlawfully fired workers for their union
organizing. See https://techcrunch.com/2023/08/23/meta-and-moderators-agree-to-mediation/

112https://x.com/mercymutemi/status/1678984336996028416?s=46
113In addition to conducting a case study in partnership with Google DeepMind exploring how to increase transparency

regarding data labor, the Partnership on AI has separately published a white paper recommending that developers increase
transparency in wages and pay structure for data enrichment workers. See https://partnershiponai.org/wp-content/uploa
ds/2022/11/case-study_deepmind.pdf and http://partnershiponai.org/wp-content/uploads/2021/08/PAI-Responsible-S
ourcing-of-Data-Enrichment-Services.pdf

114https://www.fairtrials.org/app/uploads/2022/05/Civil-society-reacts-to-EP-AI-Act-draft-report_FINAL.pdf
115https://freedomhouse.org/report/freedom-net/2023/repressive-power-artificial-intelligence
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how much of these companies have taken. They took our work and data to train for-profit technologies that
then directly compete against us in our own markets using generative media that is meant to mimic us."116

Despite its limits, transparency is a necessary and broadly popular first step towards accountability for harm
caused by AI systems (Kaminski, 2020; Bates et al., 2023). In the context of the rapid rollout of extremely
powerful AI systems such as foundation models, transparency is all the more urgent. Companies developing
and deploying foundation models should heed the call.

116https://www.ftc.gov/system/files/ftc_gov/pdf/creative-economy-and-generative-ai-transcript-october-4-202
3.pdf
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