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SceneExplorer: An Interactive System for Expanding,
Scheduling, and Organizing Transformable Layouts

Shao-Kui Zhang , Jia-Hong Liu , Junkai Huang , Ziwei Chi , Hou Tam , Yong-Liang Yang ,
and Song-Hai Zhang , Member, IEEE

Abstract—Nowadays, 3D scenes are not merely static arrange-
ments of objects. With the development of transformable modules,
furniture objects can be translated, rotated, and even reshaped to
achieve scenes with different functions (e.g., from a bedroom to
a living room). Transformable domestic space, therefore, studies
how a layout can change its function by reshaping and rearranging
transformable modules, resulting in various transformable layouts.
In practice, a rearrangement is dynamically conducted by reshap-
ing/translating/rotating furniture objects with proper schedules,
which can consume more time for designers than static scene de-
sign. Due to changes in objects’ functions, potential transformable
layouts may also be extensive, making it hard to explore desired
layouts. We present a system for exploring transformable layouts.
Given a single input scene consisting of transformable modules,
our system first attempts to derive more layouts by reshaping and
rearranging the modules. The derived scenes are organized into a
graph-like hierarchy according to their functions, where edges rep-
resent functional evolutions (e.g., a living room can be reshaped to a
bedroom), and nodes represent layouts that are dynamically trans-
formable through translating/rotating/reshaping modules. The re-
sulting hierarchy lets scene designers interactively explore possible
scene variants and preview the animated rearrangement process.
Experiments show that our system is efficient for generating trans-
formable layouts, sensible for organizing functional hierarchies,
and inspiring for providing ideas during interactions.

Index Terms—Interactive 3D modeling, multi-function design,
scene reconfiguration.
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I. INTRODUCTION

W ITH the continuous growth of urban populations, do-
mestic scenes with functional transformability have be-

come popular for better space utilization [1]. This motivates
the emerging topic of transformable domestic space [2], which
focuses on reshaping and rearranging furniture objects such that
a room can present multiple functionalities [3]. Compared to
traditional interior design, it further concerns accommodating
different functions effectively within limited space [4].

In addition to the physical world, the importance of spatial
experience within a virtual world is ever-increasing. High-priced
NFT digital houses [5] and metaverse real estate [6] have
brought forth another future for interior design. Online virtual
conferences and art gallery exhibitions [7] utilize transformable
modules and scenes. The Fortnite music festival [8] delivered a
new immersive experience through reshaping layouts. With the
development of novel applications, the usage of transformable
scenes is highly promising. As a result, researchers have recently
started to investigate flexible objects and scenes, ranging from
reshaping objects [3], [9], [10] to reshaping scenes [11], [12],
[13]. In this sense, objects involved in existing scene synthesis
methods [14], [15], [16] can be treated as transformable modules
with fixed states.

However, exploring potential transformable layouts is yet to
be addressed. For example, Fu et al. [10] generate transformable
modules given reference objects. How these objects are utilized
in different scenes has yet to be explored. “Domestic Trans-
former” [12] and “Motion Planning” [11] have scenes evolving
with time. However, the evolutions are pre-generated according
to existing scenes, i.e., references are still needed.

This paper introduces SceneExplorer, which studies how to
explore transformable layouts, as shown in Fig. 1. The only input
we need is an initial scene of transformable modules. Our system
automatically expands other possible transformable layouts. It
calculates the schedules for reshaping/translating/rotating the
modules, thus helping transformable layout designs. As the
number of expanded layouts can be high, where thousands of
layouts typically exist, our system also organizes a hierarchy
of scenes to help designers efficiently explore transformable
layouts. The expanded layouts are grouped as nodes according
to functions. The edges represent functional evolutions from the
initial scene. Note that existing works only address translating
and rotating objects [11], [13], while reshaping transformable
modules and correlating scene functionalities are not considered
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Fig. 1. Our work aims to explore transformable layouts given transformable modules. The only input is a layout of transformable modules (a), which refer to
furniture objects that can change shapes to achieve other functions and appearances (see Fig. 2). Our system expands (b) the input layout to various transformable
layouts with different functions by computing the schedules (c) of reshaping/translating/rotating the transformable modules (see Fig. 3). Additionally, to help users
efficiently find a desired layout among complex and conceptual functions, our system organizes the transformable layouts into a hierarchy (d) representing the
functional evolutions between them so that users can select the desired layout within a smaller range of numerous transformable layouts.

as in our work. Our system’s pipeline follows 1) expanding, 2)
scheduling, and 3) organizing transformable layouts.

Our system first expands potential transformable layouts and
computes the schedules from an initial layout to these (Section
III). Given an initial layout with several transformable modules,
new layouts with different functions can be derived by reshaping
these modules. For example, reshaping a bed into a table-chair
setting (Fig. 2) makes the room one step closer to a living room

while one step away from a bedroom. Each layout with one or
multiple reshaped modules can be arranged leveraging spatial
relation priors [17], [18].

After generating these diverse layouts, we compute the trans-
lations/rotations/reshapings of the modules required for schedul-
ing the initial layout for each (Section IV). A rendezvous
priority-based search algorithm is applied to determine the trans-
fer path for each module. Fig. 3 shows an example of the schedule
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Fig. 2. A transformable module that switches from a double bed to a table-chair
setting. See the supplementary video for the reshaping animations.

from one layout to another. Our system enables practical and
efficient transformations between layouts.

Then, we formulate a hierarchy that organizes the trans-
formable layouts (Section V). In the hierarchy, each node rep-
resents a layout derived by reshaping several modules. Some
branches are towards specific functions, e.g., a very “bedroom-
like” bedroom. Some branches are towards mixed functions,
e.g., a room with a bed, a coffee table and an office desk.
Deriving branches depends on the initial layout and the expan-
sions/schedules above. The hierarchy is interactive. Designers
can explore it and click a layout (node), resulting in an animation
of scheduling existing modules to form the layout.

We conducted three experiments to evaluate our system.
First, a usability study shows that our system helps trans-
formable/traditional scene designs for professional interior de-
signers and non-expert users by providing ideas to them. Second,
we compare the functional hierarchies with the manually crafted
hierarchies by the designers, indicating a competitive practi-
cality. Finally, we quantitatively demonstrate the competitive
rationality of translating/rotating/reshaping schedules compared
with the transformable layouts by interior design experts.

The primary contribution of this paper is an interactive system
that explores the scene layouts of transformable object modules.
Technically, we also have the following points:
� We expand transformable layouts given various trans-

formable modules.
� We schedule how transformable modules are re-

shaped/translated/rotated across transformable layouts.
� We organize the transformable layouts as a hierarchy ex-

pressing their functional evolutions.

II. RELATED WORKS

A. Scene Synthesis

Synthesizing 3D scenes has been explored considerably in
the past decade. Research starts arranging objects by extracting
spatial relation priors between objects [14], [15], [17], [19],
[20], [21]. The optimization methods [22], [23] vary, but the
overall target is to make the translations/orientations/scales of
objects as coordinated with priors as possible [24]. With the rapid
development of neural networks, researchers also use generative
methods based on deep learning [25], [26], [27], [28] to synthe-
size indoor scenes. Literature [29], [30], [31] applies Variational
Auto-Encoder, which encodes the indoor scene and its hierarchy
into latent codes and reconstructs scenes from sampled latent

code. Different from VAE, Transformer [26] fulfils the indoor
scene autoregressively [32], [33]. Diffusion Model (DM) [27],
[34] and the DM-based image/3D synthesizing algorithms [35],
[36], [37] improve the results of image-based scene synthe-
sis [38], [39], [40], [41], leveraging aesthetic image genera-
tions. Scene graphs are also constructed leveraging DM [42].
Interactive scene synthesis is also investigated to facilitate user
preferences, which typically pop up objects based on user-given
positions/categories [16], [43], [44], [45], [46]. Our work differs
from the above as it targets transformable domestic space [2].
While our system can automatically generate a hierarchy with
all transformable layouts, we also allow users to explore the
transformable layouts interactively.

B. Transformable Layout Design

Interior designer Gary Chang’s ”Domestic Transformer” [12]
allows a 32-square-meter apartment to be reshaped into 24 sce-
narios. Depending on the time of day, the apartment can dynami-
cally shift along the tracks of functional walls, reshaping flexibly
into a kitchen, library, laundry room, dressing room, living room,
bedroom, dining area, and bar. Similarly, the ”Infinite Living”
design by Crossboundaries [3] utilizes deformable modular fur-
niture walls to enclose the area. The modular wall autonomously
contracts and transforms as time progresses, allowing the space
to evolve from a small office area into an expanded living room
suitable for gatherings. These works require manual adjustments
to achieve the layout reshapings, thus being complex for users
without a design background.

MIT’s “CityHome” project [13] explores intelligent indoor
scene reshaping, enabling a furniture box to automatically de-
form and alter its layout through gesture and voice control. This
work emphasizes the interaction of individual transformable
modules, while our system emphasizes the interaction of mul-
tiple transformable layouts. The design project “House ATO”
[3] and “LiftTiles” [47] created a series of transformable boxes
(modules) to connect indoor and outdoor spaces, achieving
a transition from domestic to social functions through their
adaptable design. However, because the furniture boxes can only
unfold and are not movable, they cannot be freely leveraged for
expanding transformable layouts, resulting in a lack of flexi-
bility. In contrast, this paper recognizes transformable modules
as dispersed, lightweight and standalone objects contributing to
the layouts. Our system can be integrated with mobile swarm
robots [48], [49] or lifting robots [50] to achieve a synergy
between virtual environments and actual indoor spaces.

C. Transformable Module and Layout Generation

Fu et al. [10] introduce a paradigm for assembling trans-
formable modules by programming vertical and horizontal
movements of components. Their paradigm can generate a
transformable module given reference objects, e.g., generating
a desk-bed module given an existing desk and bed. It focuses on
arranging parts within transformable modules, and one primary
constraint is how each part follows the reference objects. Com-
pared with their method, we focus on arranging transformable
modules in scenes. One of our goals is appropriate schedules for
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Fig. 3. Our system schedules transformable modules concerning their translations (Red Bars), rotations (Blue Bars), and reshapings (Green Bars). A bar can be
a “reshaping”, “translation” or “rotation”. The length of a bar is the duration in seconds, e.g., the reshaping of the second “sofa-to-bed” last for a second. Each line
refers to a transformable module, which can be translated/rotated/reshaped multiple times, resulting in multiple discrete bars. The schedule in this figure shows a
living-dining room (The Green Box) is dynamically changed to a bedroom through translations/rotations/reshapings of transformable modules. Please refer to a
supplementary video for the animated demo.

reshaping transformable modules. Xiong et al. [11] introduce
an algorithm for programming an arrangement between two
input scenes. Their algorithm focuses on the floorplan migration,
which ensures that objects in the initial layout match the refer-
ence layout as much as possible. In contrast, our system explores
unknown scenes. Also, Xiong et al. [11] combine objects, thus
forming more oversized objects of reference layouts, while our
system calculates when and where modules should transfer.

Garg et al. [9] introduce a novel tool for interactively creating
reconfigurables, i.e., transformable modules and layouts. During
designers’ editing of a reconfigurable concerning space and time,
their tool interactively notifies whether collision(s) occurs at
a different time than the designer’s current timepiece. It also
supports automatic view guidance for collision, collision reso-
lution hints, etc, but it focuses on elaborately and interactively
creating design-based states. In contrast, we leverage existing
reconfigurables and automatically explore potential layouts that
the reconfigurables can generate.

Additionally, reinforcement learning is utilized to plan and
augment scene arrangement, e.g., the Scene Mover [51] and
PEARL [52] by Wang et al. Sun et al. [53] refine objects’ ar-
rangements using neural networks. However, the above methods
still focus on reshaping a layout to another instead of exploring
potential layouts to be reshaped.

III. EXPANDING TRANSFORMABLE LAYOUTS

The input of this section is an initial layout in room R that
comprises multiple transformable modules. Users can either
manually design the initial layout or generate it using exist-
ing scene synthesis methods [24]. A transformable module is
denoted as M , and the collection of transformable modules
in room R is {M1,M2, . . .,Mn}, where n denotes the num-
ber of transformable modules. Each module Mi possesses mi

(mi ≥ 2) individual states, denoted as {Oi
1, O

i
2, . . ., O

i
mi

}. For
any module, every two different states can be reshaped into
each other, changing its structure, function, and appearance
during reshaping. In a given state, a module is a static furniture
object, such as a bed, a table, or a chair. In the initial scene,
each transformable module Mi is in its uith state, having a
specific position pi and orientation θi. Then, the initial con-
figuration for Mi is denoted Qi = (Oi

ui
,pi, θi). Consequently,

Fig. 4. An example of different function nodes with the same set of trans-
formable modules. When one or multiple modules change their states, we must
rearrange them since the overall function may change significantly.

the initial layout can be expressed asLinit = (R, {Qi}n), where
{Qi}n = {Q1, Q2, . . ., Qn}.

More layouts with diverse functionalities can be expanded
by altering the states of transformable modules and rearrang-
ing the modules. Any module with a different state may lead
to significantly different room functionalities. For instance, if
a transformable module switches from a bed to a desk, the
room will likely be considered a study room rather than a
bedroom. Therefore, we explore the layouts according to dif-
ferent combinations of states. A “function node” Nj1,j2,...,jn

is used to represent the expanded layouts comprising states
{O1

j1
, , O2

j2
, . . ., On

jn
}, as shown in Fig. 4. The total number of

nodes c(N) can be computed by a straightforward combination:
c(N) =

∏
1≤i≤n mi. Consequently, numerous potential trans-

formable layouts will exist with the increase in the number of
transformable modules in the initial layout and the number of
states.

Determining the layout for any N is a well-studied scene
synthesis problem with static furniture objects [24]. We utilize a
rule-based approach using the spatial relation priors assigned to
the modules [17], [18]. These priors specify the relative positions
and orientations among various objects or between an object and
a wall. Given the modules and their corresponding priors, we
sequentially place them according to a priority scheme, where
larger objects (i.e., having a big scale) are prioritized as they
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Fig. 5. An example of expanding offices (b-e) from a living-dining room
(a), with different principles guiding the arrangement. (b) Without minimiz-
ing translations and rotations, significant layout changes can occur. (c) Not
emphasizing larger modules, such as the bookshelf-desk set in the figure, can
result in high effort for moving them. (d) Neglecting current occupation may
cause unnecessary effort to free up space. Specifically, the table is moved to
where the sofa occupies, forcing the sofa to move and rotate. (e) Our generation
enhancement and loss-based filtering approaches account for all three principles.

are more likely to cause collisions. Objects with among-object
priors are arranged as groups. An among-object prior indicates
how objects are arranged locally, e.g., several sofas surround
a coffee table, so objects satisfy such a prior can be arranged
together.

However, when generating these layouts, we must consider
not only the quality of the layouts but also how easily the
original layout can be modified, which is summarized into three
principles: (1) Each module should undergo minimal translation
and rotation. (2) Larger modules require more effort to move
than smaller ones. (3) The target position for any module should
be unoccupied by other modules to avoid the additional effort
needed to free up space. Optimal results can only be achieved
when all three principles work together. Fig. 5 showcases the
ablation layouts expanded from an initial layout, with three
layouts among them demonstrating the impact of removing
one principle at a time. We employ two approaches to address
the above principles: generation enhancement and loss-based
filtering.

First, we enhance our rule-based layout generation method by
considering the positions and angles relative to the initial layout.
Specifically, when placing a module relative to the wall and/or
other modules, we prioritize positions and orientations closest
to the original configuration, i.e., the given initial layout. Ad-
ditionally, we observe that certain module states are inherently

unsuitable for moving or rotating in a transformable design. For
example, heavy objects like bookshelves or bunk beds are better
left stationary. To address this, we invite a professional designer
to annotate all module states, identifying which states should be
considered “fixed”. When generating new layouts, we ensure all
module states marked as “fixed” remain stationary without any
movement or rotation. This enhancement leads to more practical
and user-friendly layouts for homeowners.

Second, we generate many candidate layouts for each func-
tion node and filter them to obtain better-quality results. The
rule-based method can efficiently generate dozens of candi-
date layouts with different priors or placement schemes. Given
the initial layout Linit = (R, {(Oi

ui
,pi, θi)}n), each candidate

L′ = (R, {(Oi
u′
i
,p′

i, θ
′
i)}n) is computed a heuristic loss score

η = η1 + η2, following (1) and (2):

η1 =
∑
i

min{wi, w
′
i} ∗

( |p′
i − pi|M
Rl +Rw

+
|θ′i − θi|

2π

)
(1)

η2 =
∑
i

min{wi, w
′
i} ∗ I

⎛
⎝P (Oi

u′
i
) ∩

⋃
j �=i

P (Oj
uj
) �= ∅

⎞
⎠

(2)

In the above equations,P (Oi
j) denotes the projection polygon

for Oi
j on a 2D plane, with wi being the area of this polygon.

pi/θi/wi is a module’s position/rotation/area in the initial layout,
and p′

i/θ
′
i/w

′
i is the target position/rotation/area. Equation (1)

estimates the minimum effort required for moving and rotating
the modules. Specifically, |p′

i − pi|M is the Manhattan distance
between the original and the target positions, normalized by the
room’s lengthRl and widthRw. The term |θ′i − θi| represents the
angle required for rotation. The area of the projection polygon
is the weight applied for balancing modules of different sizes. A
smaller value of η1 generally indicates less effort and is therefore
preferable.

Equation (2) determines whether other modules block the tar-
get configuration of any module. If a blockage occurs, additional
effort may be required to successfully reposition the obstructing
modules to implement the changes. The indicator function I
assigns a value of 1 as a penalty when such a blockage occurs
(and 0 otherwise). Therefore, η2 serves as a supplementary term
that addresses possible collisions.

After calculating the loss scores η for all candidate layouts, we
retain only a few with the lowest scores for each function node.
These selected layouts will be evaluated in the next section upon
scheduling computation.

IV. SCHEDULING TRANSFORMABLE LAYOUTS

In the previous section, we expand new layouts from the initial
layout, where valid schedules that convert the initial layout to
the target ones are yet to be computed. Since most layouts have
significant differences, scheduling the transition from one layout
to another involves changing all transformable modules’ posi-
tions, orientations, and states. During this process, it is crucial to
ensure that the furniture objects do not collide with each other
or with the room’s boundaries. We address this scheduling as
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Fig. 6. We build a discrete grid to determine the path for transferring a module.
Static obstacles are marked in black. The red, blue, and green polygons with
stars represent the module’s starting, target, and intermediate configurations.
The dots in different colors stand for reachable positions for the three polygons.
Yellow (red+green), cyan (blue+green), and grey (red+blue+green) dots indicate
positions fit for multiple polygons of the corresponding colors. In order to
complete a transfer, a module must move (along a red/yellow path) to an
intermediate position (marked in grey), perform in-place rotation and reshaping,
and move (along a blue/cyan path) to the destination. We utilize a rendezvous
priority-based search to find a valid transfer path (marked in black).

a 2D motion planning problem. The objects in the room are
represented by their projections on the ground plane. Given the
positions p and orientations θ, the initial layout is represented
as L = (R, {(Oi

ui
,pi, θi)}n) = (R, {Qi}n), and the target lay-

out is represented asL′ = (R, {(Oi
u′
i
,p′

i, θ
′
i)}n) = (R, {Q′

i}n).
Then, the schedule can be denoted as T : L → L′.

We propose an algorithm to compute schedule T , detailed
in Section A of the supplementary document. The core idea
of the algorithm is to continuously attempt to transfer each
transformable module from its starting configuration Qi to the
target configuration Q′

i. If the transfer of a module fails, we
try transferring other modules until all options are exhausted. If
these attempts fail, the algorithm will try to clear the path by
moving a module and then resume the transfers.

Transferring a transformable module Mi requires securing a
collision-free path from position pi to p′

i and providing suf-
ficient space for reshaping from state Sui

to Su′
i

and rotation
from θi to θ′i. Therefore, we design a four-step transfer process
for any module: translate, rotate, reshape, and translate again.
We translate the module to an appropriate position, rotate and
reshape it (the order can be swapped), and finally move it to the
target position. We regard it as a rendezvous problem [54] and
utilize a heuristic priority-based search approach to optimize
the path for the movements, as shown in Fig. 6. Note that not
every step is necessary in all situations. For example, reshaping
or rotation can be skipped if the state or orientation remains
unchanged. Similarly, if the room is spacious, the module may
only need to be moved once.

The proposed algorithm is applied to compute the schedules
from the initial layout Linit to all other layouts. As described
in Section III, each function node retains several filtered lay-
outs. After scheduling each layout, the actual effort value (i.e.,
loss/cost) required for translation and rotation is recalculated in
a term similar to (1). Unlike the heuristic approach used earlier,

this calculation reflects the final effort needed to complete the
schedule with reference to the transfer path and actions. The lay-
out with minimal actual effort is retained as the optimal choice
for each node. Although jamming modules could potentially
cause scheduling failures, the heuristic methods and multiple
candidate layouts in Section III ensure that a well-scheduled
layout can almost always be achieved for each function node.

The resulting function nodes form a radial structure, with
the initial layout Linit acting as a bridge connecting all lay-
outs, guaranteeing a transformation sequence between any pair
of layouts. In this structure, any two transformable layouts
L1 and L2 can be scheduled into each other in at most two
steps. For instance, if there exist schedules T1 : Linit → L1

and T2 : Linit → L2, then T : L1 → L2 can be represented
as T = T 1T2, where T 1 denotes the inverse schedule of T1.
In comparison, achieving a one-step change between any pair
of layouts requires k(k−1)

2 schedules for k layouts, which is
inefficient. Therefore, in our implementation, we only compute
these direct schedules between any two layouts when there are
a small number of layouts.

Sections III and IV can be applied to traditional non-
transformable objects, i.e., mi = 1, where the objects are only
translated and rotated. No reshapings change their states. Since
our system is devised for transformable modules and layouts, we
use transformable modules with two or more states as examples.

V. ORGANIZING TRANSFORMABLE LAYOUTS

After introducing transformable layouts, the layouts gener-
ated in the previous step can exceed 2n, where n represents
the number of transformable modules. Our pipeline allows
users to discard a few unwanted layouts, which is unnecessary.
Subsequently, our system generates a hierarchy to filter and
organize the layouts based on functionalities to let users find
favorable layouts easily, as shown in Fig. 7. For example, if two
layouts share very similar functions, they can be categorized as
the same node on the hierarchy; if two layouts have the same
major function but have different minor functions, they can
be placed on the same branch in the hierarchy. Consequently,
there may be only a few nodes in the hierarchy even if many
layouts are generated since some may be clustered into a single
node.

We define the representation of a layout’s functionality
through a vector, where each entry represents a function type,
such as a living room or bedroom. The total number of function
types is denoted as r. A larger entry indicates a stronger function
of the room and vice versa. A room can have multiple functions,
e.g., being a living room and an office. The functionalities of a
layout depend on the functionalities of the objects included. We
achieve functionality vectors �λOi

j
= (λOi

j ,1
, λOi

j ,2
, . . . , λOi

j ,r
)

for the specific stateOi
j (i indices an object and j indices a state),

using a dataset as illustrated in Section B of the supplementary
document.

Given a generated layout L = (R, {Qi}n) from Section IV,
where Qi = (Oi

ui
,pi, θi), an importance factor wi is assigned

to each module state Qi which has existed in the layout. wi

equals the projected area of the ith module state’s geometric
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Fig. 7. Illustrating the proposed hierarchy. Given an input scene of furniture objects (Yellow), our system organizes a hierarchy with each node referring to a
transformable layout and each edge referring to the functional evolution between two nodes. Layouts are transformable to each other by schedules of objects’
translations, rotations and reshapings (Top Red and Green Boxes). (a): A layout is assigned “Living Room” by calculating its functionalities (VL,i). (b): The layout
is still a “Living Room” (Pink Outer Ring) with the secondary “Bedroom” functionality. The cabinet module (Green Box) is foldable, where a small table can be
folded. The coffee table set (Red Box) is assemblable, where four white chairs can be spread out.

convex hull on the ground, i.e., the area of P (Oi
ui
). This is

based on the observation that larger objects are more likely to
serve as the focal points [55] or primary functional components
of a room [56]. We then assess the functionality of a layout from
two perspectives: the presence of objects and the relationships
between these objects.

If an object (a state) exists in a room, it will possess the
corresponding functionalities of the object, e.g., the inclusion of
a dining table allows a bedroom to serve as a dining room. We
evaluate the object-presence functionality of the layout using the
vector (vpresenceL,1 , vpresenceL,2 , . . . , vpresenceL,r ), which is calculated
by summing up the product of weightwk and functionality value

λOk
uk

of all the objects in the layout, as shown in (3).

vpresenceL,i =
∑

1≤k≤n

wk × λOk
uk

,i (3)

Besides, more than using the area to weigh the importance of a
module is required. We also weigh the importance of using the
prior relations between/among objects. We refer to the spatial
relation priors [17] and assume that if a set of objects is associ-
ated with a specific prior, the objects can collaboratively perform
coherent functionalities [57]. More specifically, suppose the in-
dices of the modules’ states included in the prior are represented
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as {{πk,o}lk}l, where lk is the number of modules involved in
thekth prior, l is the number of all the prior used in the layout, and
{πk,o}lk are all the indices of modules involved in a single prior.
Note that we do not use the spatial information, i.e., geometric
features of priors, between the modules here, but only use the
information that these modules appeared in the same prior set.
We then use Πk,o = O

πk,o
uπk,o

to represent the transformable mod-
ule states that appeared in the prior, which is the πk,oth module
state in the layout. In particular, we assume Πk,1 = O

πk,1
uπk,1

is
the dominant transformable module state in the prior. Finally,
we evaluate the collaborative functionalities by adding up the
products of two values for all the prior involved: the dominant
module’s functionality value λΠk,l,i, and the geometric mean of
the weight of the dominant object and the sum of the weight of

other objects (
√∑

2≤x≤lk
wπk,x

×√
wπk,1

). Formally, it can be

represented by (4).

vpriorL,i =
∑

1≤k≤l

λΠk,l,i ×
√∑

2≤x≤lk
wπk,x

×√
wπk,1

(4)

However, only applying the two metrics above may still lead to
wrong assessment in certain circumstances. When extracting
functionality values from the vector, we use the whole lay-
out’s functionality to represent the actual functionality it has
performed in the layout. Consequently, a layout may include
modules without their corresponding functions. For instance, a
layout identified as a bedroom would attach a high functionality
to all objects involved, including objects that do not serve the
primary functionality of sleeping, such as an ordinary table.
Consequently, a layout can be identified as a bedroom even if it
lacks a bed, nightstand, wardrobe, etc. Other irrelevant objects
can still contribute to the “bedroom”.

To address this, we established a specific category of modules
essential for the layout. For instance, a bedroom requires a bed
module, while a dining room necessitates a dining table module.
If a layout does not include its necessary modules, we multiply
a penalty factor of less than 1 by the relevant attribute. The
factor will be set as 1 if necessary modules exist. In general, the
functionality vector �VL = (VL,1, VL,2, . . . , VL,r) of layout L is
calculated by (5). It applies the penalty factor to the weighted
sum of the object-presence functionality vL,1,i and the prior
functionality vL,2,i. Cpresence and Cprior are the weight coeffi-
cients controlling the significance of the two functionalities, and
Cp is the penalty factor. We choose these constants based on our
observation, though users can manually adjust them based on
their preference of different factors determining the room type.
An intuition of (5) is shown in Fig. 7.

VL,i = Cp × (vpresenceL,i × Cpresence + vpriorL,i × Cprior) (5)

After calculating the functionalities of layouts, we generate the
hierarchy using a breadth-first-search method, as described in
Section C of the supplementary document. Each node in the
hierarchy contains layouts with similar functionalities, and each
edge leads to different significant functionalities. We define the
similarity of two layouts based on theL∞ norm of the difference
between their functionality vectors. Formally, if two layouts
L1 and L2 are considered similar, then ‖�VL1

− �VL2
‖∞ ≤ ε,

where ε is a predefined constant. Therefore, if a user desires
a specific functionality, they can choose from layouts within a
single function node rather than constantly switching between
different nodes and branches.

Theoretically, the functionality vectors can cause two layouts
with totally different module states to have the same vector in (5).
If such a situation happens, these layouts will still be grouped as
a single node, as illustrated above, and the users can still access
these layouts from the nodes.

VI. EXPERIMENTS

A. System Setup

Our interactive system runs on a Windows 10 personal com-
puter with 10 cores, 3.7 GHz processors, and 32 GB RAM.
The generation time for arrangements depends on the number
of explored layouts, the number of modules in the room, the
available space for scheduling layout, the complexity of the
objects, etc. For a simple room with four modules, it takes ap-
proximately 0.1 seconds to generate a new layout along with the
reshaping process. When determining the functional hierarchies,
the computation time is as short as several milliseconds. The
crucial notations used in Sections III, IV, and V are summarized
in Table I. Due to our limited budget, our transformable modules
only support four function types: bedroom, living room, dining
room, and office.

We conducted several user studies to evaluate our system and
the results generated.

1) We evaluate the usability of our system through tasks of
arranging objects. Participants are instructed to utilize our
system to craft scenes based on transformable modules.
We record the operation time with and without our system
and invite them to rate our system (Section VI-B).

2) The proposed functional hierarchy is compared with the
manually crafted hierarchy by the designers. Practicality
and relevance are the criteria in this study (Section VI-C).

3) We compare the translations/rotations/reshapings sched-
ules with the experts’ designs. Participants rate both re-
sults regarding the rationality of the transformable layout
designs (Section VI-D).

We design an interactive system enabling controls over gen-
erated hierarchies and transformable modules to support user
studies. First, it supports searching/ translating/rotating mod-
ules, as shown in Fig. 8(a). Searching also supports “state-based”
searches, e.g., searching a table or a nightstand. Both find the
same module but will be added with different states. To reshape a
module, clicking a module will pop up its states. Users can select
a state, and the module will reshape accordingly, as shown in
Fig. 8(b). The user can search for transformable modules, add
them to the room, or remove them. The above basic features
support the usability study (Section VI-B).

Second, an interactive panel shows the resulting functional
hierarchy that connects transformable layouts, as shown in
Fig. 8(c). Each node is demonstrated as a bird’s-eye-viewed
layout, which is the target layout after reshaping layouts if
clicking the node. When a user points to any of these nodes, a
pie chart and a bar chart will appear, describing the functionality
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TABLE I
A SUMMARY OF KEY NOTATIONS FOR DESCRIBING OUR IMPLEMENTATION IN SECTIONS III, IV, AND V

Fig. 8. (a) Our interactive system supports searching objects (Green Box) and translating/rotating them. The system supports local coordination, raycasting-based
control, and numerical modifications for translations and rotations. (b) The system supports transformable modules. After clicking a module in the 3D scene, its
corresponding states are shown in a panel (Blue Box). Clicking a state triggers a module reshaping. (c) The proposed hierarchy with function nodes.

of the corresponding layout. Upon clicking a node, the system
automatically plays the animation of reshaping the layout from
the current layout and eventually stops at the target layout. This
feature supports evaluating transformable layout organization
(Section VI-C).

Third, our system enables designers to schedule the animation
sequence for the transformable modules, as shown in Fig. 9. The
panel records the timing of each action designers perform, such
as translations, rotations or reshapings of specific transformable
modules. Designers can preview the entire animation sequence
they have created, edit it or reschedule (by dragging the bars) it
until they are satisfied. Designers can also replay each animation
segment inside a sequence by hovering over the corresponding
bar, e.g., replaying a translation during the middle of the en-
tire animation. This feature supports evaluating transformable
layout schedules (Section VI-D).

Please refer to the accompanying video and Section D
in the supplementary document for more engineering de-
tails/illustrations of the interactive system.1 Section E in the
supplementary also presents how we tune and decide the pa-
rameters of our system. We understand that a good work would

1The video and document are provided in the supplementary materials.

have transparency and enable reproducibility. Hence, our source
code and dataset is publicly available.2

To improve our practicality, we further design a taxonomy
of transformable modules, as shown in Fig. 10. Five templates
classify how the transformable modules are reshaped, including
Move-Lift, Move-Slide, Move-Stretch, Rotate-Fold and Rotate-
Spin. Each template has a template module expressing the tem-
plate’s general idea. Users can select a template. Then, several
predefined transformable modules that are faithful to the tem-
plate are shown on the UI. An upload button is added, allowing
users to annotate new modules according to the templates. Users
can craft and upload new transformable modules using existing
novel systems [9], [10]. The transformable modules’ taxonomy
is beyond the scope of this paper. Please refer to Section F in the
supplementary document for our current taxonomy details.

B. Evaluating SceneExplorer

Given an initial scene (room/layout), our system generates a
series of potential layouts with diverse functionalities and builds
a functional hierarchy supporting the dynamic arrangements.

2https://github.com/Shao-Kui/3DScenePlatform/#sceneexplorer

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on August 13,2025 at 07:13:13 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/Shao-Kui/3DScenePlatform/#sceneexplorer


ZHANG et al.: SCENEEXPLORER: AN INTERACTIVE SYSTEM FOR EXPANDING, SCHEDULING, AND ORGANIZING TRANSFORMABLE LAYOUTS 6017

Fig. 9. The panel on the left consists of several timelines (transfers), each
corresponding to a module. Each action refers to a time step, and all time steps
of a module form its timeline. Selecting a module will highlight its timeline (Red
Texts). Designers can easily edit or replay the actions that have taken place at
each time step by hovering over the bars to the left (red for translations, blue for
rotations and green for reshapings). Designers can add an action by operating
(translation/rotation/reshaping) on a module.

Fig. 10. Our system allows finding transformable modules according to tem-
plates. Five template are designed (Red Box). Each template has a “template
module” to the left (Yellow Box), as the example show how the transformable
modules are reshaped in that template. Clicking a template shows several
predefined transformable modules (Green Box) belonging to the template.
Users can also upload new annotated modules. Please refer to Section F in
the supplementary document and supplementary video for the five template.

We aim to examine whether it helps users craft scenes with
transformable modules.

We invite thirty-one participants. All participants have expe-
rience in interior design but are not necessarily experts. Every
participant is tasked with reshaping an existing layout to another
one based on a specified description. The description includes
the functionality and some constraints, e.g., “a spacious bedroom
with two beds and a nightstand between them”. Provided with
an initial layout, a participant is instructed to complete the same
task through two approaches: with and without the help of the
proposed system. When not using our system, participants only
have access to the basic operations of the modules. Our technical
staff gave in-person instructions on how to use our interactive
system. The participants can freely use the system until they are
familiar with it.

In contrast, with our system, participants can use the func-
tional hierarchy, check the functionalities of transformable lay-
outs, and edit modules based on generated content. For each

TABLE II
THE CRITERIA FOR EVALUATING OUR SYSTEM IN SECTION VI-B. USERS ARE

ASKED SEVERAL QUESTIONS BEFORE RATING THEM

approach, the duration of completion is recorded. Every user is
allocated 3 initial layouts, so there are 6 transformable scene
designs to do in sum. We randomize the order of the tasks and
ensure that the same tasks are separated. After completing all the
tasks, participants are asked to rate our system and the manual
approach based on several criteria, as outlined in Table II. Since
the last four criteria are specific to our system’s features and
do not apply to the manual approach, participants only rate the
first three criteria for the manual approach. Each criterion was
evaluated using a 5-point Likert scale.

We first compare the time required to complete the reshaping
task. Fig. 11(a) illustrates the distribution of completion time.
Since the tasks are simple, most users complete them in a short
time. However, users tend to operate longer without the help
of the proposed system (manual). We calculate that the mean
completion times with and without our system are 133.3 seconds
and 154.7 seconds, respectively. During the experiment, we
observed that some users spent a lot of time searching for an
appropriate layout that matched the descriptions, significantly
increasing the average completion time. On the other hand, the
required operation time after a layout selection in our system
is significantly decreased. Our system generally helps users
with more efficient indoor designs concerning transformable
modules.

The scores for the criteria are illustrated in Fig. 11(b) and (c).
Our system receives excellent scores on the first four criteria
(usefulness, learnability, convenience, and smoothness), each
with an average score higher than 4. The learnability is excep-
tionally good, indicating that our system enables an easy and
user-friendly start-up. Additionally, our system receives compet-
itive usefulness, learnability, and convenience scores compared
with the manual approach. However, our system’s scores for the
last three criteria are slightly lower. Some users reflect that the
presentation of the hierarchies and the functionalities can take
some time to comprehend and require improvements. Still, our
system is recognized by both inexperienced and experienced
designers for its effectiveness in aiding the design and exploring
potential layouts. We interviewed the participants about their
emotional/intellectual experiences on our system, e.g., how the
system helped them, reduced their mental effort or saved their
brainpower. They can also express the confused/frustrated parts
of the system.

In general, we summarize three representative positive experi-
ences. 29% of the participants found the system convenient, with
comments like “I can visually see the proportion of functional
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Fig. 11. The results of experimenting with the system. (a) The time required to complete the design task is illustrated using a distribution graph. Manual (without
the aid of our system) operations tend to be longer. (b) and (c) The scores for our system and manual operations, respectively. The last four criteria are exclusive
to the proposed system. Our system receives excellent scores for usefulness, learnability, and convenience, being competitive to manual operations, highlighting
that our system is easy to use. Users are also satisfied with our system for the remaining criteria since there are only a few low ratings (not higher than 2).

zones” or “The system is convenient to arrange objects”. 42%
appreciated the system’s efficiency, noting that “The system
can be applied in the field of interior design to reduce costs
and increase efficiency” or “The system can quickly conduct
preliminary planning. Only minor adjustments are needed in the
future”. 84% of them felt the system helped generate ideas and
assist space design. They mentioned, “The system can be used
as a preliminary spatial design reference for interior designers”
and “Designers can use the system to showcase solutions to
non-experts”. Note that we did not limit benchmarks to partic-
ipants. They could freely state what impressed them. From the
interview, we conclude that our system is novel at providing
ideas to practical users.

Nevertheless, 32% of the participants suggest a better UI or art
design, e.g., “System interface needs to be optimized” or “The
system’s aesthetics can be further improved”. This indicates that
the front-end engineering should be improved in the future.

Another 27 participants were invited to compare the layouts
generated with and without the help of the proposed system.
The newly recruited participants are presented with two layouts
in random order. They are asked to choose a favored one or
choose “similar”. They only compare them according to the
static results, i.e., no schedules are involved. Section VI-D
further evaluates the schedules. The statistics show that newly
recruited participants favour 42.6% of the reshaping results.
42.8% of the participants favor the human products, and 14.6%
choose ‘similar’. The statistics indicate that our system generates
competitive layouts compared with human products.

C. Evaluating Organizations

We next evaluate the proposed functional hierarchy. Given a
set of transformable layouts, our system automatically organizes
a hierarchy based on the functionalities of the layouts. We ran-
domly select generated hierarchies and invite expert designers to
manually organize the hierarchies, given the same transformable
layouts. The designers connect the transformable layouts to
form a tree-like structure. Every layout is allocated a unique
serial number (Identifier) and a brief explanation of the involved
module states so designers can better understand it and do the
task. The designers are free to infer the layouts’ functionalities.
The designers are also informed that a well-designed structure

TABLE III
THE NUMBER OF RATINGS FOR DIFFERENT SCORES IN EVALUATING THE

PROPOSED HIERARCHY

can help users understand the relationships and functionalities
of layouts.

In total, fifteen independent hierarchies are designed by five
experts paired with our corresponding results, with each hier-
archy taking 1124 seconds on average to craft. We recruited
another thirty-three participants. Each allocated five pairs of
results. The newly recruited participants are university students
with different majors. They are asked to compare the pre-
sented pairs of hierarchies. For every pair, two 5-point Likert
scale ratings are required. First, participants rate the structures’
practicality, indicating their ability to help locate layouts with
specific functionalities. Second, participants rate the relevance,
which judges whether relationships between adjacent layouts
are reasonable. The participants were also presented with serial
numbers and functionality explanations of all layouts.

We count the scores for practicality and relevance, respec-
tively (Table III). The practicality score measures how the hi-
erarchy, along with the explanations, can help the users get a
desired layout, and the relevance score measures the rationality
of the hierarchy. For both criteria, our hierarchies receive better
ratings than those manually crafted. The average scores for
our results are 3.43 and 3.46 for practicality and relevance,
respectively, higher than those for the designed ones (3.24 and
3.09, respectively). Overall, the proposed structure makes it
easier to understand the groupings of different functionalities
in the layouts. Therefore, our hierarchy can help users follow
the functionalities and locate expected layouts better. During
the experiment, most users preferred our results when they
comprehended the flow of functionalities. We therefore conclude
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TABLE IV
THE NUMBER OF RATINGS FOR DIFFERENT SCORES IN EVALUATING THE

RATIONALITY OF THE RESHAPING PROCESSES

that the proposed functional hierarchy in our system works well
in terms of both practicality and relevance.

D. Evaluating Schedules

Given the initial and target layouts, our system automatically
computes the schedule. Specifically, every module experiences
one or more translations/rotations/reshapings from the initial
layout to the target layout. Given the same initial and target
layouts, we invite expert designers to manually design trans-
formable layouts using our interactive system.

All designers have a significant background in interior de-
sign and rich experience in manipulating industrial 3D scene
applications. They are informed of the basic actions that can
be applied to the modules and the usage of the schedule panel
(Section VI-A). Every design starts with a given initial layout.
Designers translate, rotate, or reshape every module so the
layout can eventually be reshaped. The timelines and the action
sequences can also be modified. Manual reshapings are saved
in the same format as our generated results upon completion.
During scheduling, one technical staff is accompanied for any
questions. We record the time duration of each reshaping. In
total, thirty independent transformable layouts are designed by
six experts, with each reshaping taking 655.7 seconds on average
to craft. The designs are then paired with our corresponding
results.

We next recruit another thirty-four participants to perform
the evaluations. The participants are university students with
different majors, e.g., art, computer science, architecture, etc.
Every participant is randomly allocated fifteen pairs of layout
reshapings. The order of assigning reshapings is shuffled to min-
imize biases, and whether each process is generated or crafted is
concealed. The participant is then instructed to watch the layout
reshapings (schedules) as often as they want. A 5-point Likert
scale concerning rationality is used. The layout reshapings of
each pair are presented simultaneously. The pairs are assigned
(distributed) evenly to the participants. The complete experiment
takes about 30 minutes for each participant.

We count each score’s total number of ratings, as shown in
Table IV. For our system, 356 scores out of 510 (69.8%) are
not lower than 3, which indicates that most users accept the
generated transformable layouts in terms of rationality. For the
manually crafted results, the ratio reaches 94.5%. Additionally,
the expert designs received higher scores (4 or 5) than ours.
Scores for our results have a mean of 3.03 and a standard
deviation of 0.96, and the scores for the crafted ones have a mean
of 4.05 and a standard deviation of 0.87. In general, the manually
designed reshapings are more welcomed than those generated
by our system. The main reason is that our system generates
more redundant reshapings than the designed ones. First, the

algorithm can introduce additional actions due to some fail
cases, which may be avoided when designed manually. Second,
the process may take two steps (using the initial layout as the
intermediate), leading to unnecessary positionings and moves.
For the explanations, see Section IV. The above setbacks are
acceptable since our system aims at collision-free and successful
layout reshapings. We conclude that our system makes plausible
dynamic arrangements in most cases.

On the other hand, our automatic system generates trans-
formable layouts much faster. Our system takes less than 1 s
to generate a transformable layout, while a designer takes more
than 10 minutes to craft one manually.

E. Evaluating Effectiveness

We conduct analyses to demonstrate the effectiveness of
the two refinement approaches (generation enhancement and
loss-based filtering) in Section III. We evaluate three methods:
(1) a baseline method without the two refinement approaches,
(2) a method with generation enhancement but without fil-
tering, and (3) the current method with both approaches ap-
plied. One hundred initial layouts are generated, each within
a 7.5Mm × 4.5Mm room containing five random modules. In
total, approximately 3,500 function nodes and 98,000 layouts are
expanded. These layouts then go through the scheduling process
in Section IV, where an effort value is calculated if scheduling
succeeds.

We use the average success rate and effort value as met-
rics to evaluate the three methods. The results show average
success rates of 81.6%, 85.4%, and 90.5% and average effort
values of 2.89, 2.45, and 2.19, respectively. These suggest that
both refinement approaches significantly improve the schedul-
ing success rate and reduce the effort required for transla-
tion/rotation/reshaping actions. Second, we examine whether
the optimal layout is mistakenly filtered out. Specifically, if a
candidate layout that could be successfully scheduled with the
minimum effort value is removed by the loss-based filtering
process, it is considered a mistake. Fortunately, the results
indicate that such cases occur in only 16.7% of the function
nodes, demonstrating that the filtering approach effectively re-
tains layouts more practical to scheduling.

VII. CONCLUSION

This paper presents an interactive system to explore trans-
formable layouts based on transformable modules. Our system
is summarized in three phases: expanding, scheduling and or-
ganizing. Our system enables automatic transformable layout
expansion and interactive transformable layout editing. How-
ever, there are still limitations, and further improvements are
required.

First, the algorithm of scheduling layouts in Section IV may be
refined to improve the success rate, remove redundant paths, and
boost efficiency, as suggested in Section VI-D. Scheduling can
sometimes fail. Some steps may introduce unnecessary actions
and lead to redundancy. The computation time is also unstable
due to heuristic approaches and randomness. A better algorithm
could be more effective, efficient, and stable.
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Second, although the hierarchy provides an organized and
concise way to show the generated layouts, it is based on the
functionality inferred by the algorithm. Different users may
have different opinions on the functionality, which may lead to
confusion if users’ opinions and ours differ. Besides, it is hard
to give detailed descriptions of the hierarchy, so it would take
some time for the users to comprehend how each function node
“functions”. Future work may consider adding automatically
generated natural language descriptions on nodes.

Third, more factors are yet to be considered in the computation
of the functionalities of layouts described in Section V. In our
implementation, we ignore the positions and orientations when
assigning importance factors to the modules. Additionally, the
configurations of the room (e.g., windows and doors) do not
affect the functionalities. Therefore, the computed result cannot
accurately represent the actual function of a layout. In the future,
we will take these factors into the computation process for more
comprehensive evaluations.

Fourth, our system needs improvements for continuous state
space, e.g., a table plate (the part that can be extended on the top)
can stretched (extended) from 0 to 2 meters continuously. The
transformable layouts are also continuous, given that the mod-
ules involved have continuous states. We still need future ideas
to carefully select the representative transformable layouts or
visualize the hierarchy yielded by the continuous transformable
layout space.

ACKNOWLEDGMENTS

We thank the reviewers for their thoughtful comments to help
us improve the paper. We also thank Prof. Hongbo Fu for his
valuable comments of improving this paper.

REFERENCES

[1] R. Reuter, A. Snijders, and M. Bilow, Space-Saving Techniques by the Use
of Transformable Architecture. Delft, The Netherlands: Delft University,
2006.

[2] J. L. Cabanes Ginés, “Graphic Expression of the Transformability of
Domestic Space. From Le Corbusier to Andrés Jaque: A. Real and
Symbolic Evolution,” in Graphical Heritage: Volume 2-Representation,
Analysis, Concept and Creation. Berlin, Germany: Springer, 2020,
pp. 367–377.

[3] K. Hara, House Vision 3:2018 Beijing Exhibition. Beijing, China: CITIC
Press Corporation, 2018.

[4] H. Husein, “Multifunctional furniture as a smart solution for small spaces
for the case of zaniary towers apartments in erbil city,” Int. Trans. J. Eng.,
Manag., Appl. Sci. Technol., vol. 12, pp. 1–11, 2020.

[5] K. T. Kit, “Sustainable engineering paradigm shift in digital architecture,
engineering and construction ecology within metaverse,” Int. J. Comput.
Inf. Eng., vol. 16, no. 4, pp. 112–115, 2022.

[6] A. Kemec, “From reality to virtuality: Re-discussing cities with the concept
of the metaverse,” Int. J. Manage. Accounting, vol. 4, no. 1, pp. 12–20,
2022.

[7] L. Tomarchio, P. Herthogs, and B. Tunçer, “Hybrid art space typologies
in Singapore from social media data,” City, Culture Soc., vol. 34, 2023,
Art. no. 100519.

[8] K. Moritzen, “Opening up virtual mosh pits: Music scenes and in-game
concerts in Fortnite and Minecraft,” J. Sound Music Games, vol. 3, no. 2-3,
pp. 115–140, 2022.

[9] A. Garg, A. Jacobson, and E. Grinspun, “Computational design of re-
configurables,” ACM Trans. Graph., vol. 35, no. 4, pp. 1–4, Jul. 2016,
doi: 10.1145/2897824.2925900.

[10] Q. Fu, F. Zhang, X. Li, and H. Fu, “Magic furniture: Design paradigm
of multi-function assembly,” IEEE Trans. Vis. Comput. Graphics, vol. 30,
no. 7, pp. 4068–4079, Jul. 2024.

[11] G. Xiong, Q. Fu, H. Fu, B. Zhou, G. Luo, and Z. Deng, “Motion planning
for convertible indoor scene layout design,” IEEE Trans. Vis. Comput.
Graphics, vol. 27, no. 12, pp. 4413–4424, Dec. 2020.

[12] S. Canepa, “Mechanization takes command, again,” J. Civil Eng. Archit.,
vol. 14, pp. 565–571, 2020.

[13] H. Larrea-Tamayo, “Arkits: Architectural robotics kits,” Ph.D. dissertation,
Massachusetts Institute of Technology, 2015.

[14] L.-F. Yu, S. K. Yeung, C.-K. Tang, D. Terzopoulos, T. F. Chan, and S. Osher,
“Make it home: Automatic optimization of furniture arrangement.,” ACM
Trans. Graph., vol. 30, no. 4, 2011, Art. no. 86.

[15] Q. Fu, X. Chen, X. Wang, S. Wen, B. Zhou, and H. Fu, “Adaptive synthesis
of indoor scenes via activity-associated object relation graphs,” ACM
Trans. Graph., vol. 36, no. 6, pp. 1–13, 2017.

[16] S.-K. Zhang, Y.-X. Li, Y. He, Y.-L. Yang, and S.-H. Zhang, “MageAdd:
Real-time interaction simulation for scene synthesis,” in Proc. 29th
ACM Int. Conf. Multimedia, New York, NY, USA, 2021, pp. 965–973,
doi: 10.1145/3474085.3475194.

[17] S.-H. Zhang, S.-K. Zhang, W.-Y. Xie, C.-Y. Luo, Y.-L. Yang, and H. Fu,
“Fast 3D indoor scene synthesis by learning spatial relation priors of ob-
jects,” IEEE Trans. Vis. Comput. Graphics, vol. 28, no. 9, pp. 3082–3092,
Sep. 2022.

[18] S.-K. Zhang, W.-Y. Xie, and S.-H. Zhang, “Geometry-based layout gen-
eration with hyper-relations among objects,” Graphical Models, vol. 116,
2021, Art. no. 101104.

[19] M. Fisher, D. Ritchie, M. Savva, T. Funkhouser, and P. Hanrahan,
“Example-based synthesis of 3D object arrangements,” ACM Trans.
Graph., vol. 31, no. 6, 2012, Art. no. 135.

[20] S. Qi, Y. Zhu, S. Huang, C. Jiang, and S.-C. Zhu, “Human-centric indoor
scene synthesis using stochastic grammar,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit., 2018, pp. 5899–5908.

[21] T. Weiss et al., “Fast and scalable position-based layout synthesis,”
IEEE Trans. Vis. Comput. Graphics, vol. 25, no. 12, pp. 3231–3243,
Dec. 2019.

[22] Y.-T. Yeh, L. Yang, M. Watson, N. D. Goodman, and P. Hanrahan, “Syn-
thesizing open worlds with constraints using locally annealed reversible
jump mcmc,” ACM Trans. Graph., vol. 31, no. 4, 2012, Art. no. 56.

[23] K. Wang, M. Savva, A. X. Chang, and D. Ritchie, “Deep convolutional
priors for indoor scene synthesis,” ACM Trans. Graph., vol. 37, no. 4,
2018, Art. no. 70.

[24] S.-H. Zhang, S.-K. Zhang, Y. Liang, and P. Hall, “A survey of 3D
indoor scene synthesis,” J. Comput. Sci. Technol., vol. 34, no. 3, 2019,
Art. no. 594.

[25] K. Sohn, H. Lee, and X. Yan, “Learning structured output representation
using deep conditional generative models,” in Proc. Adv. Neural Inf.
Process. Syst., 2015, pp. 3483–3491.

[26] A. Vaswani et al., “Attention is all you need,” in Proc. Adv. Neural Inf.
Process. Syst., Curran Associates, Inc., 2017, pp. 6000–6010.

[27] J. Ho, A. Jain, and P. Abbeel, “Denoising diffusion probabilistic models,”
in Proc. Adv. Neural Inf. Process. Syst., Curran Associates, Inc., 2020,
pp. 6840–6851.

[28] Q. Fu, S. He, X. Li, and H. Fu, “PlanNet: A generative model for
component-based plan synthesis,” IEEE Trans. Vis. Comput. Graphics,
vol. 30, no. 8, pp. 4739–4751, Aug. 2024.

[29] P. Purkait, C. Zach, and I. Reid, “Sg-vae: Scene grammar variational
autoencoder to generate new indoor scenes,” in Proc. Int. Conf. Comput.
Vis., Cham: Springer International Publishing, 2020, pp. 155–171.

[30] M. Li et al., “Grains: Generative recursive autoencoders for indoor scenes,”
ACM Trans. Graph., vol. 38, no. 2, pp. 1–16, 2019.

[31] H. Yang et al., “Scene synthesis via uncertainty-driven attribute syn-
chronization,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2021,
pp. 5630–5640.

[32] D. Paschalidou, A. Kar, M. Shugrina, K. Kreis, A. Geiger, and S. Fi-
dler, “Atiss: Autoregressive transformers for indoor scene synthesis,”
in Proc. Adv. Neural Inf. Process. Syst., Curran Associates, Inc., 2021,
pp. 12013–12026.

[33] X. Wang, C. Yeshwanth, and M. Nießner, “SceneFormer: Indoor scene
generation with transformers,” in Proc. Int. Conf. 3D Vis., 2021,
pp. 106–115.

[34] Y. Song and S. Ermon, “Generative modeling by estimating gradients
of the data distribution,” in Proc. Adv. Neural Inf. Process. Syst., 2019,
pp. 11918–11930.

[35] R. Rombach, A. Blattmann, D. Lorenz, P. Esser, and B. Om-
mer, “High-resolution image synthesis with latent diffusion mod-
els,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022,
pp. 10684–10695.

[36] A. Ramesh et al., “Zero-shot text-to-image generation,” in Proc. 38th Int.
Conf. Mach. Learn., 2021, pp. 8821–8831.

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on August 13,2025 at 07:13:13 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.1145/2897824.2925900
https://dx.doi.org/10.1145/3474085.3475194


ZHANG et al.: SCENEEXPLORER: AN INTERACTIVE SYSTEM FOR EXPANDING, SCHEDULING, AND ORGANIZING TRANSFORMABLE LAYOUTS 6021

[37] R. Liu, R. Wu, B. Van Hoorick, P. Tokmakov, S. Zakharov, and C. Vondrick,
“Zero-1-to-3: Zero-shot one image to 3D object,” in Proc. IEEE/CVF Int.
Conf. Comput. Vis., 2023, pp. 9298–9309.

[38] J. Tang, Y. Nie, L. Markhasin, A. Dai, J. Thies, and M. Nießner, “Dif-
fuScene: Denoising diffusion models for generative indoor scene synthe-
sis,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2024,
pp. 20507–20518.

[39] C. Fang, X. Hu, K. Luo, and P. Tan, “Ctrl-room: Controllable
text-to-3D room meshes generation with layout constraints,” 2023,
arXiv:2310.03602.

[40] L. Höllein, A. Cao, A. Owens, J. Johnson, and M. Nießner, “Text2Room:
Extracting textured 3D meshes from 2D text-to-image models,” in Proc.
IEEE/CVF Int. Conf. Comput. Vis., 2023, pp. 7909–7920.

[41] J. Lei, J. Tang, and K. Jia, “RGBD2: Generative scene synthesis via
incremental view inpainting using RGBD diffusion models,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2023, pp. 8422–8434.

[42] C. Lin and Y. Mu, “Instructscene: Instruction-driven 3D indoor scene
synthesis with semantic graph prior,” in Proc. Int. Conf. Learn. Repre-
sentations, 2024. [Online]. Available: https://openreview.net/forum?id=
LtuRgL03pI

[43] L.-F. Yu, S.-K. Yeung, and D. Terzopoulos, “The clutterpalette: An interac-
tive tool for detailing indoor scenes,” IEEE Trans. Vis. Comput. Graphics,
vol. 22, no. 2, pp. 1138–1148, Feb. 2016.

[44] S. Zhang, Z. Han, and H. Zhang, “User guided 3D scene enrichment,” in
Proc. 15th ACM SIGGRAPH Conf. Virtual-Reality Continuum Appl. Ind.,
New York, NY, USA, 2016, pp. 353–362, doi: 10.1145/3013971.3014002.

[45] S. Zhang, Z. Han, Y.-K. Lai, M. Zwicker, and H. Zhang, “Active arrange-
ment of small objects in 3D indoor scenes,” IEEE Trans. Vis. Comput.
Graphics, vol. 27, no. 4, pp. 2250–2264, Apr. 2021.

[46] S.-K. Zhang, H. Tam, Y. Li, K.-X. Ren, H. Fu, and S.-H. Zhang, “SceneDi-
rector: Interactive scene synthesis by simultaneously editing multiple
objects in real-time,” IEEE Trans. Vis. Comput. Graphics, vol. 30, no. 8,
pp. 4558–4569, Aug. 2024.

[47] R. Suzuki, R. Nakayama, D. Liu, Y. Kakehi, M. D. Gross, and D. Lei-
thinger, “Lifttiles: Constructive building blocks for prototyping room-scale
shape-changing interfaces,” in Proc. 14th Int. Conf. Tangible, Embedded,
Embodied Interact., 2020, pp. 143–151.

[48] J. Lengiewicz and P. Hołobut, “Efficient collective shape shifting and loco-
motion of massively-modular robotic structures,” Auton. Robots, vol. 43,
pp. 97–122, 2019.

[49] O. Medina, S. Hacohen, and N. Shvalb, “Robotic swarm motion
planning for load carrying and manipulating,” IEEE Access, vol. 8,
pp. 53141–53150, 2020.

[50] R. Suzuki et al., “RoomShift: Room-scale dynamic haptics for VR with
furniture-moving swarm robots,” in Proc. CHI Conf. Hum. Factors Com-
put. Syst., 2020, pp. 1–11.

[51] H. Wang, W. Liang, and L.-F. Yu, “Scene mover: Automatic move planning
for scene arrangement by deep reinforcement learning,” ACM Trans.
Graph., vol. 39, no. 6, pp. 1–15, 2020.

[52] H. Wang, Z. Wang, W. Liang, and L.-F. Yu, “Pearl: Parallelized
expert-assisted reinforcement learning for scene rearrangement planning,”
2021, arXiv:2105.04088.

[53] J.-M. Sun, J. Yang, K. Mo, Y.-K. Lai, L. Guibas, and L. Gao, “Haisor:
Human-aware indoor scene optimization via deep reinforcement learning,”
ACM Trans. Graph., vol. 43, no. 2, pp. 1–17, 2024.

[54] S. Alpern, “The rendezvous search problem,” SIAM J. Control Optim.,
vol. 33, no. 3, pp. 673–683, 1995.

[55] K. Xu et al., “Organizing heterogeneous scene collections through con-
textual focal points,” ACM Trans. Graph., vol. 33, no. 4, pp. 1–12, 2014.

[56] M. Saruwono, N. F. Zulkiflin, and N. M. N. Mohammad, “Living in
living rooms: Furniture arrangement in apartment-type family housing,”
Procedia-Social Behav. Sci., vol. 50, pp. 909–919, 2012.

[57] S. Masran, Z. Nur Farhana, and N. M. Nik Mastura, “Living in living
rooms: Furniture arrangement in apartment-type family housing,” Proce-
dia Social Behav. Sci., vol. 50, pp. 909–919, 2012.

Shao-Kui Zhang received the PhD degree in com-
puter science and technology from Tsinghua Univer-
sity, Beijing, in 2023. He is currently a postdoctoral
researcher in the Department of Computer Science
and Technology, Tsinghua University. His research
interests include Computer Graphics, 3D AIGC, and
Multimedia Applications.

Jia-Hong Liu received the bachelor’s degree in com-
puter science and technology from Tsinghua Univer-
sity. His research interests include virtual reality and
3D scene synthesis.

Junkai Huang received the undergraduation degree
from Zhili College, Tsinghua University. His research
interests include computer graphics and 3D scene
synthesis.

Ziwei Chi received the bachelor’s degree from the
Tsinghua University’s Academy of Art and Design,
in 2021 and the master’s degree in design, in 2024. Her
research interests include intelligent interior design,
generative models, and human-computer interaction.

Hou Tam received the bachelor’s and master’s de-
grees in computer Science and technology from Ts-
inghua University. He is currently working toward
the doctoral degree in the Department of Computer
Science and Technology, Tsinghua University. His
research interests include computer graphics and 3D
scene synthesis.

Yong-Liang Yang received the BS and PhD degrees
in computer science from Tsinghua University. He
is a senior lecturer in the Department of Computer
Science, University of Bath. His research interests
are broadly in visual computing and interactive tech-
niques.

Song-Hai Zhang (Member, IEEE) received the PhD
degree in computer science and technology from Ts-
inghua University, Beijing, in 2007. He is currently
an associate professor in the Department of Computer
Science and Technology with Tsinghua University.
His research interests include computer graphics and
virtual reality.

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on August 13,2025 at 07:13:13 UTC from IEEE Xplore.  Restrictions apply. 

https://openreview.net/forum{?}id$=$LtuRgL03pI
https://openreview.net/forum{?}id$=$LtuRgL03pI
https://dx.doi.org/10.1145/3013971.3014002


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


