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Abstract

Recent trends in Large Vision Language Models
(LVLMs) research have been increasingly focusing on ad-
vancing beyond general image understanding towards more
nuanced, object-level referential comprehension. In this
paper, we present and delve into the self-consistency ca-
pability of LVLMs, a crucial aspect that reflects the mod-
els’ ability to both generate informative captions for spe-
cific objects and subsequently utilize these captions to ac-
curately re-identify the objects in a closed-loop process.
This capability significantly mirrors the precision and reli-
ability of fine-grained visual-language understanding. Our
findings reveal that the self-consistency level of existing
LVLMs falls short of expectations, posing limitations on
their practical applicability and potential. To address this
gap, we introduce a novel fine-tuning paradigm named
Self-Consistency Tuning (SC-Tune). It features the syn-
ergistic learning of a cyclic describer-locator system. This
paradigm is not only data-efficient but also exhibits gener-
alizability across multiple LVLMs. Through extensive ex-
periments, we demonstrate that SC-Tune significantly ele-
vates performance across a spectrum of object-level vision-
language benchmarks and maintains competitive or im-
proved performance on image-level vision-language bench-
marks. Both our model and code will be publicly available
at https://github.com/ivattyue/SC-Tune.

1. Introduction

Recently, Large Vision Language Models have witness re-
markable progress [13, 25, 59]. By introducing learnable
parameters to map visual features to the semantic space of
Large Language Models (LLMs) [7, 12, 38, 45], LVLMs
demonstrate strong capabilities for visual content percep-
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Figure 1. Upper: two examples demonstrating the shortfall in
self-consistent referential comprehension of LVLMs, which are
attributed to limited grounding (the first example) and limited cap-
tioning (the second example) capabilities, respectively. Lower:
We use Pr@0.5 as the self-consistency evaluation metric. We con-
sider it to be correct when the IoU between prediction bbox and
the groung truth is greater than 0.5. The self-consistency levels
of different LVLMs show pronounced performance gap between
in-domain (RefCOCO) and out-of-domain (Object365 and Open-
Images) datasets.

tion and expression. A line of works [3, 9, 10, 57] go be-
yond basic image-level comprehension, and have emerged
to cultivate object-level referential comprehension capabil-
ity with LVLMs, namely understanding or identifying a spe-
cific object within an image. Referential comprehension ca-
pability bases on two symmetry object-level tasks, i.e., re-
ferring expression generation (REG) and referring expres-
sion comprehension (REC). REG is to describe an object

13073



in an image with discriminative referring expression, while
REC is the reverse task of REG, aiming at localizing a par-
ticular object given an expression. Recent LVLMs handle
spatial coordinate inputs and outputs in natural language,
thereby unifying both REG and REC tasks in sequence
modeling framework, which are optimized with multi-task
instruction tuning on a large-scale collection of fine-grained
region-text data [22, 32, 36, 55].

A LVLM model that generates a referring expression for
an object (REG) and then accurately locates back the object
based on that expression (REC) demonstrates a deeper un-
derstanding of the content and context of the image. Such
bbox-caption-bbox cyclical consistency is a crucial capabil-
ity of LVLMs performing object-level understanding tasks,
which we refer to as self-consistency on referential compre-
hension (see Figure 1). It ensures that both the generation
and comprehension aspects are aligned and accurate, lead-
ing to more robust models. If a model generates an incorrect
referring expression or fails to accurately localize an object,
the inconsistency becomes apparent when attempting to re-
verse the task. In real-world scenarios where accuracy in
both generating and comprehending referential expressions
is crucial (such as in autonomous navigation, visually im-
paired assistance, embodied agents, or interactive Al sys-
tems), self-consistency ensures reliability and usability of
the model.

Surprisingly, through preliminary experiments, we found
that the self-consistency capability of current object-level
LVLMs (e.g. MiniGPT-v2 [9] and Qwen-VL [3]) dramat-
ically drops on out-of-domain images. As illustrated in
Figure 1, we randomly select 4k bounding boxes from both
the in-domain (seen during training) dataset RefCOCO [55]
and the out-of-domain (unseen during training) datasets,
i.e., Openlmages [21] and Object365 [40], respectively.
Staring from these bboxes, we sequentially perform REG
and REC and examine whether the model can locate the
correct region based on its generated region caption. As
is shown in the figure, there exists pronounced perfor-
mance gap of self-consistency between in-domain and out-
of-domain images, implying poor generalization of their
referential comprehension ability.

In this paper, we foster the self-consistent referen-
tial comprehension capability of object-level LVLMs by
proposing a model fine-tuning paradigm named Self-
Consistency Tuning (SC-Tune). We go beyond con-
ventional multi-task learning of both REG and REC
tasks, which neglects their consistent correlation. Self-
consistency tuning centers on the synergistic learning of a
cyclic dual-component system: a describer and a locator,
which are two roles of the same pre-trained LVLM. In this
system, the describer generates contextually enriched cap-
tions from bboxes. Subsequently, the locator operates on
those generated captions, utilizing them as directives for

precise object localization within images. The describer
is trained through a bbox-caption-bbox self-consistency re-
ward cycle, under Proximal Policy Optimization (PPO) [39]
reinforcement learning paradigm. This mechanism ensures
the generation of captions that not only describe but also
discriminatively guide the localization process. Conversely,
the locator is supervisory trained to parse nuanced linguistic
cues from the evolving synthetic captions of the describer,
enabling precise and robust object localization even in out-
of-domain images.

The two components are updated under an iterative train-
ing cycle: freezing one component when training the other
one. This alternating cycle is complemented by the syn-
chronization of their parameters post each training cycle,
fostering a harmonious growth of the overall system in fine-
grained understanding. By refining the interplay between
caption generation and object localization, we enhance
the model’s self-consistency in both in-domain and out-of-
domain images. Such Self-consistency tuning thereby in-
creases the performance and robustness of LVLMs in fine-
grained referential comprehension.

Our main contributions can be summarized as follows:

* We propose self-consistency as a crucial metric for
model reliability in fine-grained referential comprehen-
sion and systematically examine this capability on exist-
ing LVLMs.

* We propose self-consistency tuning to effectively fos-
ter the self-consistent referential comprehension capabil-
ity of LVLMs, which is data efficient and generalizable
across multiple LVLMs.

* By incorporating our proposed self-consistency tuning
with state-of-the-art LVLMs, we observe notable en-
hancements in zero-shot performance across multiple
object-level vision-language benchmarks, while main-
taining competitive or even improved performance on
image-level vision-language benchmarks.

2. Related Work

Referential Comprehension of LVLMs. In everyday
human interactions, referencing specific objects or areas
within a visual context is a frequent occurrence. Therefore,
it is significant to augment LVLMs with robust referential
comprehension capabilities. The mainstream paradigms for
integrating location information into the understanding of
LVLMs can be summarized as the followings, namely tex-
tual coordinate representation and regional feature extrac-
tion. The representative work of the former can be traced
back to Pix2Seq [11]. It leverages discrete coordinate to-
kens to encode spatial information, thereby unifying the ref-
erential comprehension training into the sequence model-
ing task. Notable works include OFA [48], Unified-io [29],
Shikra [10] and Kosmos-2 [36]. For the latter paradigm,
represented by PVIT [8] and GPT4Rol [57], it utilizes Re-
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gion of Interest (ROI) [17] to extract object-level features,
then align these features to the textual modality. However,
these works ignore the native self-consistency between ref-
erence generation and grounding when training referential
comprehension capabilities. The disruption in the bidirec-
tional consistency between visual and textual modalities in-
dicates unsatisfactory alignment quality.

Reinforcement Learning in LLMs. Recent advance-
ments in Large Language Models (LLMs) have been sig-
nificantly influenced by Reinforcement Learning from Hu-
man Feedback (RLHF). This method has proven effective
in aligning LLMs with human-centric values and prefer-
ences [4, 34]. RLHF hinges on training a reward model
(RM) aligned with human preferences, subsequently refin-
ing LLMs based on the reward signals provided by the
RM. Notably, LLMs are often updated using PPO algo-
rithm [33, 41], with the addition of a Kullback—Leibler (KL)
penalty to control deviations from the initial model [26, 34].
Extending beyond text, RLHF has been adapted for image
generation. By introducing a RM, the alignment quality
of prompts and images is improved [24], making it more
consistent with human preferences [52]. To save the re-
sources on collecting high-quality human preferences, [23]
proposes to use Al instead of human in labeling preferences,
amethod termed RL from Al Feedback (RLAIF), which has
demonstrated comparable efficacy. Similarly, in this work,
we employ the locator to provide feedback as the reward
signal for the describer. By treating the caption generation
as a sequential decision-making problem, we leverage rein-
forcement learning to fine-tune the describer towards self-
consistency.

3. Self-Consistency Tuning

In this section, we introduce our training framework aimed
at eliminating the sense of isolation between tasks, en-
hancing the model’s self-consistent referring comprehen-
sion capability. This approach cyclically fine-tunes a dual-
component system towards self-consistency. We briefly re-
view the architectural design of current LVLMs in section
3.1. Subsequently, in section 3.2, we provide a detailed in-
troduction to our SC-Tune pipeline, as illustrated in Figure
3. Then we elaborate the training process and loss function
for each component respectively in section 3.3 and 3.4.

3.1. LVLM Architecture

The structure of current LVLMs can be primarily sum-
marized into three parts: the visual encoder, LLM and
the bridging component that connects the two modali-
ties. Initially, input images are processed through the
visual encoder for feature extraction. These visual fea-
tures are then mapped onto the semantic space of LLM

through the bridging component, where they are concate-
nated with the input text and fed into LLM for content gen-
eration. LVLMs acquire referential comprehension capabil-
ities through region-text data, which is sourced from both
small-scale human annotations [22, 32, 55] and extensive
weakly supervised data [36]. LVLMs proportionally resize
the top-left and bottom-right coordinates to integers within
a fixed range (e.g., [0,1000] for Qwen-VL and [0,100] for
MiniGPT-v2). Subsequently these discrete and finite coor-
dinates are represented in textual form. In REG and REC
tasks, these textually represented coordinates serve as ei-
ther input or expected output for LVLMs. Both tasks utilize
a language modeling loss for optimization. However, the
REC and REG capabilities trained in this manner are sub-
optimal due to a lack of symmetry.

He is at
{<0><0><32><94>}.

l This is a policeman. l

Language Model
Vision-Language Connector Tokenizer & Embedding
Visual Encoder [ Where is the left man? ]

Tell me about
{<567><13><86><92>}.

Figure 2. Architecture of object-level LVLMs. They mainly com-
prises three parts: the visual backbone for feature extraction, the
vision-language connector for semantic alignment and a LLM. It
has preliminary REC and REG capabilities by generating and un-
derstanding coordinates represented by text.

3.2. Overview of SC-Tune

Our framework regards two roles, namely “describer” and
“locator”, of one pre-trained LVLM as a dual-component
system. The describer focuses on generating detailed cap-
tions based on given bboxes, while the locator aims to re-
construct these bboxes from the self-generated captions.
The central goal of our fine-tuning process is to find a set
of parameters that has both enhanced capabilities.

To achieve that goal, we draw inspiration from the “tar-
get network” utilized in Deep-Q Networks (DQN) [31]. In
DQN, one network is frozen as the “target network” to pro-
vide training signals for the other network. As the other one
inches closer to its goal, the frozen target network is up-
dated by the parameters copied from the other network to
facilitate continuous improvement. Similarly in our frame-
work, we treat each component as the target network for the
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Figure 3. An illustration of our SC-Tune framework. It mainly comprises describer training cycle and locator training cycle. Each cycle
employs a bbox-caption-bbox pipeline with respective loss function designed for fostering the self-consistent referential comprehension
capability of object-level LVLMs. Training alternates between these two cycles, with parameter synchronization post each training cycle.

other to generate training signals. Moreover, we iteratively
train the two components and synchronize their parameters
when switching the focus of training. This method not only
inherits the advantage of the target network to make train-
ing more stable, but also promotes the mutual improvement
of the two capabilities within one model.

Specifically, the parameters of the describer and locator
are the same initially. During the training stage of describer,
we freeze the locator and only tune the describer for a pre-
defined number of steps, H. Following this, we synchronize
the parameter of describer to the locator. Conversely, in the
training stage of locator, we freeze the describer and only
tune the locator for H steps. After this stage, we synchro-
nize the parameter of locator to the describer. In each train-
ing stage, we employ a bbox-caption-bbox pipeline (show
in Figure 3), leveraging the task symmetry and consistent
correlation for self-consistency fine-tuning. This cyclical
training process continues until it effectively integrates the
improvements of both capabilities into a cohesive model.

3.3. Describer Training

This subsection details the training process for the de-
scriber, which is responsible for generating detailed cap-
tions C from given bounding boxes B. Concurrently, the lo-
cator is frozen to localize bboxes B for these self-generated
captions C. In this reconstruction process, our aim is
to maximize the similarity between the input and output

bboxes, i.e., [oU(B, B), for self-consistency, which implic-
itly requires these captions C to be informative and discrim-
inative.

However, the operation of sampling from vocabu-
lary during generation is non-differentiable, resulting that
the describer cannot be updated directly through back-
propagating reconstruction loss. To address this challenge,
we employ reinforcement learning (RL), which does not re-
quire derivation of the action sampling process.

PPO Loss. In the setting of RL, both the describer and
locator are regarded as “agents” with policy 7 parameter-
ized by 6 and ¢, respectively. Initially, § = ¢. At timestep
t, the previously generated tokens {¢, ..., ¢—1}, the input
image I, and the bbox B are regarded as the “state” s;. The
generating caption token ¢, is served as the “action” taken
with the policy g, i.e., ¢ ~ mo(+|s¢). The objective is to
maximize the cumulative rewards ZtT: 1 R(é, s¢), where T
is the terminal token generation step. To achieve the ob-
jective, we use PPO algorithm to optimize the policy in the
trust region for stable training. The RL loss function is for-
mulated as follows:

KRL(G) = 7]Et [mln (T’t(e)At, Cllp (Tt(ﬁ), 1-— €, 1+ 6) At)] (1)

where 7.(6) is the importance sampling ratio: r(f) =

mo(Celst) and g is the policy parameters before update.
Togq(Ct[st)
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€ is a hyperparameter and A; is the advantage function. clip
function is to limit values to a range.

Reward. Given the self-generated caption ¢ =
{é1,...,¢ér} and input image I, the frozen locator
generates a predicted bbox B, ie., B = f(m4s(C, 1)),
where f represents regular expression search from
generated sentence to parse bbox. Due to the goal of
reconstructing the original bbox B, it is intuitive to set
the IoU(B, B) as the reward function. Notably, it is a
sentence-level reward for describer. However, this reward
function does not constrain the semantic information of
captions, probably causing forgetfulness in linguistic rule.
Therefore, we add a token-level KL penalty from the initial
model to mitigate over-optimization of the reconstruction
reward. The complete reward function is formulated as
follows:

Wg(ét|8t)

% = 1,_7(t) - IoU(B, B) — 81
R(Ct,St) t—T() Y ( 9 ) /8 Og ﬂ_emf(ét|st)

2
where 1 is the indicator function, 6, is the initial parame-
ters, and [ is the KL coefficient.

Value-Free Advantage. The advantage function is used
to evaluate the long-term benefits of a chosen action com-
pared to other actions. In standard PPO algorithm, it needs
another value function to compute the advantage, which re-
quires additional network and computing resources. Alter-
natively, we apply the form of advantage function in “RE-
INFORCE with baseline” algorithm [43] formulated in Eq.
(3), where the baseline is employed to reduce variance the-
oretically.

T
Ai(Ee,5¢) = ZR(&,», si) — R(cr, st) 3)

i=t

where the superscript * represents the baseline. We choose
greedily decoded captions C* generated from initial model
Orer as the baseline. Note that there is no need of gradients
for action ¢, reward R(¢;, s¢), advantage A(¢, s;), and old
sampling probability 7y, (é|st), only the latest sampling
probability 7y (¢¢|s¢) needs to calculate gradient in the train-
ing loss (1).

3.4. Locator Training

In this subsection, we detail the training process for the lo-
cator. Unlike the describer that is in the middle of the bbox-
caption-bbox pipeline, the gradient of the loss function can
be propagated back to the locator directly. Therefore, we
adopt self-supervised learning on locator for simplicity.
Specifically, during the training of locator 74, we freeze
the describer 7y to generate pseudo captions C from given

bboxes B and image I. Then we fine-tune locator with
the data (B, I, C') using loss derived from maximum like-
lihood estimation (MLE). Assuming the tokens of tok-
enized instructions building upon (B, I, C‘) are denoted as
{w1,...,wr}, the training loss of locator is formulated as
follows:

EMLE(¢) = —E; [log P(w¢|wy, ..., wi—1)] 4)

Our framework iteratively fine-tunes the describer and
locator for H steps using PPO loss (1) and MLE loss (4),
respectively. Post each training phase, we synchronize their
parameters to facilitate synergistic and continuous improve-
ment, as detailed in section 3.2.

4. Experiments
4.1. Experimental Settings

Baseline LVLMs. We verify the effectiveness and univer-
sality of our proposed training framework on two prevalent
fine-grained LVLM, i.e. Qwen-VL [3] and MiniGPT-v2 [9].
Qwen-VL adopts Qwen-7B [2] as its foundation compo-
nent, and uses the Vision Transformer (ViT) [14] as the
visual encoder, with pre-trained weights from Openclip’s
ViT-bigG [19]. For MiniGPT-v2, it takes the visual tokens
from EVA-Clip [15] and leverage LLaMA2-Chat (7B) [46]
as LLM. Uniformly, for both models, we inherit the check-
points from stage 3 and execute SC-Fune on this basis to
further refine the referential comprehension capabilities.

Implementation Details. We adopt AdamW [28] as the
optimizer. Parameter synchronization is performed every
200 steps and the training stage is then switched. We train
both baseline models for 1 epoch which contains 6 stage
switches. Both models are trained with a batch size of 128
and weight decay of 0.1. The learning rate is set to Se-7 and
le-6 for describer and locator training stage, respectively.
We set the KL coefficient and PPO epoch to 0.01 and 2 for
reinforcement learning. The input image is resized to 448 x
448 without any additional data-augmentation. The model
is trained on 8 NVIDIA A100 GPUs, lasting roughly 15
hours for Qwen-VL and 10 hours for MiniGPT-v2.

Training Dataset. Our SC-Tune is data-efficient. We
leverage about 166K images and corresponding bbox loca-
tions sampled from Object365 [40] Dataset. Training does
not require any text annotations.

Evaluation Datasets and Metrics. We evaluate the base-
line models on various object-level and image-level bench-
marks to validate the referential comprehension enhanced
by our framework. For REC and REG, we consider Ref-
COCO/+/g [32, 55], ReferltGame [20] and Flickr30K En-
tities [37]. For referential question answering, we evaluate
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Table 1. Self-consistency evaluation on various benchmarks. We
report self-consistency level using accuracy, where a sample is
considered as right when IoU between prediction and ground-truth
is higher than 0.5.

Method Object365 | Openlmages | RefCOCO

Qwen-VL 76.9 52.9 87.9
+SC-Tune (Object365) 94.1 68.8 93.8
+SC-Tune (Openlmages) 89.6 73.6 92.0

MiniGPT-v2 65.4 38.2 87.2
+SC-Tune (Object365) 76.6 48.5 90.4

on Visual-7W [60] and PointQA-Local [30]. Furthermore,
we conduct assessments on the image-level benchmarks
to substantiate the enhanced fine-grained alignment qual-
ity brought by our SC-Tune. For Image Caption, we employ
Nocaps [1] and Flickr30K [37]. Regarding the question-
answering tasks, we adopt VQAv2 [16] and GQA [18] as
the evaluation benchmarks.

For all benchmarks, we follow the prompt templates
used in the original instruction tuning of the baseline mod-
els. Greedy search is used for decoding. In REC task,
the bounding box predicted by the model is considered as
correct for reporting accuracy if its intersection over union
(IoU) between prediction and ground-truth is higher than
0.5. In REG and Image Caption tasks, following previous
works, we report results using METEOR [5] and CIDEr
[47] metrics. In QA tasks, we leverage top-1 accuracy
to measure the matching degree bewteen the response and
ground-truth.

4.2. Self-Consistency Evaluation Results

We first investigate the consistency enhancement brought
by SC-Tune, as detailed in Table 1. By default, we perform
subsequent performance evaluations using checkpoints ob-
tained from training with Object365. We additionally
present the results of Qwen-VL trained on Openlmages as
supplement. More detailed experiments can be referred to
in the Appendix. For both baseline models, the application
of SC-Tune on a small scale Object365 dataset results in a
notable improvement in self-consistency. The enhancement
is applicable to both in-domain data RefCOCO, and out-of-
domain data Openlmages. SC-Tune demonstrates robust-
ness to data distribution, which is reflected in the similar
average increases in self-consistency level: 13 points for
Object365 and 12.5 points for OpenImages in Qwen-VL.

4.3. Object-Level Evaluation Results

Reference Expression Comprehension Results Table 2
demonstrates the improvement of referring grounding abil-
ity of baseline models under the out-of-domain setting be-
fore and after SC-Tune. For Qwen-VL, compared to the
baseline, using SC-Tune achieves an accuracy improvement

of 7.8% and 13.34% on the test split of two prevalent
datasets, i.e. ReferltGame and Flickr30K, respectively. It
is worth noting that under the zero-shot setting, the perfor-
mance of Qwen-VL equipped with our SC-Tune can even be
comparable with the fully supervised model represented by
CLIP-VG [51]. Similar patterns are also shown on another
baseline MiniGPT-v2, with performance improvements of
7.6% and 4.6% respectively. These results provide direct
evidence that SC-Tune can refine a more general referential
comprehension capability.

Table 2. REC results on ReferltGame and Flickr30k Entities
Datasets. We report the accuracy metric for all methods.

Method | Zero-Shot | Referlt | Flickr30K
Specialists

SeqTR [58] X 69.66 81.23
VLTVG [54] X 71.98 79.84
CLIP-VG [51] X 70.89 81.99
Generalists

Qwen-VL v 61.48 64.15
Qwen-VL + SC-Tune v 69.28 77.49
MiniGPT-v2 v 36.05 55.39
MiniGPT-v2 + SC-Tune v 43.68 60.03

Although the main focus of our training framework is
not to achieve further improvement on a specific bench-
mark by adapting to its distribution, from the perspective
of completeness, we report the results on the in-domain
REC dataset, e.g. RefCOCO [55], in Table 3. Introduc-
ing SC-Tune has a slight performance drop compared to the
baselines on the three evaluation subsets of RefCOCO. In-
tuitively, as tuning progresses, the caption style generated
by the model gradually deviates from the in-domain style.
The adaptation to this deviation will inevitably lead to a de-
crease of in-domain capability. Therefore, we argue that this
fluctuation is acceptable as a trade-off with the gain in gen-
eralization ability. Furthermore, following RLHF pipeline
which mixes the pretraining gradients into the original gra-
dients to fix the performance regressions on benchmarks
[35], we implement this regularization in our training as an
attempt. Specifically, during the locator training stage, we
augmented the synthesized captions with additional super-
vised data from RefCOCO. As illustrated in the Table 3, this
strategy enables further enhancement of in-domain perfor-
mance. However, as previously mentioned, this is not the
primary focus of our research.

Reference Expression Generation Results. Table 4
evaluates our SC-Tune on REG benchmarks under the out-
of-domain setting. Symmetrically, we adopt ReferltGame
and Flickr30K for evaluation. Baseline model shows strong
grounded captioning capabilities after SC-Tune, perform-
ing better than other zero-shot counterparts. For Qwen-VL,
compared with the baseline, our SC-Tune outperforms it by
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Table 3. REC results on RefCOCO Dataset under in-domain set-
ting. Lsup represents the incorporation of in-domain RefCOCO
data in the locator training stage. The performance metrics for
the two baseline models are reproduced using their official open-
source code and checkpoints.

RefCOCO

Method val test A test B
Specialists

G-DINO-L [27] 90.56 93.19 88.24
UNINEXT-H [53] 92.64 9433 91.46
ONE-PEACE [49] 92.58 94.18 89.26
Generalists

VisionLLM-H [50] - 86.70 -
OFA-L [48] 79.96 83.67 76.39
Shikra-7B [10] 87.01 90.61 80.24
Qwen-VL 88.88 9227 84.30
Qwen-VL + SC-Tune 88.04 90.77 84.62
Qwen-VL + SC-Tune + Lsup 89.61 9343 85.72
MiniGPT-v2 84.84 89.49 81.08
MiniGPT-v2 + SC-Tune 83.59 88.50 80.22
MiniGPT-v2 + SC-Tune + Lsyp | 8529 90.77 82.33

over 20 CIDEr points across all tasks of ReferltGame and
Flickr30K. Similarly, significant improvements can also be
observed on MiniGPT-v2, i.e. an increase of 9 points in av-
erage CIDEr.

We report the performance on the RefCOCO dataset in
Table 5 as a complementary evaluation of the in-domain
REG capability. Facilitating more informative and unique
descriptions by SC-Tune, we found that the in-domain cap-
tioning capabilities of baseline models can be further im-
proved. For MiniGPT-v2, this benefit makes it a generalist
model that can even compete with specialist models repre-
sented by PFOS [42] in terms of CIDEr scores, e.g., 87.7
for PFOS vs 82.5 for MiniGPT-v2 in TestA split and 132.9
for PFOS vs 131.1 for MiniGPT-v2 in TestB split. The im-
provement in Qwen-VL is also worthy of recognition.

Table 5. REG results on RefCOCO Dataset under in-domain set-
ting.

RefCOCO
Method TestA TestB
Meteor CIDEr | Meteor CIDEr

Specialists

SLR [56] 26.8 69.7 32.9 132.3
EU [44] 31.1 83.7 33.0 133.3
PFOS [42] 30.3 87.7 34.1 132.9
Generalists

Qwen-VL 23.8 88.0 249 110.0
Qwen-VL + SC-Tune 26.3 104.0 28.7 129.1
MiniGPT-v2 16.9 62.1 214 113.7

MiniGPT-v2 + SC-Tune | 23.2 82.5 262 1311

Referential Question Answering Results. Apart from
the two abilities of referential comprehension, i.e. REC and

REG, we also evaluate the ability of referential question an-
swering. For Visual-7W [60], it features a which setting,
requiring the model to select one matching box from four
options based on the given reference. For Local-QA [30],
the models are asked to answer questions based on the given
bbox. We report the performance on both benchmarks in
Table 6. Through tuning Qwen-VL, the accuracy on Visual-
7W and Local-QA increases by 11.3% and 8.1% respec-
tively. The patterns shown on MiniGPT-v2 are consistent,
which fully proves the universality of SC-Tune.

Table 6. Referential QA Results on Visual-7W and Local-QA.
The evaluation is under zero-shot setting. We report the accuracy
metric for both benchmarks.

Method Visual-7W Local
Qwen-VL 34.77 60.75
Qwen-VL + SC-Tune 46.09 72.13
MiniGPT-v2 27.53 49.63
MiniGPT-v2 + SC-Tune 35.29 51.15

4.4. Image-Level Evaluation Results

Intuitively, when the quality of referential comprehension
is optimized, it enhances the perceptual and understanding
capabilities at the image level. Consequently, we conducted
extensive evaluation on multiple image-level benchmarks,
with the results presented in Table 7. The results indicate
that SC-Tune demonstrates improvements across multiple
coarse-grained benchmarks. Given that SC-Tune requires
only 166K images and does not necessitate text annotations,
this enhancement is satisfactory.

Table 7. Image-level evaluation results on image caption and QA
task. For QA tasks, accuracy metrics are employed, while for im-
age caption, we use CIDEr score. For VQA and GQA, following
previous works, we report the metrics on the val split and testdev
split, respectively.

Method Nocaps | Flick30K | VQA | GQA
Specialists SOTAs 127.0 84.5 86.1 | 72.1
Generalists

BLIP-2 103.9 71.6 65.0 | 32.3
InstructBLIP 121.9 82.8 - 49.5
Shikra - 73.9 77.4 -
Qwen-VL 120.2 81.0 78.2 | 57.5
Qwen-VL + SC-Tune 121.4 86.0 79.0 | 58.4
MiniGPT-v2 93.5 77.1 72.6 | 59.1
MiniGPT-v2 + SC-Tune | 94.6 78.4 73.4 | 59.9

4.5. Ablation Studies

Synergistic Effect of Iterative Training. In this section,
we conduct an ablation study on the strategy of iterative
training with parameter exchange, to demonstrate the syn-
ergistic effect of our SC-Tune. The results are presented in
Table 8 based on Qwen-VL. Taking the second row as an
example, we freeze the locator while tuning the describer,
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Table 4. REG results on ReferltGame and Flickr30k Entities Datasets under out-of-domain setting. Following previous work, ReferltGame
test split is divided into test A and test B based on whether the sample is human.

Referlt Flickr30K

Method test A test B val test

Meteor CIDEr | Meteor CIDEr | Meteor CIDEr | Meteor CIDEr
Specialists
SLR [56] 3.5 10.9 2.8 8.5 3.0 14.1 2.7 13.9
EU [44] 2.0 9.5 1.9 7.7 2.7 14.8 2.4 15.0
DisCLIP [6] 9.7 8.8 9.0 6.3 9.5 6.7 9.6 6.8
Generalists
Qwen-VL 7.5 19.2 9.3 35.0 16.8 53.6 17.6 57.6
Qwen-VL + SC-Tune 11.6 43.2 13.1 51.7 18.5 73.7 18.4 80.9
MiniGPT-v2 8.9 33.3 8.2 47.5 15.8 78.7 16.3 84.0
MiniGPT-v2 + SC-Tune | 11.1 39.5 11.2 56.8 16.3 87.1 16.9 93.5

training it for an equivalent number of steps as in the itera-
tive approach. This process resulted in a specialized model
with enhanced captioning capabilities, and vice versa. The
results, however, indicate that even specialized model for
captioning does not perform as well as the model with SC-
Tune on REG tasks. It is equally applicable to the grounding
specialized model. These results demonstrate the superior-
ity of consistently improve both capabilities over the iso-
lated optimization of either.

Table 8. Ablation study on synergistic effect of iterative train-
ing. We report the performance in REC, REG of ReferltGame and
Local-QA based on Qwen-VL. For REC and QA tasks, accuracy
metrics are employed, while for REG, we use CIDEr score.

Tuning Component | REC@Referlt | REG@Referlt | QA @Local
Locator Describer test test A testB test
X X 61.48 192 35.0 60.75
X v 52.92 382 458 70.12
v X 64.82 19.8  35.1 69.54
4 v 69.28 432 517 72.13

Training Steps for Each Cycle. In this section, we ana-
lyze the training steps for each cycle. The analysis pertain-
ing to the training steps is presented in Table 9. The results
indicate that selecting appropriate training steps to balance
fluctuations in various capabilities is of significance.

Table 9. Ablation study on training steps based on Qwen-VL.

REC@Referlt | REG@Referlt | QA@Local
Steps
test test A testB test
50 68.41 343 46.6 71.15
200 69.28 43.2 51.7 72.13
1000 67.45 39.3 48.3 71.12

Training Data Source. In this section, we conduct an ab-
lation study on the source of training data based on Qwen-
VL. It demonstrates the universality of SC-Tune across vari-
ous data distributions. Specifically, we selected another out-
of-domain object detection dataset Openlmages [21], and

an in-domain dataset Visual Genome [22]. In terms of data
filter and training strategies, we keep consistent with which
we conduct in Object365. The experiment results in Table
10 indicate that SC-Tune achieves a significant performance
improvement over the baseline model across all three data
distributions.

Table 10. Ablation study on data source based on Qwen-VL.

REC@Referlt | REG@Referlt | QA @Local
Data Source
test val test test
61.48 19.2  35.0 60.75
Object365 69.28 432 51.7 72.13
Openlmages 66.07 355 476 72.50
Visual Genome 63.28 263 41.2 68.56

5. Conclusion

In this work, we reveal a notable shortfall in the self-
consistency levels of current LVLMs. Responding to
this gap, we propose the Self-Consistency Tuning (SC-
Tune), an object-level fine-tuning paradigm designed to im-
prove self-consistent referential comprehension capability.
Central to SC-Tune is a cyclic training loop of a dual-
component system (i.e. describer and locator), which pro-
motes a harmonious growth of the overall system in fine-
grained understanding. SC-Tune not only is data-efficient
but also demonstrates robust generalizability across mul-
tiple LVLMs. Our comprehensive experiments show that
SC-Tune significantly improves performance across various
object-level vision-language benchmarks, while simultane-
ously sustaining or augmenting performance in image-level
vision-language benchmarks. We plan to release our model
and code to the public, expecting to foster future research in
this direction.
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