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Abstract

Medical Dialogue Systems aim to provide auto-
mated healthcare support through patient-agent
conversations. Previous efforts typically regard
patients as ideal users—one who accurately
and consistently reports their health conditions.
However, in reality, patients often misreport
their symptoms, leading to discrepancies be-
tween their reports and actual health conditions.
Overlooking patient misreport will affect the
quality of healthcare consultations provided by
MDS. To address this issue, we argue that MDS
should “listen to patients” and tackle two key
challenges: how to detect and mitigate patient
misreport effectively. In this work, we pro-
pose PaMis, a framework of detecting and mit-
igating Patient Misreport for medical dialogue
generation. PaMis first constructs dialogue en-
tity graphs, then detects patient misreport based
on graph entropy, and mitigates patient misre-
port by formulating clarifying questions. Exper-
iments indicate that PaMis effectively enhances
medical response generation, enabling mod-
els like GPT-4 to detect and mitigate patient
misreports, and provide high-quality healthcare
consultations.

1 Introduction

Medical Dialogue Systems (MDSs) aim to provide
automated healthcare support through natural lan-
guage interactions between patients and agents (Li
et al., 2021; Liu et al., 2022b; Xu et al., 2024).
The patient describes symptoms or health concerns,
while the agent processes the patient self-report
and responds with appropriate medical guidance
and follow-up questions, mimicking the strategies
employed by real doctors. Taking Figure 1 as an
example, when a patient reports that he/she feels
dizzy (P1), the agent will inquire about possess-
ing more related symptoms, such as vomiting (Al)
and cold (A2). In order to better provide medical
support, previous works on MDSs has devoted sig-
nificant effort to leveraging advanced frameworks

P1: Doctor, I feel dizzy when I get up in the morning.
ELE, HEREMRELE.

Al: Have you experienced any vomiting? (‘@!
{FAIRIERS?

P2: Yes, and I also experienced a rapid heartbeat.
B, REZH T —RROBINE.

A2: Do you have any other symptoms?
Have you had a cold recently?
EBEMERND? RARARET?

=

P3: Yes. My abdomen also hurts a bit.
£, BRESHOERE, (1]

A3: It could be stomach flu. Do you have diarrhea? e
. ARERFBERE. (REIEEE?
iy

Figure 1: Example of patient misreport in patient (P)-
agent (A) conversations and a response generated by the
real experienced doctor (D). When the patient with my-
ocardial infarction misreports angina as abdominal pain,
the doctor remains vigilant and asks more detailed ques-
tions to discern the patient’s actual symptoms. However,
the agent can easily be influenced by the patient’s mis-
report and arbitrarily shift the focus to stomach flu.

D: What part of the body do you feel pain in exactly?
BREBA AR REARE?

(e.g., reinforcement learning (Wei et al., 2018) and
graph-based structures (Lin et al., 2019)) and in-
tegrating external medical knowledge (Xu et al.,
2023).

Despite extensive research, current efforts still
operate under the assumption of an ideal patient—
one who accurately and consistently reports their
health conditions. In reality, patients often mis-
report their symptoms due to cognitive limita-
tions or emotional factors, etc., leading to dis-
crepancies between their reports and actual health
conditions (Berkman et al., 2011; Prior et al.,
2011). Some research indicates that patients mis-
report their symptoms in approximately 15-20%
of cases (Fleischer et al., 2015; Merckelbach et al.,
2019). Meanwhile, we observed that patient mis-
reports occurred in 16.9% of the dialogues within
the public corpus (Liu et al., 2022c¢). Still taking
Figure 1 as an example, a patient experiencing a



myocardial infarction might inaccurately describe
angina as abdomen pain (P3). When by default the
patient is able to accurately report his or her symp-
toms, the agent will arbitrarily infer that the patient
may have a stomach flu (A3). This would poten-
tially delay appropriate treatment and adversely
impact the patient’s health. In contrast, an experi-
enced doctor would remain vigilant and ask more
details about the location of pain (D) to discern the
patient’s actual symptoms.

Therefore, it is essential to move beyond the as-
sumption of idealized patients, enabling dialogue
systems to detect potential misreports in patient nar-
ratives and ask clarifying questions, much like an
experienced doctor, to discern the actual health con-
ditions. When confronting the issue of patient mis-
report, we propose that an effective MDS should
tackle two key challenges:

* Misreport Detection: Due to the complexity and
subtlety of patient narratives, misreport often
emerges as implicit contradictions in patients’
self-reported information. Detecting patient mis-
reports may span multiple dialogue rounds and
vary across individuals, as well as requiring deep
medical domain knowledge.

* Misreport Mitigation: 1f detecting a misreport,
the agent needs to generate targeted clarifying
questions to help the patient calibrate the self-
report to ensure high-quality healthcare. The
generated questions need to integrate the detected
misreport with medical knowledge to not only
mitigate misreporting, but also maintain natural
dialogue flow.

Inspired by the aforementioned analyses, we pro-
pose PaMis, a framework of detecting and mitigat-
ing Patient Misreport for medical dialogue gen-
eration. PaMis utilizes dialogue context and ex-
ternal medical knowledge to (1) construct entity
graph, (2) detect patient misreport based on dia-
logue entity graph and (3) mitigate patient misre-
port by formulating clarifying questions. Specif-
ically, the misreport detection module calculate
the structural entropy of the dialogue entity graph
for detection, while the misreport mitigation mod-
ule generates controlled clarifying questions based
on the detected misreport information. Experi-
mental results on two medical dialogue datasets,
MedDG and KaMed, demonstrate PaMis’s supe-
rior performance in medical response generation.
Furthermore, when integrated with state-of-the-art

language models like GPT-4, PaMis significantly
enhances their ability to detect and mitigate patient
misreports. On the strength of the encouraging
performance, we are confident that PaMis can ef-
fectively contribute to the MDS in providing high-
quality healthcare consultations. In conclusion, the
key contributions of this research are outlined be-
low.

* We call attention to the underexplored phe-
nomenon of patient misreport that occurs in
patient-agent conversations.

* We propose PaMis, a framework for detecting
patient misreport based on graph entropy, and
mitigating patient misreport by formulating clari-
fying questions.

» Experiments indicate that PaMis effectively en-
hances medical response generation, enabling
models like GPT-4 to detect and mitigate patient
misreports, and provide high-quality healthcare
consultations.

2 Related Work
2.1 Maedical Dialogue Systems

Medical dialogue systems aim to collect symptoms
and automate diagnosis by obtaining information
about patients’ health conditions through conversa-
tion. (1) Symptom Collection: Given the critical
role of entities in medical dialogues (Liu et al.,
2022c), previous studies have developed entity-
aware models for symptom collection. Lin et al.
(2019) utilized a symptom graph with global atten-
tion to identify symptoms. Xu et al. (2023) intro-
duced a framework that combines medical entity
flows with dialogue action flows. (2) Automatic
Diagnosis: Early research focused on developing
agents that mimic physicians’ diagnostic dialogue
behavior. Wei et al. (2018) applied DQN to refine
strategies for extracting symptoms from dialogues,
aiding in diagnosis. Xu et al. (2019b) incorpo-
rated knowledge graphs to optimize end-to-end au-
tomated diagnosis. (3) MDS Challenges: Previous
studies have highlighted the effectiveness of guid-
ing agents to emulate physician behavior (Li et al.,
2021; Liu et al., 2022b) and have addressed chal-
lenges such as vague patient statements and limited
medical data (Zhao et al., 2022; Xu et al., 2023;
Tang et al., 2023; Lin et al., 2021; Hou et al., 2023).
However, they have not adequately considered the
issue of patient misreporting, and recent research
continues to assume that patients will provide ac-



I experienced a rapid heartbeat.
HEZH T B OBRNE.

,
(a) Entity Graph Construction

\
(b) Misreport Detection

Do you have any other symptoms?
Have you had a cold recently?

BEEEMEERND? REREREE?

Yes. My abdomen also hurts a bit. (1)
280, RIERthARE.

Misreport Detection and Mitigation

Where exactly is your pain located? gy pain
{REOPERER WA BRI ?

Location

When I felt the abdomen pain, I also felt Angina

something in my back.

LFRTIIEERARER, AR AEAETR.

4
1@! [ Palpitation ]'—'[ Cold ] ! De
/
'I i
Abdominal Pain o) Co
turn i turn j

‘Which specific area is
painful?
Back Do you feel any pain

behind your sternum?

Some angina pectoris
often presents with chest
pain that is squeezing and
radiates to the back.

| Legend: OMentioned entity OMisreport entity Misreport-Related entity Unmentioned entity)

O—0 O~

(c) Misreport Mitigation

[ Angina ]'—'[ Palpitation ]'—'[ Cold ]

Abdominal Pain

Figure 2: An illustration of PaMis, using the dialogue in Figure 1 as an example. PaMis first constructs the entity
graph, and then detects and mitigates the patient misreport based on the entity graph.

curate answers based on correct facts (Li et al.,
2024).

This study addresses patient misreporting by in-
troducing a medical dialogue management frame-
work that detects and mitigates inaccuracies.

2.2 Misreport in Task-oriented Dialogue

To address vague or incorrect information provided
by users, task-oriented dialogue systems often em-
ploy proactive questioning to clarify issues. These
systems construct clarifying questions to maximize
the expected information gain based on the princi-
ple that “a good question is one whose expected an-
swer is the most useful (Rao, 2017).” Specifically,
when confronted with unclear user intent, ambigu-
ous expressions, or statements containing errors,
prior research suggests several approaches: Alian-
nejadi et al. (2019) retrieve related questions based
on interaction history to identify user information
needs in open-domain information-seeking tasks;
Xu et al. (2019a) employ a “judge-then-generate”
method in knowledge-based QA systems to re-
solve ambiguities in knowledge items; Feng et al.
(2023) utilize clarifying questions to gather neces-
sary user-specific information in task-oriented dia-
logues; Zhao and Dou (2024) address ambiguous
or multifaceted user intents in web search through
multi-turn questions. Additionally, Oshima et al.
(2023) investigated challenges arising from human
errors that lead to agent failures in goal-oriented
visual QA tasks, emphasizing the importance of
agents detecting and pointing out these errors.

In this paper, we propose a misreport detection
mechanism for medical dialogue systems and uti-
lize agent responses to disambiguate information
and accurately capture the patient’s health status.

3 Methodology

3.1 Overview

We formulate the doctor-patient conversation as
C = {(P;, D)}, where P; denotes the patient’s
statement and D; represents the doctor’s response.
The primary objective of MDS is to develop a physi-
cian agent that generates an appropriate response
D; based on the dialogue history Cy.;—1 and the
patient’s current statement P;.

The entities {e;} appearing in the conversa-
tion C can be organized into a graph G, to rep-
resent the patient’s health condition and the doc-
tor’s logic of inquiry. In addition to generating
responses D;, a MDS that addresses patient mis-
reports must detect misreported entities e, and
ask clarifying questions to reduce inaccuracies.
The system leverages both the dialogue content
and the entity graph to maximize the probability
P ('Dz | Cl;ifl, Pi, Ge, em).

3.2 Entity Graph Construction

We introduce a modeling approach that integrates
a static knowledge graph G with a dynamic dia-
logue entity graph G, C G to improve detection
effectiveness. The graph G is constructed from the
corpus, with nodes representing entities and edge
weights representing co-occurrence relationships.
The likelihood of mentioning entity e; at turn ¢ is
modeled as the conditional probability given the
entities {e1, €9, ..., e;—1} in the dialogue history:

P(et ‘ Cl:tfl) (0.8 P(et ’ €1,€2,.. .,€t,1) . (1)



Thus, we use the co-occurrence frequency in the
corpus as the directed! weight w;; from e; to e;:

freq (e;, e;)

freq (1) x P(ej|e;). 2)

The edge weights in graph G serve as the basis
for ranking relevant entities during subsequent re-
trieval for response generation.

The dialogue history references or denies medi-
cal entities, which are extracted through medical
slot-filling (Hu et al., 2023). The extracted entities
and relationships r = (e;, e;, w;;) must align with
established background knowledge G, rather than
transient associations. Entities identified in each
utterance form a separate dialogue entity graph
G, for that utterance. We track changes in these
graphs to generate a sequence of dynamic graphs,
{Ge,,Ge,, . ..}. Misreport detection and classifica-
tion are then performed using graph entropy theory.

3.3 Misreport Detection

Patient misreporting occurs when discrepancies
arise between the health conditions described in the
dialogue and the patient’s actual health conditions.
Health conditions often follow inherent medical
co-occurrence relationships (Liu et al., 2022a;
Bhoi et al., 2023), which can be disrupted by
misreports, leading to anomalies in the dialogue’s
entity graph. We analyze misreport patterns using
real-world data (Liu et al., 2022c; Li et al., 2021)
and apply graph entropy to detect these misreports.

(1) Misreport Feature Classification

Patient misreports often lack clear linguistic indi-
cators, but they manifest as anomalies on the entity
graph due to inconsistencies with established medi-
cal knowledge. Based on observed patient behavior,
we categorize misreports into three types.

* Introducing isolated entities (Figure 2(b)-(1s)).
This type is typically initiated by patients because
of anxiety or vague descriptions.

* Denying crucial entities (Figure 2(b)-(De)). This
type involves deleting entities and transferring
graphs to disconnect components, which occurs
when patients deny entities in doctors’ inquiries.

* Presenting self-contradictions (Figure 2(b)-
(Co)). This type involves entities appearing and

"Based on the sequence of entity occurrences in the corpus,
it reflects the logic of doctors’ inquiries.

disappearing without disrupting the graph’s struc-
ture, typically reflecting patients misreporting the
duration of symptoms or medical history?.

(2) Graph Entropy-based Detection

Graph entropy characterizes the structural in-
formation of graphs. Given that misreporting dis-
rupts graph structure, we use graph entropy for
detection. Specifically, to address the potential
disconnected features of entity graphs, we apply
one-dimensional structural entropy (Li and Pan,
2016) to detect misreporting phenomena.

The definition of graph entropy aligns with Shan-
non’s information entropy (Shannon, 1953), aiming
to represent structure information and complexity
through the degree distribution of nodes. In the
following formula, d; denotes the degree of node ¢,
and Vol(G) is the degree sum of G:

g d;
H(G) = - ; Vol @) 82 Vo). @

For the entity graph G, the one-dimensional
structural entropy is calculated as the weighted av-
erage of the entropy of each connected component,
defined as follows:

HYG) Z Vol (G

where G represents a connected subgraph of G, L
represents the number of connected components,
and the entropy is considered as 0 if has no edges.

An effective inquiry process should enhance
the co-occurrence relationships between entities,
thereby expanding information pathways and in-
creasing graph entropy. As illustrated in Figure 2,
misreports can disrupt this pattern. A single calcu-
lation of graph entropy can be used to detect and
classify such misreports:

Vol H'(Gj), 4

e (Is) occurs when the number of nodes increases
while the graph entropy remains unchanged be-
cause an isolated node has zero entropy.

* (De) and (Co) reduce information pathways in
the graph, leading to a decrease in entropy. When
nodes are lost, the entropy lower bound for con-
tradictions is higher than the upper bound for

*Doctors may focus on recent symptoms for acute con-
ditions or long-term medication history for chronic illnesses.
Patients might provide contradictory information, such as first
claiming “never had a stomach problem” and later mentioning
“occasional stomach pain.”



denials. This boundary helps detect and classify
misreports, with the formulations provided below
and detailed proofs available in Appendix A:

di — 1

“y o850, — @

H(Gpe) < - (Z F(di) + F(dnor 1)> . ©

d d

Fld) = Joray =1 %2 Vorgy — 1

(O]

In summary, the sequence of graph entropy val-
ues enables the straightforward detection and clas-
sification of misreports.

3.4 Misreport Mitigation

The mitigation module generates clarifying
questions based on detected patient misreports to
obtain accurate information about patients’ health
conditions and mitigate misreporting.

(1) Response Generation

Misreport mitigation can be perceived as an in-
stance of response generation as it involves the
agent asking questions. Therefore, we first intro-
duce the standard process of PaMis in utilizing
medical knowledge to generate responses. As il-
lustrated in Figure 2, we establish a connection
between the medical knowledge graph and real
physician responses based on entities. Next, we
identify the most valuable responses to serve as
guiding information. A set of real responses {S'}
containing the entity e can be extracted from the
corpus. We calculate the cosine similarity of word
vectors v for the sentences in {S} and select the
top-k sentences that exhibit the highest average
similarity to others as the knowledge {S, }related
to entity e:

1
avg_sim(e) = s Z sim (s3, 85) , (8)
8i,85€S,i#]
. Vi-Vj
i) = Vi 9
0 %) = @

The agent leverages the dialogue context and the
dialogue entity graph to retrieve knowledge pairs
{(e, S¢)} from the one-hop neighbors of existing
nodes. The candidate ranking process uses the
weights described in Section 3.2, where the edge
weights to adjacent nodes serve as scores for neigh-
boring entities. This step does not mean performing

Dataset MedDG KaMed
Dialogues 17,864 63,754
Avg. # of utterances | 19.85 23.25
Avg. # of entities 12.11 14.94

Table 1: The statistics of datasets.

the entity prediction task in MDS but provides a
preliminary enhancement to the proposed frame-
work. This explicit approach gives the framework
flexibility to incorporate generative models, includ-
ing large language models.

Overall, the aim of response generation
is to maximize the conditional probability
P (D; | Ci:im1, Pis {(e; Se) }).

(2) Clarifying Process

Based on the approach described above, the clar-
ifying process is triggered when misreports are
detected. This process involves re-retrieving entity-
response pairs { (e, S¢)} related to the misreported
entity e,, as guiding information. The implications
vary depending on the scenario:

* (Is) PaMis retrieves bridging nodes from the
static graph G to complete the dialogue entity
graph, aiming to generate the next inquiry that
restores the graph to a connected state.

* (De) PaMis uses related knowledge of denied
entities to generate clarifying questions, recon-
firming the existence or absence of the relevant
health condition.

* (Co) PaMis selects broader attribute entities
(such as duration, location, etc.) to generate in-
quiries, obtaining supplementary information to
assist in judgment.

In summary, related knowledge is integrated to
augment clarifying question generations by retriev-
ing information related to misreports.

4 Experiments

We conduct experiments focusing on three core
research questions:

* RQ1: Does PaMis outperform current methods
in terms of overall performance of medical re-
sponse generation?

* RQ2: Does PaMis perform better in meeting
the fundamental requirements of the medical dia-
logue system?

* RQ3: Can PaMis effectively reduce misreports
in doctor-patient interactions?



MedDG KaMed

Method

P A H LQ DV Overall| P A H LQ DV Overall

346 399 332 427 3.08 18.11 [3.35 3.95 3.26 4.18 296 17.70
HuatuoGPT2

+0.03 +0.02 =+0.03 #0.07 =+0.03 +0.08 +0.05 +0.05 +0.04 +0.03 =+0.04 +0.19
DISC-MedLLM 320 3.95 3.19 4.16 2.87 17.37 |3.12 3.93 3.10 4.03 275 16.93

+0.05 #0.05 #0.06 #0.09 =+0.07 +0.28 [#0.01 #0.02 #0.01 #0.05 =+0.04 +0.08
ChatGPT 370 4.15 3.61 423 343 19.13 [3.72 4.18 3.61 4.19 3.44 19.14

+0.05 +0.03 =+0.05 #0.01 =+0.04 +0.17 +0.03 +0.04 +0.05 +0.00 =+0.04 +0.14

3.90 423 375 428 370 19.87 |3.89 423 3.77 424 3.65 19.78
ChatGPT (w/ Gold Know.)

+0.02 #0.02 #0.06 #0.02 =+0.04 +0.12 [+0.06 +0.07 +0.06 +0.03 =+0.05 +0.27
GPT4 393 421 3.82 436 3.61 1993 |[3.98 427 3.89 437 3.65 20.16

+0.03 +0.01 =+0.01 #0.03 =+0.02 +0.04 +0.03 +0.03 +0.05 +0.02 =+0.04 +0.14

3.96 423 3.87 437 3.67 20.10 |4.03 429 3.96 4.38 3.72 2038
GPT-4 (w/ Gold Know.)

+0.02 #0.02 #0.03 +0.02 =+0.03 +0.09 [+0.04 #0.02 +0.04 +0.02 =+0.05 +0.14
PaMis 4.00" 4.26" 3.93" 436 3.78" 20.33" | 4.05 4.32 4.00 4.37 3.84" 20.58%

+0.01 #0.02 #0.05 #0.01 =#0.02 +0.03 [#0.02 +0.01 #0.02 #0.03 =+0.01 +0.06

Table 2: Evaluation results of responses generated from LLMs and PaMis. “Gold” indicates that the entities in the

actual doctor’s responses are included in the input. { denotes statistically significant differences (p < 0.05).

Method | B-1 B-4 R-1 R-2 D-1 D-2 E-F
MedDG
GPT-2 3527 19.16 28.74 13.61 0.87 11.20 16.14
VRBot 29.69 16.34 2469 11.23 - - 12.78
DFMED 4256 22.53 2931 1421 085 828 22.66
EMULATION | 4235 22.76 3091 1517 - - 24.03
PaMis 44.28 24.88 28.12 13.80 1.23 11.58 25.13
KaMed
GPT-2 33.76 17.82 26.80 10.56 - - 17.26
VRBot 30.04 1636 1871 7.28 1.61 930 12.08
DFMED 40.50 2092 28.33 11.73 - 22.31
EMULATION | 39.87 19.79 28.54 12.33 - - 24.27
PaMis 41.02 21.30 2842 1201 130 11.39 28.18

Table 3: Evaluation results of responses generated from
fine-tuned baselines and PaMis under the N-gram-based
metrics. Baseline results are reported from Li et al.
(2021) and Xu et al. (2024).

4.1 Settings

Datasets We conducted experiments using the
MedDG dataset (Liu et al., 2022¢) and the KaMed
dataset (Li et al., 2021). Medical entities men-
tioned in the dialogues were annotated by domain
experts. Detailed dataset statistics are provided in
Table 1. To enrich the medical background knowl-
edge, we integrated multiple knowledge graphs
from the datasets, focusing on the co-occurrence
relationships between medical entities.

Baselines We selected two categories of base-
lines: LLMs with demonstrated medical capabili-
ties and fine-tuned models. Detailed information
about the baselines is provided in Appendix B.

(1) LLMs: DISC-MedLLM (Bao et al., 2023),
HuatuoGPT?2 (Chen et al., 2024), GPT-3.5 (Ouyang
et al., 2022), and GPT-4 (OpenAl, 2024).

(2) Fine-tuned models: GPT-2 (Radford et al.,

2019), VRBot (Li et al., 2021), DFMED (Xu et al.,
2023), and EMULATION (Xu et al., 2024).
Metrics We employed three categories of evalua-
tion metrics:

(1) LLM-based: We follow previous studies (Bao
et al., 2023; Xu et al., 2024) that employ LLMs
(e.g., GPT-4) as evaluators to assess MDS on the
dimensions of Proactivity, Accuracy, Helpfulness,
and Linguistic Quality. Additionally, we intro-
duced a dimension called Diagnostic Vigilance® to
measure the model’s ability to detect and respond
to misreporting phenomena.

(2) N-gram-based: We follow prior works (Liu
etal., 2022c; Xu et al., 2023) that utilize BLEU (Pa-
pineni et al., 2002), ROUGE (Lin, 2004), Dis-
tinct (Li et al., 2016), and Entity-F1 (Liu et al.,
2022c) for the response generation task.

(3) Misreport-aware metrics: To evaluate the ef-
fectiveness of misreport mitigation, we introduce
two metrics: AGFE, which quantifies the average
change in graph entropy before and after interac-
tions, and MR, the mitigation rate of misreports.
Implementation Details Building on previous
studies (Chen et al., 2023; Bao et al., 2023), we
construct prompts for generating responses and
evaluations in comparison with LLMs. To compare
with fine-tuned models, we employ a backbone
model* of similar scale to the baselines. The code
will be released upon acceptance of this paper. De-

3DV: The doctor skillfully identifies inconsistencies or
errors in the patient’s statement and asks clarifying questions
to ensure an accurate diagnosis.

*huggingface.co/fnlp/bart-base-chinese
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Figure 3: Evaluation results of interactive experiment
under two misreport-aware metrics: AGE and MR.

tails of the prompts and additional implementation
information are provided in Appendix C and D.

4.2 Results and Observations

Overall Performance We conducted experi-
ments on the MedDG and KaMed datasets with
the response generation task, which involves the
agent acting as a doctor and responding to the pa-
tient. Results are presented in Tables 2 and 3.

For RQ1, Table 2 demonstrates that while PaMis
is specifically designed to address patient misre-
ports, it outperforms advanced LLMs on general
metrics. We provided a robust baseline setting (i.e.,
w/ Gold Know.) for LLMs with medical capabil-
ities. Nevertheless, introducing the misreporting
mechanism and related entities in the input content
via PaMis significantly improved response quality.
Given that GPT-4 served as the generation model,
this suggests that the PaMis management frame-
work can enhance even highly advanced methods.
Furthermore, the improvements are concentrated
in areas beyond linguistic quality, suggesting that
the enhancements arise from medical-related capa-
bilities rather than language tricks.

For RQ2, The n-gram-based results presented
in Table 3 illustrate that the proposed misreport
mitigation module can remain competitive with the
state-of-the-art approach in the response genera-
tion task of medical dialogue systems. Specifically,
when relevant knowledge from the entity graph is
introduced into the input of the generation model, it
tends to generate inquiries that comprehensively in-
corporate related entities. This approach improves
the E-F score but reduces the ROUGE score com-
pared to ground-truth responses, as some doctors

BN Win B Lose
PaMis Avg. Rank: 1.46*

MedDG 54.9% 45.1%
PaMis Avg. Rank: 1.42*
58.2% 41.8%

20.0 40.0 60.0 80.0 100.0
Percentage (%)

KaMed

Figure 4: The human evaluation results of PaMis vs.
GPT-4 (w/ Gold Know.) on two datasets.

Method | B-1 B4 R1 R-2 D-1 D2 E-F
MedDG

PaMis 44.28 24.88 28.12 13.80 1.23 11.58 25.13

w/o Detection | 37.06 20.28 27.05 12.55 1.36 13.28 24.02

w/o Mitigation | 42.17 23.06 28.05 13.55 1.26 12.34 24.61

w/o D&M 35.83 19.57 2634 11.83 1.29 1248 24.09
KaMed

PaMis 41.02 21.30 2842 12.01 130 11.39 28.18

w/o Detection | 35.34 18.36 27.22 1195 1.34 12.70 24.12

w/o Mitigation | 39.01 19.74 2835 12.12 1.31 12.44 24.89

w/o D&M 3423 17.99 27.01 11.37 133 1236 24.17

Table 4: Ablation study. “D” and “M” denote Detection
and Mitigation modules respectively.

prefer shorter, more conversational questions.

The aforementioned results indicate that PaMis
is able to simulate real doctors who possess profes-
sional skills to manage patient misreports while not
compromising the fundamental abilities of MDS.
Interactive Experiment For RQ3, mitigating
misreports requires continuous dialogue to guide
the patient in confirming or modifying the men-
tioned information. We conducted interactive ex-
periments utilizing a simulator-agent format. Im-
plementation details are provided in Appendix D.

The results of the interactive experiment are pre-
sented in Figure 3. It demonstrates that in both
quantitative and qualitative analyses, the responses
generated by models guided by PaMis exhibit the
ability to mitigate misreporting. This is reflected
in an increase in the entropy of the entity graph,
representing the completion of co-occurrence rela-
tionships, which leads to a more reasonable col-
lection of symptoms. Notably, after removing
the knowledge related to misreported entities re-
trieved by PaMis, the results on MedDG perform
worse than the baseline, suggesting that the naive
retrieval method described in Section 3.4 is effec-
tive for mitigating misreporting. In contrast, the
MR on KaMed slightly increased, possibly due
to the longer average dialogue length in KaMed,
which provides sufficient entities to be confirmed,
thereby reducing the need for redundant retrieval.

Experimental results above indicate that PaMis
has the potential to serve as an aid tool to alleviate
the burden of doctor inquiries and mitigate subse-
quent risks of diagnostic mistakes.



P: After drinking a bit of liquor, I woke up in the middle of the night to use the restroom and
noticed bleeding. The blood was bright red, and my stomach hurt a little.

D: Hello, have you had any gastrointestinal issues in the past? Do you have hemorrhoids?
How many times have you had bloody stools? Have you experienced abdominal pain, nausea,

P: I have a slight abdominal pain and a burning sensation. I've had discomfort from
hemorrhoids before but never treated it. I only had bloody stool once, and I haven’t had a bowel

D: Could you describe the location of your pain? If your gastrointestinal health has been good in
the past, the most likely cause is an acute hemorrhoid flare-up, followed by acute damage to

P: The burning sensation is in the stomach area, but there’s almost no pain.

D: Alright, it’s quite normal to experience a burning sensation in the stomach after drinking.

D: Your condition could be caused by acute hemorrhoids or mild gastritis. I suggest monitoring
it for now, drinking plenty of water, and avoiding spicy foods. If the bleeding persists or the
symptoms worsen, you may want to consider seeking medical attention.

D: Based on your description, the symptoms may be caused by gastritis or hemorrhoids. I
recommend that you seek medical attention as soon as possible to determine the appropriate

Context
vomiting, fever, or any other discomfort?
movement since. No other discomfort.
the intestinal mucosa.
Gold
How do you feel compared to yesterday?
Misreported | Heartburn: Isolated
GPT-4
PaMis
treatment plan. Have you experienced acid reflux recently?

Table 5: Case study on the misreported entities and the responses by LLMs.

Human evaluation We selected GPT-4 (w/ Gold
Know.) as a baseline for comparison with the pro-
posed method and conducted human evaluations
using sample-wise comparisons. We employed
three doctors to assess the overall quality of the re-
sponses, with prior knowledge of the patient misre-
porting phenomenon. As shown in Figure 4, PaMis
significantly outperforms GPT-4 in ranking and
achieves a higher sample win rate.

4.3 Ablation Study

We conducted ablation experiments on the
misreport-related modules to analyze their effects
on response generation, as shown in Table 4. It ob-
served a decrease in E-F scores after removing the
misreport detection module and employing a naive
prediction method based on entity co-occurrence
relationships (i.e., “w/o Detection”). Furthermore,
after removing the detection module, the Distinct-
1/2 scores of the generated results on both datasets
increased. This may be because the generated con-
tent was not constrained by specific entities. Re-
moving the misreport mitigation module (i.e., “w/o
Mitigation”) resulted in fluctuations in BLEU and
ROUGE scores. An increase in R-2 can be ob-
served on the KaMed dataset, which may be be-
cause the model no longer receives an excessive
number of entities for constructing clarifying ques-
tions, resulting in outputs that more closely resem-
ble the conversational style of doctors. Further
ablation results are provided in Appendix E.

4.4 Case Study

As shown in Table 5, when the patient mentions
“burning in the stomach”, given that the patient’s
description may not be accurate, it could indicate
either gastric mucosal damage or heartburn. Since
there is no additional information supporting the
heartburn symptom, it is necessary to ask the pa-
tient again about the presence of acid reflux to deter-
mine whether he is experiencing esophageal dam-
age. Existing models often ignore the potential in-
accuracy, failing to confirm the patient’s actual con-
dition. PaMis retrieves related entities [Heartburn,
Hemorrhoids, Gastritis] for response and probes
the intermediate node “reflux”, which could link
heartburn to gastritis.

5 Conclusion

This paper focuses on the differences between real
patients and the typically assumed ideal users in
the field of medical dialogue systems. We defined
the phenomenon that the content mentioned by the
patient does not align with known health condi-
tions as Patient Misreports and we highlighted the
importance of addressing this issue. We then pro-
posed PaMis to detect and mitigate patient misre-
ports. Experimental results indicate the high effec-
tiveness of PaMis in response generation. Interac-
tive experiments further show its effectiveness in
mitigating misreports. We believe the proposed ap-
proach can serve as a diagnostic aid tool to alleviate
the burden on doctors during consultations.



Limitations

Although experimental results demonstrate that our
method can enhance various generative models, in-
cluding large language models, it cannot function
independently as a standalone medical dialogue
system. The reliability of this method derives from
analyzing co-occurrence relationships among enti-
ties within authentic corpora. Although suspicion
detection and questioning strategies help mitigate
misreporting and prevent arbitrary decisions, they
do not account for extreme cases absent from the
corpus. Given the critical importance of reliability
in the medical field, this method should be used
solely as an auxiliary tool to support doctors dur-
ing consultations. To prevent potential harm to
patients, it should not be employed as a direct diag-
nostic tool.
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(a) The worst scenario of self-contradiction (b) The best scenario of denial

Figure 5: Different scenarios after losing a node (using
the example of 4 remaining nodes).

A Supplementary derivation of graph
entropy

If there are n nodes remaining in the entity graph
after a misreport, a self-contradiction involves at
least n — 1 edges connecting these nodes. As il-
lustrated in Figure 5, in the worst-case scenario,
the missing node was connected to every node in
the original graph. Therefore, the minimum graph
entropy is given by:

n

di
-5

P n—1)

logy —21—
o

1
0 10)

In the case of a denial, the best-case scenario
occurs when the missing node in the original graph
has only two edges. After the denial, the result is a
connected graph with n — 1 nodes and one isolated
node, where the degree of the connected graph is
Vol(G) — 4 > 2(n — 1). Thus, the upper bound of
entropy is:

- (S P + Pl - 1))

11
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__ d
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Subtracting them yields a new equation that is
evident when n = 2. For n > 2, the left-hand side
is a monotonically increasing function with respect
to n, while the right-hand side remains constant,
indicating that if the equation holds for n = 2, it
will also hold for any n > 2. Consequently, the
lower bound for contradictions surpasses the upper
bound for denials:

— Y e

10g22(n 1)+En QF( d;)
> F(d -1 — 1).
(12)

B Baselines

LLMs: (1) DISC-MedLLM (Bao et al., 2023), a
trustworthy medical LLM adapted for multi-turn
dialogues. (2) HuatuoGPT2 (Chen et al., 2024), an
advanced medical LLM trained on Chinese medical
corpus.
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Fine-tuned models: (1) VRBot (Li et al., 2021),
a medical dialogue generation model based on pa-
tient entity tracking and doctor entity learning; and
(2) DFMED (Xu et al., 2023), this framework per-
forms the generation by fine-tuning a backbone
model with dual-flow modeling. (3) EMULA-
TION (Xu et al., 2024), this framework relies on
diagnostic reasoning analyses and aligns with clin-
ician preferences through thought process model-
ing.

C Complementary Implementation
Details

For comparisons with fine-tuned baselines on the
response generation task, we follow the settings of
previous works, allowing any doctor’s response to
serve as the target sentence. We employ AdamW
optimizer (Loshchilov and Hutter, 2017) with a
weight decay of 0.02. Reproducibility is ensured
by fixing random seeds. The proposed model is
trained on an A100. Training is conducted with a
learning rate of 1e-4 for 10 epochs, with no adjust-
ment of other hyperparameters apart from setting
the maximum generation length to 160 tokens.

D Interact Settings

Addressing concerns about the quality of dialogue
simulators (Wang et al., 2024), we adopted the
method proposed by Chen et al. (2023) to employ
LLMs as simulated patients. The interactive exper-
iment was initiated by selecting instances where
misreports were detected within the dialogue. We
then input the dialogue context into LLMs and re-
quested that they respond as patients, guided by
the generated doctor’s inquiries. We employed the
graph entropy method to assess whether misreports
within the dialogue were mitigated. Notably, al-
though the ChatGPT series models are not special-
ized in the medical domain, they surpass most mod-
els in medical-related evaluations®. We build on the
prompt settings provided by Chen et al. (2023) to
simulate patient-doctor interactions, as illustrated
in Table 6. Simulated patients are utilized to assess
whether doctor responses can help patients clarify
their actual health conditions, thereby mitigating
misreports. The prompts above were constructed
with the participation of medical professionals and
demonstrated their effectiveness as simulations of
patients and doctors.

5paperswithcode.com/sota/
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You are a doctor conducting a conversational consultation with a patient.

1. Take the information from the [Dialogue History] into account, which may include
Doctor | incomplete, inaccurate, or inconsistent details in the patient’s statement.

2. Reference the ’Potentially Inaccurate Entity’ and ’Related Entity’ in [Medical
Knowledge] to provide accurate medical advice and help resolve uncoordinated
issues.

3. Respond in a way that is concise, approachable, and compassionate. Ask follow-
up questions to gather more details and may also correct errors.

4. Keep the conversation natural, focusing on one or two key points at a time to
ensure the patient feels supported and informed.

5. The response should be bite-sized and not give too much information at once,
which is similar to what the doctor did in dialogue history.

You are a patient engaging in a conversational consultation with a doctor.
1. Consider the [Dialogue History] and [Patient’s Symptoms] for context to continue

Patient .
the conversation naturally.
2. Respond briefly, using one to two short sentences. Describe your symptoms in a
vague and colloquial manner, avoiding professional terminology.
3. Express emotions like worry, anxiety, or hesitation as appropriate to reflect your
life experiences.
4. Keep your responses natural and reflective of how a patient might realistically
communicate their concerns.
Table 6: The prompts for simulated patients and doctors.
P R F1 F14 Flp Flg F1,, Flg
Is 34.48 44.44 38.83 100.0 50.00 0.0 35.90 30.49
I s wio Detection 30.32 41.05 34.88 100.0 25.00 50.00 31.97 29.64
De 43.78 47.07 45.37 57.32 61.11 33.33 40.41 36.24
D e wio Detection 41.76 48.66 44.95 54.37 70.32 33.33 32.31 40.85
Co 30.21 43.86 35.78 50.00 42.86 100.0 70.59 29.73
C 0 wio Detection 16.99 37.27 23.35 45.45 68.18 0.0 50.00 16.00

Table 7: Ablation results for entity prediction on samples containing different types of misreports. A-S denote
attribute, disease, examination, medicine, and symptom.

E Supplementary Ablation Study

As illustrated in Table 7, PaMis outperforms the
overall average on samples containing misreports,
and the detection method is effective for all types of
misreports, resulting in an improved F1 score when
perform entity prediction task. The performance
only declines on disease entities, possibly due to
the tendency to select other types of entities to
fill co-occurrence relationships rather than making
direct diagnoses.

12



	Introduction
	Related Work
	Medical Dialogue Systems
	Misreport in Task-oriented Dialogue

	Methodology
	Overview
	Entity Graph Construction
	Misreport Detection
	Misreport Mitigation

	Experiments
	Settings
	Results and Observations
	Ablation Study
	Case Study

	Conclusion
	Supplementary derivation of graph entropy
	Baselines
	Complementary Implementation Details
	Interact Settings
	Supplementary Ablation Study

