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ABSTRACT

Extracting pseudo samples from a trained classifier helps understand classifier de-
cisions, and extracted samples also can assist downstream tasks like knowledge
distillation, continual learning, etc. Existing works mostly focus on extracting
exemplary samples, i.e., samples that carry salient features of a class; however,
seldom effort has been put into extracting borderline samples that reflect how a
classifier discriminates two classes. In this paper, we propose a Perturbation Min-
imization method to extract borderline samples from a trained classifier. Through
an experiment on MNIST, we show PM can successfully extract borderline sam-
ples, and these samples show great potential in class-incremental learning.

1 INTRODUCTION

Classification is a basic task in machine learning and has various applications Phyu (2009). By train-
ing with a group of labeled samples, a classifier learns a complex decision space that can recognize
samples of different classes. Especially with the development of deep learning Chen et al. (2021),
the decision space learned by deep neural networks can reflect high-dimensional latent features of
different classes Karimi & Tang (2020).

To utilize the learned decision space, some researchers investigate extracting pseudo samples from
a trained classifier. These methods normally train a generator to constantly generate pseudo images
(from latent space) that are recognized as certain classes by a trained classifier Addepalli et al.
(2020); Nikolaidis et al. (2019). Such samples, or exemplars, have shown promising effectiveness
in tasks like knowledge distillation Li et al. (2022), continual learning He & Zhu (2021), and model
visualization Nikolaidis et al. (2019). However, they only represent salient features of corresponding
classes but cannot explain how a trained classifier discriminate different classes. Therefore, we refer
borderline samples Dixit & Mani (2023); Sáez et al. (2014) that reflect minor differences among
different classes to provide more diversified information of a trained classifier.

In this paper, we propose a Perturbation Minimization (PM) method to extract borderline samples
from a trained classifier. Inspired by Adversial Attack Liang et al. (2022), PM minimizes the scale of
a perturbation, which can change the borderline sample to another class, considering that borderline
samples ought to reside close to the decision boundary in the latent space. We show PM successfully
extracts borderline samples from a trained MNIST classifier, and the minor differences between
borderline samples partly reveal how a classifier discriminate different classes. We also show a
promising use case of borderline samples in class-incremental learning.

2 METHOD

We denote a pseudo sample as z ∈ Rn, and a trained classifier as f(). z is trainable and its class
is denoted as y = f(z). We regard borderline samples as those that reside close to the decision
boundary of f(), and a small perturbation δ can change the class of z to ŷ, i.e., ŷ = f(z+ δ), ŷ ̸= y.

Perturbation Minimization. Based on this, PM finds a pair of borderline pseudo samples (z for
class y and z + δ for class ŷ) of f() by the following objective:

argmin
z,δ

ℓ(f(z), y) + ℓ(f(z + δ), ŷ) + ∥δ∥2, (1)
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(a) Random initilization (b) Initialised by real image

Figure 1: Examples of extracted borderline samples. z is initialized randomly and as a real image in (a) and (b), respectively. Images
in (a) are the initial z, borderline sample (classified as 0), and the perturbated sample (classified as 1), respectively. The same for (b).

where ∥δ∥2 is the penalty term. Another interpretation of PM is that it minimizes the differences
of two pseudo samples of different classes. z and δ in Eq. (1) can be jontly learned with gradient
descent, and the parameters of f() are freezed during the optimization.

3 EXPERIMENT

We conduct experiments with the image classification task, using MNIST Alvear-Sandoval et al.
(2019), to validate the proposed PM method. A four-layers DNN is implemented as the classifier,
including two CNN layers for feature extraction and two FC layers with softmax for classification.

First, we train the classifier with the entire training set to achieve the classification accuracy of 0.99.
Then, we extract borderline samples by setting y = 0 and ŷ = 1 in Eq. (1) to train z and δ.
Two example results are shown in Fig. 1, with z randomly initialized in Fig. 1 (a) and initialized
as a randomly selected real image in 1 (b). The three images in Fig. 1 (a) show the original z,
the borderline sample (trained z) that is classified as 0, and the corresponding perturbated sample
(trained z+ δ) that is classified as 1, respectively, the same in Fig. 1 (b). We observe that z captures
certain features of 0 digit that vary by different initialization strategies, but z + δ reveals limited
features of the corresponding class. This suggests that near the decision boundary, the classifier
decides based on minor pixel features that significantly deviate from the real feature differences.

To show the potential use of borderline samples, we choose the class-incremental learning Masana
et al. (2022) to test if these samples can alleviate catastrophic forgetting De Lange et al. (2021),
i.e., forgetting features of previously learned classes. Initially, we train a classifier to recog-
nize images of 0 and 1 digits and then train it incrementally to further recognize 3 and 4 digits.
We first train the classifier with only images of 0 and 1 digits and reach an accuracy of 0.99.

Figure 2: Class-incremental learning with bor-
derline samples.

Then, a certain amount of borderline samples are extracted
for the 0 − 1 decision boundary as explained above. These
extracted borderline samples are added to the training sample
of 3 and 4 digits for the incremental training. The results in
Fig. 2 show that, without borderline samples, the incremental
learning causes severe catastrophic forgetting and leads to less
than 0.01 accuracy for 0 and 1 recognition. However, when
borderline samples are included in incremental training, fea-
tures of 0 and 1 are preserved and the classification accuracy
increases to 0.33 (with 1000 borderline samples). We also see
that more borderline samples lead to lighter forgetting.

4 CONCLUSION

We ropose a PM method to extract borderline samples from a trained classifier. Experiments show-
case borderline samples extracted from a MNIST classifier, and these pseudo samples exhibit poten-
tial in improving class-incremental learning. Meanwhile, extracted samples reveal that the classifier
does not classify using expected visual patterns, which partly explains the generalization difficulties
of such classifiers. As an initial work, PM provides a basic framework to extract two related border-
line samples of different classes, in the future, we will explore other type of objective functions and
more advanced penalty terms (defining the difference of two samples) to extract such samples for
various tasks, such as continual learning, knowledge distillation, and model explanation.
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