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on the tiny Edge with Tapered FixEd PoiNT

Anonymous Author(s)

ABSTRACT

In this research, we propose a new low-precision framework, TENT,
to leverage the benefits of a tapered fixed-point numerical format
in TinyML models. We introduce a tapered fixed-point quantization
algorithm that matches the numerical format’s dynamic range and
distribution to that of the deep neural network model’s parameter
distribution at each layer. An accelerator architecture for the ta-
pered fixed-point with TENT framework is proposed. Results show
that the accuracy on classification tasks improves up to ≈31% with
an energy overhead of ≈17-30% as compared to fixed-point, for
ConvNet and ResNet-18 models.

KEYWORDS

deep neural networks, low-precision arithmetic, tapered fixed-point

1 INTRODUCTION

In the last decade, there has been a surge in deep neural network
(DNN) development and deployment for a wide range of use-cases,
from bio-medicine [34] to precision agriculture [27]. One of the
reasons for this success can be attributed to the dramatic enhance-
ment in the knowledge capacity of DNN models. For instance, the
knowledge capacity of DNNs for language translation has boosted
by 629x from the GNMTmodel (278 million parameters) [38] to the
recent GPT-3 model (175 billion parameters) [4] within a four year
timespan. Increasing the knowledge capacity of DNNmodels also in-
creases the number of operations, mostly multiply-and-accumulate
(MAC), at trillions of operations per ML inference [15]. However,
these large networks, classified as CloudMLmodels are deployed on
cloud based datacenters where each node utilizes massive compute
resources which require hundreds of watts of power(eg., RTX-3070
Nvidia GPU has 8 GB memory, with 20 TFLOPs throughput, and
220 watt power consumption).

Tangential to the trend of upscaling cloudML models to improve
performance, a new class of models have emerged. MobileML [33,
35] and TinyML [2, 3, 12, 22, 23, 30] models address the rapidly
growing demand to deploy DNNs on the edge and on the tiny edge
(<1W) devices.

To deploy these models on such resource constrained tiny edge
platforms (eg., ARM M-7 MCU with 2 MB, 216 million cycles per
second (MCPS) throughput, and 0.3 watt power consumption [2]),
the TinyMLmodels are either designed from scratch through neural
architecture search (NAS) [2, 22, 23] or by compressing a version of
the CloudMLmodels. Often these compression mechanisms include
approaches such as low-precision arithmetic [9, 21, 30], model prun-
ing [12], knowledge distillation [5], and low-rank approximation
[36]. Of the aforementioned techniques for TinyML models, low-
precision arithmetic has been gaining significant traction. With
this technique, the performance of the models can be compromised
based on the numerical format selected.

TinyML models with low-bit precision have been deployed on
tiny edge devices [30]. Unfortunately, reducing the bit-precision in
fixed-point numerical formats (binary/ternary in extreme cases) can
jeopardize the model performance due to the limited and fixed dy-
namic range [26, 29]. Equispaced distribution of values expressed by
these numerical formats exacerbates the issue to some degree [26].
Pre- and post-processing approaches such as quantization aware
training (QAT) [7, 16, 18], retraining [24] and calibration [25] to
boost the performance of TinyMLmodels using fixed-point increase
their computational complexity. To overcome the performance loss
with minimal hardware overhead, a new numerical format with
unequal-magnitude spacing (tapered accuracy) and flexible dynamic
range is needed. The tapered fixed-point format [20] offers both of
these characteristics lacking in the conventional fixed-point format.

In this introductory paper, we are motivated to evaluate the effi-
cacy of the tapered fixed-point numerical format compared to the
standard fixed-point numerical format on multiple benchmarks. To
study the performance of this new numerical format, a new frame-
work, TENT, has been developed that quantizes TinyML model
parameters to tapered fixed-point. The dynamic range and distri-
bution (tapered or uniform) of the numerical format is adapted
proportional to the dynamic range and distribution of parameters
of each layer in the model. Furthermore, a hardware architecture
is designed to study the complexity of the approach compared to
fixed-point for ≤ 8-bit TinyML model inference in terms of latency
and energy (on the CIFAR-10 dataset).

The key contributions of this work are as follows:
(1) a tapered fixed-point quantization algorithm that adapts the

numerical format to best represent the layerwise dynamic
range and distribution of parameters within a TinyMLmodel.

(2) a low-precision deep learning framework,TENT, that demon-
strates better performance of tapered fixed-point over fixed-
point formats for multiple classification tasks.

(3) an implementation of the TENT framework as a custom
hardware architecture to study the latency and energy con-
sumption of tapered fixed-point vs standard fixed-point.

2 TAPERED FIXED-POINT FORMAT

The tapered fixed-point numerical format (TFX) [20] can be il-
lustrated as a combination of the posit [13] and fixed-point nu-
merical formats. It combines the hardware-oriented characteristics
of fixed-point and the high accuracy of posit with tapered preci-
sion; where the values are distributed in a non-uniform tent shape
which closely resemble the shape of DNN statistics. Specifically,
the binary encoding to represent the integer bits in fixed-point is
replaced with the signed unary encoding that was previously used
to represent the regime bits in posit [13]. This change adds tapered
precision characteristics to the fixed-point numerical format. The
fraction remains the same as the standard fixed-point where the
fraction is added to the integer rather than scaling, which reduces
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the hardware complexity as compared to posit and floating-point.
The tapered fixed-point is defined as TFX(𝑛,𝐼𝑆) where 𝑛 refers to
the total number of bits and 𝐼𝑆 (in a range of [1, 𝑛]) indicates the
maximum number of unary encoded integer bits. The 𝐼𝑆 value con-
trols both the dynamic range as in (1) and the tapered precision.
The dynamic range and tapered precision are scaled proportional to
𝐼𝑆 . For instance, the TFX(𝑛, 𝐼𝑆) numerical format with 𝑛 = 5, 𝐼𝑆 = 1
and 𝐼𝑆 = 2 has the two smallest dynamic ranges ( 1

0.0625 ) and (
2

0.125 )
respectively, and behaves similar to fixed-point numerical format
with uniform precision. Also, 𝑛 = 𝐼𝑆 = 5 represents the maximum
dynamic range ( 5

0.125 ) and maximum tapered precision.

𝐷𝑇𝐹𝑋 =

{
1

2𝑛−1 , if 𝐼𝑆 = 1
𝐼𝑠
2𝑛−2 , if 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1)

The value of a TFX number is represented by (2), where 𝐼 is
computed in (3) representing the integer value, 𝑓 indicates the
fraction value and 𝑓 𝑠 the maximum number of bits allocated for the
fraction. Note that, the TFX number can also be scaled up/down by
2 raised to the power 𝑆𝐶 .

𝑥 = 𝐼 + 𝑓

2𝑓 𝑠
(2)

The integer bit-field is encoded based on the runlength 𝑚 of
identical bits (𝐼 ...𝐼 ) terminated by either an integer terminating bit 𝐼
or the end of the 𝑛-bit value. Note that the sign bit is flipped and is
also considered as the first bit of the integer.

𝐼 =

{
−𝑚, if 𝐼 = 0
𝑚 − 1, if 𝐼 = 1

(3)

For instance, 3.875 in the TFX(8,8) numerical format is repre-
sented by 3 as an integer (𝐼 ), 0.875 as a fraction (𝑓 ), as shown by
Fig 1. More details about the tapered fixed-point number format
can be found in [20].

0/1 1 1 1 0 1 1 1

Figure 1: Representation of a number in the tapered fixed

point TFX(8,8) format

3 RELATEDWORK

Studies considering low-precision arithmetic have experimentally
shown that TinyML models using 8-bit fixed-point numbers can
achieve inference accuracy comparable to that of 32-bit floating-
point numbers [2, 9, 21–23]. However, it requires either pre-processing
such as calibration [25], quantization aware training (QAT) [7, 16,
18], or post-processing such as retraining [24]. For instance, Ban-
bary et al. demonstrate the efficacy of 8-bit fixed-point for TinyML
models on the visual wake words (VWW) dataset [2]. The outcome
of this study, which uses the QAT approach to quantize weights
and activations, indicates that 8-bit fixed-point model parameters

are sufficient to achieve inference performance comparable to that
of MobileNetV2 on the VWW corpora [8] (within <1% variation)
which uses 32-bit floats.

While it is possible to achieve similar inference performance of
TinyMLmodels (32-bit float conversion to 8-bit fixed-point) through
pre- or post processing approaches, reducing the bit-precision to
fewer than 8 bits degrades the performance significantly [26, 29]. To
mitigate this problem, researchers have explored mixed-precision
fixed-point numerical format [10, 11, 14, 17, 30, 31, 37]. However, uti-
lizing mixed-precision fixed-point required a precision-assignment
policies for TinyML model parameters across layers. For instance,
Rusci et al. leveraged the combination of reinforcement learning and
QAT to automatically select the appropriate precision of TinyML
parameters across layers [30]. And thus demonstrates that it is pos-
sible to evaluate even the ImageNet corpora using mixed-precision
fixed-point formats on MobileNetV2, with results within <1% vari-
ation as compared to inference with 32-bit floats.

This research proposes a tapered fixed-point quantization algo-
rithm for TinyML models where the dynamic range of this numeri-
cal format is adapted to the dynamic range of the TinyML model
parameters. A notable difference between this work and previous
works is that this quantization approach does not required complex
hardware or algorithmic approaches such as precision-assignment
policies, QAT or calibration.

4 TENT FRAMEWORK

The goal of the TENT empirical framework is to emulate ML in-
ference with quantization using low-precision tapered fixed-point
format. Formally, the TinyML model parameters are quantized to
tapered fixed-point such that the dynamic range and distribution of
TinyML model parameters matches the distribution of values rep-
resented by tapered fixed-point. Therefore, the TENT framework,
as shown in Figure 2, approximates the optimal tapered fixed-point
numerical format for TinyML model parameters in each layer by se-
lecting appropriate IS and SC values. These parameters are selected
based on dynamic range of TinyML model parameters in each layer.
After this step, the learned weights and activations (32-bit floats)
are quantized to the low-precision tapered fixed-point format, upon
which the dot product operations are then carried out.

In particular, the TENT empirical framework comprises of three
key aspects: Tapered fixed-point parameters selection, quantization
to tapered fixed-point, and the low-precision tapered fixed-point
dot product.

4.1 Tapered Fixed-Point Parameter Selection

Algorithm 1 presents the IS and SC optimization procedure. To
select these parameters, in the first step, the maximum absolute
value of the DNN parameters at each layer (𝑊𝑎𝑚𝑎𝑥 , and𝐴𝑎𝑚𝑎𝑥 ) are
computed (lines 2-3) and rounded up to generate the appropriate 𝐼𝑆
value. Algorithm 1, defines the process by which 𝐼𝑆 is selected to
tailor the numerical format to the range and distribution of param-
eters in each individual layer. In the worst case scenario, when the
dynamic range of DNN parameters is larger than dynamic range of
tapered fixed-point, the maximum possible value 𝑛 (total number
of bits represented in tapered fixed-point format) is selected for 𝐼𝑆

2



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

TENT: Efficient Quantization of Neural Networks

on the tiny Edge with Tapered FixEd PoiNT , ,

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

FC

CONV
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OUTPUT
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DISTRIBUTION

ALGORITHM-1
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QUANTIZED  FORMAT
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𝑾𝑾𝒒𝒒

MAC STRUCTURE

AT  EVERY  LAYER

SELECTION OF

IS & SC

WEIGHTS
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[no SC shifting]

TAPERED FIXED-POINT

SIGN BIT
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IS FS
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+

-

Figure 2: TENT: a low-precision framework for TinyML inference with tapered fixed-point parameters. The framework is

applied to each layer individually, selecting specific IS and SC values tomatch the distribution and range of parameters within

the layer. IS specifies the𝑚𝑎𝑥𝑖𝑚𝑢𝑚 number of integer bits, and SC specifies the degree of shift required (left-shift if positive,

right-shift if negative). The MAC structure displays the multiply-and-accumulate unit explained in figure 3.

(lines 4-13). Selecting 𝐼𝑆 based on the algorithm 1 reduces the over-
flow error in quantization. However, when the maximum absolute
value of a DNN parameter is less than the maximum absolute value
representable by the tapered fixed-point format selected; many bit-
patterns in the numerical format are unused. To mitigate this issue,
the the maximum absolute value of tapered fixed-point format is
scaled down by 2 raised power of 𝑆𝐶 that determines as a base-2
logarithm of𝑤𝑎𝑚𝑎𝑥 (lines 14-21).
4.2 Quantization with Tapered Fixed-Point

In this paper, the quantization function 𝑄 (𝑥𝑖 , 𝑞) defined in (4) ap-
proximates each parameter 𝑥𝑖 to 𝑥 ′𝑖 (a 𝑞-bit tapered fixed-point). In
the quantization procedure, the values that lie outside the dynamic
range of a given tapered fixed point format configuration,𝑄 (·, ·, ·, ·),
clips to the format maximum (𝑢) or minimum (𝑙) appropriately. A
value that is between consecutive tapered fixed-point numbers is
rounded to the nearest even number (𝑅𝑁𝐸 (𝑥𝑖 )).

𝑥 ′𝑖 = 𝑄 (𝑥𝑖 , 𝑙, 𝑢, 𝑞) =


𝑙, 𝑥 > 𝑙

𝑅𝑁𝐸 (𝑥𝑖 ), 𝑙 > 𝑥 > 𝑢

𝑢, 𝑢 > 𝑥

(4)

4.3 Tapered Fixed-Point Dot Product

The tapered fixed-point dot product is presented in Algorithm 2.
In the first step, a set of quantized weights and activations are
decoded to the tapered fixed-point (lines 2,3). To decode the tapered
fixed point format, the sign bit, integer bits (through leading zero
detection algorithm), and remaining fractional bits require to be
extracted. Then, the product of the tapered fixed-point weights
and activations are calculated without truncation or rounding after

Algorithm 1 Compute the maximum integer bit width (IS) and
scaling factor (SC) of tapered fixed-point for DNN parameters
Input: layers weights (𝑊𝑙 ), layers activations (𝐴𝑙 )
Output: 𝐼𝑆𝑤𝑙

,𝐼𝑆𝐴𝑙
,𝑆𝐶𝑤𝑙

tapered fixed-point parameters

1: procedure 𝐼𝑆 , 𝑆𝐶 Selection (𝑊𝑙 , 𝐴𝑙)
2: wamax ← max( |wl |)
3: Aamax ← max( |Al |)

Compute the 𝐼𝑆𝑤𝑙
, 𝐼𝑆𝐴𝑙

4: if ⌊Wamax⌋ + 1 < nbit then
5: ISw ← ⌊Wamax⌋ + 1
6: else
7: ISw ← nbit
8: end if
9: if ⌊Aamax⌋ + 1 < nbit then

10: ISA ← ⌊Aamax⌋ + 1
11: else
12: ISA ← nbit
13: end if

Compute the 𝑆𝐶𝑤𝑙

14: SCwl ← 0
15: if Wamax < 1 then
16: SCW ← |

⌊
log2 (Wamax)

⌋
| + 1

17: end if
18: return ISwl , ISAl , SCwl
19: end procedure

multiplication operations (lines 6-11). The products are then stored
3
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Algorithm 2 Tapered fixed-point dot product operations for 𝑛-bit
inputs each with log𝑛 𝑅𝑆 bits, log𝑛 𝑆𝐶 bits.
Input: layers quantized weights (𝑊𝑙𝑞 ), layers quantized activations
(𝐴𝑙𝑞 ),
Output: 𝑅 as Dot Product result

1: procedure Tapered fixed-point DP (𝑊𝑙𝑞 , 𝐴𝑙𝑞 )
2: signw, Intw, fracw ← Decode(𝑊𝑙𝑞 , 𝐼𝑆𝑤)
3: signa, Inta, fraca ← Decode(𝐴𝑙𝑞 , 𝐼𝑆𝑎)

Multiplication

4: signmult ← signw ⊕ signa
5: Valuew ← (Intw + fracw) ≪ fracbitw + SCw
6: Valuea ← (Inta + fraca) ≪ fracbita
7: pmult ← {sign, Valuew × Valuea}

Accumulation & Normalize

8: sumquire ← pmul + sumquire ⊲ Accumulate
9: sumnquire ← sumquire ≫ fraca + fracw + SCw

Rounding & Encode

10: result← Rounding & Encoding(sumnquire)
11: return result
12: end procedure

in a wide register (quire[13]) for𝑚 multipliers with size of𝑤𝑞𝑢𝑖𝑟𝑒

as in (5) (lines 12-15).

𝑤𝑞𝑢𝑖𝑟𝑒 = ⌈log2 (𝑚)⌉ + 2 × ⌈log2 (
𝑀𝑎𝑥𝑇𝐹𝑋

𝑀𝑖𝑛𝑇𝐹𝑋
)⌉ + 2 (5)

The stored products are then converted and accumulated with fixed-
point arithmetic. At the end, the accumulated result is encoded back
into the tapered fixed-point numerical format (lines 16-18).

5 SYSTEM DESIGN AND ARCHITECTURE

The TENT framework gives insights into adopting a new numer-
ical format for storing the weights and activations which reduce
the quantization loss at low precision. This section describes the
framework designed to simulate DNNs on hardware platforms
in order to evaluate the performance of the tapered fixed-point
representation in terms of latency and energy consumption. Fig-
ure 3 shows the high-level architecture of the designed framework
guided by the design of Eyeriss v2 [6]. Primarily, it is composed
of processing elements (PEs) arranged in a 2D systolic array ar-
chitecture accompanied by a hierarchical memory organization.
Systolic architectures have shown promising results in computing
convolutions at low energy cost due to the data reuse characteristics
and parallel processing features [19]. Most systolic architectures,
commonly used to perform convolution operations, adopt input
stationary, weight stationary, and output stationary dataflows. Of
which, output stationay has shown to reduce execution time and
energy consumption when PE computations are confined to a sin-
gle pixel in the output feature map, and was thus selected for this
architecture.

The PE in the systolic array has a tapered fixed-point based
MAC unit with configurable bit-precision. It is controlled by an
external control signal (IS) which defines the integer value and

dynamic range of the format. Each MAC unit first reads an N-bit
activation and weight in tapered fixed-point format and decodes
them to ⌈𝑙𝑜𝑔2 (𝑛)⌉ + 𝑛 bits fixed-point value with ⌈𝑙𝑜𝑔2 (𝑛)⌉ + 1
integer bits and 𝑛 − 2 fraction bits. The decoding process utilizes
a count leading zeros (CLZ) unit, which counts the total number
of leading zeros (from MSB), representing the integer value of the
fixed-point as shown in 4. Furthermore, the 3-bit 𝑆𝐶 signal controls
the scaling factor of the weight by shifting the fixed-point number
based on the magnitude and the sign of the 𝑆𝐶 signal. The decoded
activations and scaled weights are multiplied using a fixed-point
multiplier which is further accumulated. Unlike other dataflows, the
output stationary dataflow does not require the quantization of the
accumulated value at every step which avoids generation of partial
sums and thus eliminates the quantization error which normally
occurs in intermediate stages. The accumulated fixed-point value
uses a unary encoding mechanism, based on the magnitude and
sign of the integer, while converting to the n-bit tapered fixed-point
format.

The memory hierarchy consists of 128 MB off-chip main mem-
ory (DRAM) and 3×108 kB on-chip scratchpad memory (SRAM).
The main memory is dedicated to storing input data, activations
and weights/filters that are loaded by the host processor, whereas
the scratchpad memory serves as a global buffer. In order to es-
timate latency, we bridge our framework with the SCALE-Sim
tool [32]. SCALE-Sim, however, does not consider the cycles con-
sumed in shuttling data back and forth between the global buffer
and the DRAM. Therefore, the total latency is re-approximated
by considering PE array execution time and DRAM access time
(Micron MT41J256M4). For energy estimation analysis, calculation
of execution time, and power utilization, we factor in 45nm CMOS
technology node.

6 EXPERIMENTAL SETUP, RESULTS &

ANALYSIS

The TENT framework is implemented in C++ and extended to
support the TensorFlow framework [1]. To demonstrate the efficacy
of the TENT framework, the performance of low-precision tapered
fixed-point is evaluated on three inference tasks and is compared
to the low-precision fixed-point numerical format. The specifics
of the evaluation tasks and the inference performance achieved
on them with 32-bit float DNNs are summarized in Table 1. The
MNIST and CIFAR-10 datasets are chosen for evaluation, as they
are ideal for tinyML applications [3]. To appropriately evaluate
the benefits of the tapered fixed point format, the Fashion-MNIST
dataset is also considered which presents additional challenges to
the classification task, while still falling under a similar category
as the MNIST dataset. The base model selected to perform the
classification task on these datasets is an extremely compact model
containing less than 2 million parameters that can be stored on
tiny edge devices (eg., ARM M-7 MCU) [2]. In the evaluation of
each format, 𝐼𝑆 ∈ [1..𝑛 − 1] and 𝑆𝐶 ∈ [0..𝑛 − 1] are considered
for tapered fixed-point, and 𝐼 ∈ [1..𝑛 − 1] and 𝑓 𝑠 ∈ [1..𝑛 − 1] are
considered for standard fixed-point.

4
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6.1 Inference Performance with TENT

The efficacy of the TENT framework is evaluated on DNN infer-
ence with varied IS and SC, as shown in Table 2. The findings
show that the low-precision tapered fixed-point outperforms the
standard fixed-point on various benchmarks by up to ≈31%. For
instance, the performance of an 8-bit low-precision tapered fixed-
point ResNet-18 network on the CIFAR-10 dataset is improved by
27.44% compared to the fixed-point based network. Furthermore,
we observed that the tapered fixed-point shows greater benefits
on TinyML models whose parameters have a large dynamic range,
such as ResNet model shown in Table 1 and Table 2. These per-
formance benefits can be intuitively explained by the auto-tuning
capability of the TENT framework, which adapts the format to the

dynamic range of the weights and activations, so as to reduce the
quantization error. The best performance observed on all the bench-
marks (when analyzed across the full [5..8]-bit range) is achieved
with tapered fixed-point.

6.2 Hardware System Results

The execution time of the DNN model is mainly governed by
the dataflow and the PE array architecture. The output stationary
dataflow offers a 24% reduction in latency as compared to weight
stationary dataflowwhile performing inference [32]. For a compute-
boundDNN this is a significant improvement, considering that infer-
ence favors latency over throughput [28]. The homogeneous 16×16
PE configuration with no sophisticated architectural features offers
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Table 1: Description of the TinyML models and benchmarks using 32-bit float parameters.

Dataset TinyML Model W-Range 1 A-Range 1 # Parameters # MACs 2 Performance

MNIST ConvNet 3 [−0.78, 0.62] [0, 3.61] 1.40 M 58.7 K 99.32%
Fashion-MNIST ConvNet 4 [−0.74, 0.45] [0, 5.97] 1.88 M 69.8 K 92.54%

CIFAR-10 ResNet-18 [−2.12, 1.17] [0, 10.21] 0.27 M 286.72 K 91.54%
1 W: Weights; A: Activations
2 The number of MACs are calculated for a DNN inference with a batch size of 1.
3 2 Convolutional layers, 2 fully-connected layers, and 1 Pooling layer
4 3 Convolutional layers, 2 fully-connected layers, 2 Pooling layers, 1 Batch normalization layer

Table 2: Performance of TinyML models during inference with the tapered fixed-point(TFX) and fixed-point.

Bit Precision MNIST Fashion-MNIST CIFAR-10

TFX Fixed-Point TFX Fixed-Point TFX Fixed-Point

8-bit 99.33% 99.18% 92.59% 89.59% 81.66% 54.20%
7-bit 99.32% 97.14% 92.47% 88.63% 75.90% 24.50%

6-bit 99.30% 97.08% 92.14% 85.31% 46.79% 12.96%
5-bit 99.29% 96.96% 89.35% 83.46% 23.44% 11.11%

improvement in computing efficiency from 89.58% to 91.82%, with a
significant reduction in energy consumption. Figure 5(c) illustrates
the energy-delay product (EDP) for the tapered fixed-point network
ResNet-18 while performing inference on the CIFAR-10 dataset. It
is worth noting that tapered fixed-point offers 31% improvement in
classification accuracy with a negligible EDP overhead ( 17 − 30%)
as compared to fixed-point. Reduced bit-precision economizes the
local memory storage size and the number of operational cycles in
both tapered and standard fixed-point.

Overall, the use of the tapered fixed-point numerical format
helps in paving a path towards minimizing the power consump-
tion (inference), which aligns with the ultimate goal envisioned by
the TinyML community (≤ 1 mw [3]). Our analyses have shown
that this work’s adaptation of the ResNet-18 architecture consumes
power within the range of 189-270 mw to classify a single sample
of the CIFAR-10 dataset, which befits the low-power requirements
of devices that operate on the edge [2]. Additionally, the proposed
TENT framework further enhances the performances by leverag-
ing the flexibility of a tapered precision numerical format and its
affinity to represent parameters with reduced quantization error
(as compared to standard fixed point formats).

7 CONCLUSIONS

This paper presents a low-precision framework, TENT, that offers
quantization using tapered fixed point to perform inference on
TinyML models. The maximum integer bit width and scaling factor
parameters are dynamically selected to best fit the variability of
the parameter and activation distributions within each layer of the
model. We observe reduction in total quantization error that leads
to an improvement in inference accuracy by ≈ 31% over fixed-point
models. Furthermore, we show that tapered fixed-point achieves

this with a moderate increase in energy consumption over fixed-
point.
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