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Abstract001

Existing LLM-based agents have achieved002
strong performance on held-in tasks, but their003
generalizability to unseen tasks remains poor.004
Hence, some recent work focus on fine-tuning005
the policy model with more diverse tasks to006
improve the generalizability. In this work, we007
find that finetuning a reward model to guide the008
policy model is more robust than directly fine-009
tuning the policy model. Based on this finding,010
we propose AgentRM, a generalizable reward011
model, to guide the policy model for effective012
test-time search. We comprehensively investi-013
gate three approaches to construct the reward014
model, including explicit reward modeling, im-015
plicit reward modeling and LLM-as-a-judge.016
We then use AgentRM to guide the answer gen-017
eration with Best-of-N sampling and step-level018
beam search. On nine agent tasks, AgentRM019
enhances the base policy model by 8.8 points020
on average, surpassing the top general agent by021
4.0 points. As for the specializability, Agen-022
tRM can also boost a finetuned policy model023
and outperform the top specialized agent by024
11.4 on held-in tasks. All the data and source025
codes will be released to facilitate the research026
in this area.027

1 Introduction028

Large language model (LLM)-based agents (Mi-029

alon et al., 2023; Sumers et al., 2023) have be-030

come a promising solution to complex interactive031

tasks (Xi et al., 2024) in recent years. While spe-032

cialized agents (Wang et al., 2024b; Qin et al.,033

2023) achieve strong performance on held-in tasks,034

their generalizability to unseen tasks is poor. To035

address this challenge, existing works focus on inte-036

grating more diverse agent tasks including human-037

crafted (Zeng et al., 2023; Chen et al., 2024a; Xi038

et al., 2024; Zhang et al., 2024b; Acikgoz et al.,039

2025) and LLM synthesized (Hu et al., 2024; Fu040

et al., 2025), to perform multi-task fine-tuning on041

the base LLM.042
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Figure 1: Finetuning the reward model is more robust
than finetuning the policy model for agent tasks. (a)
Finetuning the policy model leads to severe degradation
on held-out tasks. (b)(c) show the performance of Best-
of-5 with a reward model. Finetuning the policy model
on one task degrades on others while finetuning the
reward model mostly generalized to others.

Despite extensive efforts to scale task diversity 043

for training the base LLM, we find finetuning the 044

base LLM improves held-in task performance but 045

degrades held-out task performance (Figure 1(a)). 046

A potential explanation is that finetuning the base 047

LLM, which is used as the policy model for token- 048

by-token action generation, increases the likelihood 049

of seen action tokens while decreasing that of un- 050

seen actions. Rather than finetuning the policy 051

model directly, we hypothesize that finetuning a 052

reward model to guide the policy model is more 053

robust. Since the regression training objective of 054

the reward function is inherently less sensitive to 055

the specific distribution of action tokens. In our 056

preliminary experiment, we perform Best-of-5, i.e. 057

generating 5 candidate trajectories with the policy 058

model and selecting one using the reward model. 059

Figure 1(b)/(c) shows the improvement after fine- 060

tuning the policy/reward model respectively on in- 061

dividual tasks. In Figure 1(b), only the diagonal 062

values, i.e. performance of the held-in task which is 063
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seen during training, are positive. Contrastly, Fig-064

ure 1(c) reveals predominantly positive values, indi-065

cating that finetuning the reward model on a single066

task can enhance the performance on unseen tasks.067

Inspired by this, we introduce AgentRM, a gener-068

alizable reward model, to guide the policy model069

for effective test-time search. Since the effective070

construction of the reward model for agent tasks071

remains an open question, we investigate three rep-072

resentative reward modeling approaches including073

(1) explicit reward modeling (Zhang et al., 2024a)074

which learns the step-level rewards annotated by075

tree search, (2) implicit reward modeling (Yuan076

et al., 2024) which derives the inherent step-level077

rewards by training on outcome rewards, and (3)078

LLM-as-a-judge (Zheng et al., 2023) which directly079

prompts an LLM to assess the agent trajectory. We080

then use AgentRM to guide the answer genera-081

tion in the Best-of-N sampling and step-level beam082

search.083

Experimental results on nine agent tasks show084

that the explicit modeling consistently achieves085

the best performance. Concretely, it surpasses the086

top general agent by 4 points with a non-finetuned087

policy model, and surpasses the top task-specific088

agent by 11.4 points with a task-specific finetuned089

policy model. Further analysis shows our general090

reward model trained on states sampled by LLaMA-091

3-8B can be directly applied to enhance stronger092

policy models such as LLaMA-3-70B.093

2 Task Formulation094

The agent task with environment feedback can be095

formalized as a partially observable Markov deci-096

sion process (U ,S,A,O, T ,R) with instruction097

space U , state space S , action space A, observation098

space O, state transition function T : S ×A → S ,099

and reward function R : S × A → [0, 1]. The100

initial state s1 = (u, o0) ∈ S consists of task in-101

struction u and the initial observation o0. At step102

t, conditioned on the current state st, the agent103

generates the next action at ∼ π(·|st) based on104

its policy π. Then, the agent receives the environ-105

ment observation ot ∈ O and the state transforms106

to st+1 = (st, at, ot) = (u, o0, a<t+1, o<t+1) ac-107

cording to transition function T . The agent contin-108

ues to interact with the environment until the task109

is finished or the maximum step is reached. The110

environment only provides the outcome reward at111

the final step rT (sT , aT ) ∈ R, where T denotes112

the total step number. As illustrated in Section 3.2,113

we train a process reward model that produces re- 114

wards for intermediate steps rt(st, at), t < T . We 115

discuss the training details in Section 3.2. 116

3 Methodology 117

The overview is depicted in Figure 2. Section 3.1 118

describes the behavior cloning through which we 119

derive a policy model with basic task ability on 120

held-in tasks. Section 3.2 elaborates on how we use 121

the derived policy model to build our generalizable 122

reward model. We systematically investigate three 123

different reward modelings. Section 3.3 explains 124

how we use our reward model to enhance the policy 125

model’s decision-making ability through test-time 126

search. 127

3.1 Behavior Cloning 128

To obtain an initial policy πinit with basic task abil- 129

ity, crucial for collecting high-quality states, we 130

split a portion of task instructions from the training 131

set, annotate them by an expert agent and conduct 132

supervised fine-tuning (SFT) on the expert trajecto- 133

ries Dexpert = {(ui, oi0, ait, oit)
Ti
t=1}Ni=1 as follows: 134

L(θ) = −
N∑
i=1

Ti∑
t=1

log πθ(a
i
t | ui, oi0, ai<t, o

i
<t)

(1) 135

where θ denotes the parameters of the policy model, 136

N denotes the number of trajectories in Dexpert, 137

Ti denotes the total step of the i-th trajectory. Note 138

that the data is formatted in ReAct-style (Yao et al., 139

2022), and we use a to denote the complete ReAct- 140

style response (containing both thought and action 141

tokens) generated by π for simplicity. 142

3.2 Reward Modeling 143

3.2.1 Explicit Reward Modeling 144

Given that agent tasks typically involve long-chain 145

reasoning and vast search space, we organize 146

the agent’s search trajectories into tree structures 147

and employ a Monte Carlo Tree Search (MCTS)- 148

inspired approach to make the search process ef- 149

ficient. This approach aims to avoid redundant 150

searches, encourage sampling diversity, and im- 151

prove search efficiency. 152

The search tree consists of nodes representing 153

states st and edges representing actions at. We 154

consider the initial state s1, which includes the 155

task instruction u and the initial observation o0, as 156

the root node. A search trajectory starting from 157

s1 is formalized as a branch extending from the 158
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Figure 2: Overview. ❶ Deriving a supervised fine-tuned (SFT) agent on expert trajectories. ❷ Constructing search
trees by exploring the environment using the SFT agent. ❸ Training a generalizable reward model, on state-reward
pairs extracted from search trees. ❹ Enhancing the policy model, regardless of its initial strength, through test-time
search guided by our reward model for unseen tasks.

root node. Each node records information such159

as the state content (action at and corresponding160

observation ot), the number of visit N(st), and the161

expected future reward V (st) starting from state st.162

For each task instruction, we construct a search tree163

starting from the root node and expanding through164

repeating the following four stages for ω iterations:165

Selection aims to identify the most promising166

node to be expanded in the next iteration. Starting167

from the root node, it traverses the tree by selecting168

child nodes according to the Upper Confidence169

Bound (UCB) value until a leaf is reached:170

st = argmax
sj∈Children(st−1)

(
V (sj) + c ·

√
logN(st−1)

1 +N(sj)

)
,171

Expansion will be operated on the selected node172

st if it is not a terminal state exceeding the maxi-173

mum step or finishing reasoning. The agent sam-174

ples the next action at ∼ π(· | st) for k times175

with temperature τ based on its policy. Actions176

with identical action tokens are merged to lower177

the cost of repetitive search, resulting in k̂ next178

states {sit+1} = {(st, at, ot)i}, i = 1 . . . k̂.179

Simulation is used to estimate the initial value180

of the above expanded node st+1 by generating n181

complete trajectories from it to get the outcome182

reward returned by the environment and averaging183

their outcome rewards. To speed up the tree sear,184

we cache the rollout nodes for future expansion.185

Backpropagation is conducted once the values186

of the expanded nodes are determined. The value187

V (sit+1) is propagated back up the tree, updating188

each node’s visit count N and state value V :189

V (st)←
V (st) ·N(st) +

∑k̂
i=1 V (sit+1)

N(st) + k̂
,190

N(st)← N(st) + k̂191

Reward Model Training For each task instruc-192

tion in the held-in tasks i.e. Webshop, Alfworld,193

Sciworld, we construct a search tree and extract 194

state values V (st) to form the process reward 195

model training dataset. To ensure the quality of the 196

estimated value, we filter states whose visit count 197

is smaller than threshold λ. We train a language 198

model with a value head by minimizing the Mean 199

Squared Error (MSE) loss between the predicted 200

value V̂ (st) and the provided value V (st): 201

L(θ) = 1

N

N∑
t=1

(V̂ (st)− V (st))
2 (2) 202

3.2.2 Implicit Reward Modeling 203

Inspired by (Rafailov et al., 2024; Yuan et al., 204

2024), which derives a process reward model in- 205

herently from training on complete trajectories, we 206

also investigate implicit reward modeling without 207

annotating process reward. Specifically, the out- 208

come reward is parameterized as the log-likelihood 209

ratios of the policy and reference models, i.e. 210

rθ(sT , aT ) := β log πθ(sT ,aT )
πref (sT ,aT ) . It is proved that 211

the Q value qtθ(st, at) can be implicitly learned by 212

θ (mathematical induction can be found in (Yuan 213

et al., 2024)). The process reward rtθ can be derived 214

as follows: 215

rtθ := qtθ − qt−1
θ = β log

πθ(at | st)
πref(at | st)

(3) 216

where πθ, πref represent the policy and reference 217

model parameter respectively. 218

Reward Model Training For each task instruc- 219

tion in the held-in tasks, we sample 16 complete tra- 220

jectories (sT , aT ) with temperature τ to construct 221

the process reward model training dataset. We train 222

a language model θ with the MSE loss to integrate 223

the scalar reward (progress rate) provided by the 224

environment, unlike (Yuan et al., 2024) using the 225

cross-entropy loss for binary reward. 226
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3.2.3 LLM-as-a-judge227

We do not prompt the LLM to output a discrete228

score for each trajectory since the score might be229

identical thus insufficient to select the best answer230

from a set of candidates (e.g., Best-of-N). Instead,231

we prompt the LLM to act as a selector with in-232

structions in Appendix D.1.233

3.3 Reward-Guided Search234

We boost the policy model at test time via search235

methods guided by our general reward model.236

Best-of-N samples N complete trajectories from237

the policy model and then selects the final answer238

according to the reward generated by the reward239

model.240

Beam Search searches over the policy model’s241

per-step prediction in the following steps:242

• Initial Sampling: Sample W1×W2 initial actions243

for the first step.244

• Scoring: Evaluate the new states using the re-245

ward model.246

• Filtering: Retain only the top W1 highest-247

scoring states.248

• Action Expansion: For each of the remaining249

states, sample W2 actions for the next step, gen-250

erating a total of W1 ×W2 new states.251

• Iteration: Repeat steps 2–4 until all maintained252

states terminate.253

4 Experiments254

4.1 Baselines255

Apart from comparing with original greedy search,256

we compare our method with task-specific agents257

and general agents. Task-specific agents include258

SPIN (Chen et al., 2024b), NAT (Wang et al.,259

2024b), ETO (Song et al., 2024), StepAgent (Deng260

et al., 2024b), QLASS (Lin et al., 2025) and Agent-261

R (Yuan et al., 2025). General agents include262

Agent-FLAN (Chen et al., 2024a), AgentGym (Xi263

et al., 2024), AgentGen (Hu et al., 2024), Agen-264

tRefine (Fu et al., 2025). We also compare with265

close-sourced agent based on gpt-4o for reference.266

More details can be found in Appendix C.267

4.2 Experimental Settings268

Datasets We adopt the three agent tasks from269

ETO (Song et al., 2024) as our held-in tasks: Web-270

shop for web navigation, Alfworld for embodied271

house holding, and Sciworld for embodied science272

experiments. We adopt agent tasks from Agent- 273

Board (Ma et al., 2024) and AgentGym (Xi et al., 274

2024) as held-out tasks. Note that there are two 275

sources of Alfworld and Sciworld. In order to 276

align with the setting of previous works, we use 277

he former to train the RM and evaluate in Sec- 278

tion 4.3.2, while the latter is used for evaluation in 279

Section 4.3.1. Details can be found in Appendix D. 280

Evaluation Metrics We use Success Rate which 281

indicates whether a task is successfully completed, 282

Progress Rate which is a scalar signal measuring 283

the completion percentage of a task, and the aver- 284

age reward as the evaluation metrics. 285

Implementation Details We adopt the LLaMA3- 286

8B-Instruct series model as our policy model. More 287

details can be found in Appendix B. We divide 288

1/4 of the expert trajectories for SFT, i.e. 1938, 289

830, 370 for Webshop, Alfworld, Sciworld. The 290

remaining 3/4 instruction is used to train reward 291

model without expert annotation. 292

4.3 Results 293

4.3.1 Comparison with General Agents 294

In this setting, we compare our method with meth- 295

ods that aim to train a single unified agent for vari- 296

ous tasks. To make a fair comparison, we use the 297

original non-finetuned model as the policy model 298

since fine-tuning leads to performance degradation 299

on held-out tasks, and guide its generation with our 300

AgentRM. From Table 1 we can observe that: (1) 301

Existing general agents exhibit severe overfitting 302

in held-in tasks, as their overall performance fail 303

to substantially surpass those of the greedy search 304

baseline. While AgentGym achieves a high score, 305

it is primarily because most of the task environ- 306

ments are seen during training. This advantage, 307

however, is offset by its notably weak performance 308

on held-out tasks i.e. only 12.9 on Jericho and 309

16.6 on Pddl. (2) Three types of AgentRM bring 310

varying degrees of improvement over the baseline. 311

Among them, Explicit RM proves to be the most 312

effective, enhancing the greedy search baseline by 313

8.8 on average. (3) On the Babyai task, which 314

shares similarities with the held-in tasks Alfworld 315

and Sciworld, the explicit RM exhibits significant 316

positive transfer. Conversely, we observe that a pol- 317

icy model trained on Sciworld but not on Babyai 318

tends to overfit to the action space of Sciworld. 319

This phenomenon, generating actions not provided 320

in the task instruction, is termed "action halluci- 321

nation" in Chen et al. (2024a). (4) Best-of-5 with 322
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Method Web Embodied Text Game Tool Overall
Webshop Alfworld† Sciworld† Babyai Jericho Pddl Maze ToolQuery ToolOperation

gpt-4o 57.7 79.9 76.9 64.1 34.0 69.8 76.0 61.8 37.6 65.9
Agent-FLAN 61.3* 79.7* 10.9 35.3 10.1 25.5 44.0 45.7 26.8 47.1
AgentGym 68.5* 76.9* 47.3* 61.4* 12.9 16.6 56.0* 69.7* 40.2* 59.3*

AgentGen 53.9 47.6 13.9 39.4 10.8 36.4 44.0 57.6 25.1 42.0
AgentRefine - 63.8 42.6 50.4 32.3 37.8 - - - -

Greedy Search 57.8 51.1 48.5 52.1 22.5 37.7 52.0 76.1 41.6 52.7

Best-of-5

LLM-as-a-judge 55.6 59.0 29.3 58.3 20.3 22.9 72.0 83.1 41.9 52.1
Explicit RM 62.4 67.7 50.1 70.6 30.0 33.3 80.0 82.1 43.9 61.5
Implicit RM 60.5 61.8 35.4 58.2 23.3 26.0 68.0 81.2 38.8 54.7

Beam Search (W1 = 5,W2 = 5)

Explicit RM 64.4 72.4 51.7 71.2 29.1 41.4 72.0 79.3 40.6 63.3

Table 1: Performance comparison with general agents.* indicates the task is seen during policy training and treated
as held-in evaluation. †means the sources of Alfworld and Sciworld differ from those in Table 2 to align with
previous works, detailed in Appendix D. Overall performance is averaged across tasks, weighted by test set sizes.

Method Webshop Alfworld Sciworld

Greedy Search 61.4 71.6 66.6
SPIN 65.4 71.9 60.3
NAT 63.2 68.3 55.6
ETO 65.7 73.4 62.5
StepAgent 67.6 76.1 64.1
QLASS 70.3 82.8 66.4
Agent-R 63.9 - 70.2
gpt-4o 57.7 66.4 66.6

Best-of-5

LLM-as-a-judge 60.5 64.9 62.3
Explicit RM 71.0 94.8 76.1
ImplicitPRM 66.4 94.8 70.6

Beam Search (W1 = 5,W2 = 5)

Explicit RM 75.3 96.3 82.6

Table 2: Comparison with task-specific agents.

LLM-as-a-judge shows a 0.6 decline on overall per-323

formance compared to greedy search. Among all324

tasks, it performs relatively better on tool-related325

tasks, suggesting that LLM-as-a-judge is more ef-326

fective on tasks with less complexity and smaller327

search space, while being less effective on complex328

tasks.329

4.3.2 Comparison with Task-specific Agents330

In this setting, we compare our method with meth-331

ods that aim to train a specialized agent for each332

task. Instead of training task-specific policy mod-333

els, we find a single policy model simultaneously334

trained on three tasks capable of mastering each335

task without compromising performance on any.336

Out of the same reason, we use the general RM337

same as Section 4.3.1 without task-specific fine-338

tuning. From the results in Table 2, Best-of-5 with339

Explicit RM enhances the policy model by 9.6, 23.2 340

and 9.5 on three held-in tasks respectively. It out- 341

performs top specialized agents including Agent- 342

R and QLASS across all tasks, showing potential 343

in more practical scenarios where an agent is re- 344

quired to be proficient in more than one task (Acik- 345

goz et al., 2025). Further improvements can be 346

achieved through beam search. 347

5 Analysis 348

In the following analysis, unless otherwise stated, 349

we report the results of explicit RM with Best-of-5 350

inference, as it outperforms the other two reward 351

models notably. 352

5.1 Robustness against Perturbation 353

To test the extent of overfitting on the held-in tasks, 354

we perform 5 types of perturbations on the held-in 355

task. Specifically, we perturb available actions in 356

the task instruction of Alfworld, which belongs to 357

the held-in tasks for AgentGym and Agent-FLAN. 358

See Appendix A for details of perturbation rules. 359

From Table 3 we can see that, simple data 360

perturbation leads to a significant performance 361

drop on the held-in task. In terms of the average 362

score, AgentGym’s success rate decreases by 25.6, 363

whereas Agent-FLAN shows a more significant 364

performance drop of 30.3. This suggests that they 365

might simply be memorizing the correlations be- 366

tween instructions/observations and corresponding 367

actions from the training data, rather than learning 368

to respond to the given instructions and observa- 369

tions. Our method achieves the highest average 370

5



4k 48k 196k 353k
Number of states for RM training

58

60

Pe
rfo

rm
an

ce

Figure 3: Scaling trend of training data.
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Figure 4: Performance of task-specific RM on 9 tasks.
The red/orange/blue bar denotes RM trained on Web-
shop/Alfworld/Sciworld respectively. The dashed line
denotes the performance of the general RM.

score with the lowest standard deviation, indicat-371

ing that it develops the ability to make informed372

decisions, rather than memorizing patterns.373

5.2 Scaling Trend of Generalization374

We analyze the relationship between the training375

data size of the reward model and overall perfor-376

mance, with the results shown in Figure 3. The377

results demonstrate that even a relatively small378

dataset of 4k states is able to elicit significant re-379

ward modeling capabilities (57.6) for agent tasks,380

compared to the prompt-based training-free LLM-381

as-a-judge (52.1). This underscores the effective-382

ness of our approach in data-constrained scenarios.383

As the volume of training data increases, the per-384

formance exhibits a persistent log-linear growth385

without showing signs of saturation. The observed386

trend leaves room for continued performance opti-387

mization with expanded datasets.388

5.3 Generalization of Task-specific RM389

We examine the generalization of task-specific RM390

trained on each held-in task (Figure 4). The re-391

sults reveal that, for most tasks, the general RM392

(dashed line) outperforms task-specific RMs, veri-393

fying the importance of task diversity in enhancing394

RM generalization. Besides, the task-specific RM 395

trained on Alfworld exhibits comparatively weaker 396

performance, which may be attributed to the use of 397

success rate rather than the progress rate, which is 398

a denser signal, as the outcome supervision when 399

constructing RM training data. 400

5.4 Generalization to Other Policy Model 401

It is commonly thought that broad training data 402

coverage is a requirement to ensure a good balance 403

between adaptability to different policy distribution 404

(Cui et al., 2025). We find that our RM can be ef- 405

fectively applied to states sampled by other LLM 406

agents and enhance their performance. To verify 407

it, we directly apply our RM, which is trained on 408

states sampled by the LLaMA-3-8B agent, to a 409

stronger one (LLaMA-3-70B) and a weaker one 410

(AgentGen). From Table 4 we can see that our RM 411

adapts well to different policy models and consis- 412

tently improves the performance. Specifically, it 413

improves the LLaMA-3-70B-based agent by 12.6 414

and AgentGen by 5.9, demonstrating more pro- 415

nounced advantages for models that possess greater 416

scale and potential. These encouraging results indi- 417

cate that the trial-and-error task experience derived 418

from a weaker yet more efficient agent can enhance 419

the performance of stronger and more costly agents. 420

421

5.5 State Representation of Reward Modeling 422

As stated in Section 3.2, the input of our RM con- 423

sists of thought tokens, action tokens, and observa- 424

tion tokens (except those of the last action). This 425

section examines their respective contributions to 426

the overall performance. Results are shown in Ta- 427

ble 5. Explicit RM w/ last_observation means 428

adding the observation of the last action to the 429

state representation during both training and in- 430

ference. It can be seen that the determination of 431

state rewards for different tasks has varying degrees 432

of reliance on the outcomes of actions. Overall, 433

augmenting the action with its outcome does not 434

bring significant improvement, suggesting that the 435

RM might possess the ability to infer the outcome 436

autonomously. Results w/o observation and w/o 437

thought show that the individual removal of thought 438

and observation has a negligible impact on the mod- 439

eling. Results w/o thought & observation show that 440

removing them simultaneously results in a drop 441

of 3.2 points, indicating that thought and observa- 442

tion tokens provide complementary information to 443

each other. In conclusion, the modeling primarily 444
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Method Original Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Average(↑) Std(↓)

Succ. Prog. Succ. Prog. Succ. Prog. Succ. Prog. Succ. Prog. Succ. Prog. Succ. Prog. Succ. Prog.
AgentGym 61.9* 76.9* 29.1 59.2 49.2 65.3 32.8 53.9 38.8 48.2 5.9 28.7 36.3 55.4 20.0 16.7
Agent-FLAN 67.2* 79.7* 21.6 58.8 51.4 71.3 27.6 53.5 52.2 67.9 1.5 19.7 36.9 58.5 22.0 22.5
AgentRefine 44.8 63.8 50.0 66.5 51.5 66.7 54.5 70.0 45.5 60.6 44.8 63.8 48.5 65.2 4.1 3.2
Ours 54.5 67.7 54.5 68.6 53.0 70.2 48.5 63.6 49.3 63.9 54.5 67.7 52.4 66.9 2.7 2.6

Table 3: Performance of Alfworld under different perturbation rules. Succ./Prog. denote Success/Progress Rate
respectively. ∗ indicates the task is seen during training and treated as held-in evaluation.

Method Webshop Alfworld Sciworld Babyai Jericho Pddl Maze Toolquery Tooloperation Overall

LLaMA-3-70B

Greedy Search (w/o RM) 63.4 63.4 51.1 62.6 31.7 64.1 76.0 81.9 44.9 62.4
BestofN@5 (w/ RM) 69.5 86.9 78.8 72.0 43.0 67.9 96.0 84.6 45.9 74.9
∆ 6.1 23.5 27.7 9.4 11.3 3.9 20.0 2.7 1.0 12.6

AgentGen

Greedy Search (w/o RM) 53.9 29.1 13.9 39.4 10.8 36.4 44.0 57.6 25.1 38.6
BestofN@5 (w/ RM) 58.7 45.0 10.6 44.6 14.7 42.9 44.0 62.8 30.2 44.4
∆ 4.7 15.9 -3.3 5.1 4.0 6.5 0.0 5.2 5.1 5.9

Table 4: Enhancement of our AgentRM to other policy models.

relies on action tokens. Utilizing only action to-445

kens for modeling does not significantly impact the446

effectiveness and can accelerate the training and447

inference of the reward model.448

5.6 Scaling Trend of Best-of-N449

We select Pddl task to explore the potential gains450

from further increasing the number of candidates451

in the Best-of-N sampling using different reward452

modelings. The oracle result is obtained by select-453

ing the best candidate based on the ground-truth454

label, which is not feasible in practice. We report455

it as an upper bound of performance. As shown456

in Figure 5, explicit RM yields consistent perfor-457

mance gains as the test-time compute increases.458

When the number of candidates increases to a cer-459

tain extent, the implicit RM may become confused460

by the excessive number of candidates, leading to461

a degradation in performance. The effectiveness of462

using LLM-as-a-judge for scaling is limited. One463

reason is that as N increases, a growing number464

of tokens exceeding the maximum token limit of465

the model will be truncated. The findings indicate466

that additional research is necessary to establish467

robust test-time scaling laws with Implicit RM and468

LLM-as-a-judge, which we leave for future work.469

5.7 Generalization to General Reasoning Task470

The relationship between agent tasks and general471

reasoning tasks remains unclear. In this section,472

we explore the impact of our RM, merely trained473

on agent tasks, on the general reasoning tasks. We474
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Figure 5: Scaling trend of Best-of-N.

directly apply our RM on several general reasoning 475

benchmarks including GSM8k (Cobbe et al., 2021), 476

MATH (Hendrycks et al., 2021) and codecontests 477

(Li et al., 2022). We prompt the policy model to 478

solve mathematical problems using a Python inter- 479

preter. Table 6 shows that, our RM trained on agent 480

tasks has a negligible impact on general reasoning 481

tasks, indicating the RM has acquired reasoning 482

abilities common to general reasoning tasks, rather 483

than merely fitting the patterns of agent tasks. Nev- 484

ertheless, the results show the potential of our RM 485

to serve as a general-purpose RM, which can be de- 486

ployed across a wide range of applications without 487

significant performance degradation. 488

6 Related Work 489

6.1 LLM-based Agent 490

Language agents have shown initial success in han- 491

dling complex interactive tasks. Early works fo- 492

cus on building frameworks around prompt-based 493

7



Method Webshop Alfworld Sciworld Babyai Jericho Pddl Maze Toolquery Tooloperation Overall

Explicit RM 62.4 67.7 50.1 70.6 30.0 33.3 80.0 82.1 43.9 61.5
w/ last_observation 62.4 66.7 52.2 73.3 30.6 32.2 80.0 82.2 43.9 62.0
w/o observation 63.7 68.0 43.4 71.3 23.4 31.0 88.0 83.0 43.9 61.2
w/o thought 62.0 66.5 48.7 71.1 32.1 30.2 84.0 82.9 44.9 61.1
w/o thought & observation 62.4 66.0 45.7 69.1 22.1 25.4 44.0 83.2 39.4 58.3

Table 5: Ablation on state representation of Explicit RM.

Method GSM8k MATH500 Codecontests

Greedy Search 81.1 48.4 13.3
BestofN@5 79.1 49.2 13.9

Table 6: Performance on general reasoning tasks.

learning (Yao et al., 2022; Shinn et al., 2024). Re-494

cently, great efforts have been made to enhance the495

agent capability of open-sourced LLMs via finetun-496

ing (Chen et al., 2023; Yin et al., 2024). Qin et al.497

(2023); Deng et al. (2024a) imitate trajectories from498

expert agents (e.g., GPT-4 (Achiam et al., 2023))499

for specialized ability such as tool-using or web500

navigation. Beyond imitation, self-improvement501

emerges as a promising solution to enhance perfor-502

mance without extensive expert annotation (Huang503

et al., 2023). Most works finetune models on self-504

generated trajectories following the self-training505

paradigm (Wang et al., 2024b; Chen et al., 2024b;506

Song et al., 2024; Xiong et al., 2024). Lately, in-507

creasing attention has been devoted to test-time508

self-improvement via scaling computation, e.g.,509

generating multiple candidates and selecting the510

optimal one using techniques like reward models511

(Wang et al., 2024a; Zhai et al., 2024; Lin et al.,512

2025). We provide a comparison between their513

approach and our method in Section 6.2.514

While effective for tasks seen during training, the515

above methods inherently compromise the agent’s516

generalization capabilities for unseen tasks. To517

enhance agent generalizability, existing works inte-518

grate more diverse agent tasks for multi-task train-519

ing either by human-crafted (Zeng et al., 2023;520

Chen et al., 2024a; Xi et al., 2024; Zhang et al.,521

2024b) or by LLM-sythesized (Hu et al., 2024; Fu522

et al., 2025). Although they alleviate overfitting to523

some extent, it can be observed in Table 1 that their524

performance on respective held-out tasks is either525

similar or inferior to that of the original backbone526

model. We are the first to propose a generalizable527

reward model and enhance the agent generalizabil-528

ity from the aspect of test-time search. Also, our529

method is orthogonal to theirs and can be applied530

to enhance their performance seamlessly, as shown531

in Section 5.4. 532

6.2 Reward Modeling for LLM 533

Recent advancements in reward modeling for 534

LLMs mainly focus on general reasoning tasks 535

such as maths and code (Uesato et al., 2022; Light- 536

man et al., 2023; Wang et al., 2023; Zhang et al., 537

2024a). Different from those tasks, agent tasks 538

typically possess a larger search space due to long- 539

chain reasoning and environment dynamics. Data 540

scarcity is also a challenge pronounced in agent 541

tasks (Ma et al., 2024), making it impractical to 542

develop task-specific reward models. Existing 543

works (Wang et al., 2024a; Zhai et al., 2024; Putta 544

et al., 2024; Lin et al., 2025) focus on training task- 545

specific process reward models by Monte Carlo 546

Tree Search based methods. We are the first to in- 547

vestigate the feasibility of a generalizable reward 548

model, promoting the usage of reward models in 549

agent tasks. Besides, we investigate 2 additional re- 550

ward modelings and validate them on 6 additional 551

complex agent tasks with larger search space. 552

7 Conclusion 553

we introduce AgentRM, a generalizable reward 554

model, to enhance both the specializability and gen- 555

eralizability of language agents via test-time search. 556

We comprehensively investigate three reward mod- 557

elings with two inference methods, i.e. Best-of-N 558

sampling and beam search. Among them, explicit 559

reward modeling achieves consistently the best per- 560

formance on all tasks. Guiding the base policy 561

model with AgentRM surpasses top general agents 562

on six held-out tasks. As for the performance on 563

specific tasks, AgentRM can also boost a finetuned 564

policy model and outperform specialized agents 565

on three held-in tasks. Further analysis shows 566

our general reward model trained on states sam- 567

pled by LLaMA-3-8B can be directly transferred 568

to stronger policy models. This work sheds lights 569

on test-time scaling for agent systems. 570

Limitations 571

We conclude the limitations of this work as follows: 572

8



• Due to the significant efforts required to im-573

plement additional agent interactive environ-574

ments, we only include three agent tasks as575

held-in tasks. According to the scaling trend576

of training data in Section 5.2, incorporating577

more tasks could further enhance the perfor-578

mance.579

• Due to the resource constraints, we set the580

maximum iteration and number of simulations581

in MCTS as 40 and 1. Increasing these pa-582

rameters could lead to more precise process583

reward estimations which we leave for further584

work.585

• We do not explore the potential of equipping586

our policy model with prompt engineering587

designed for agent such as Reflexion (Shinn588

et al., 2024).589
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Judging llm-as-a-judge with mt-bench and chatbot788
arena. Advances in Neural Information Processing789
Systems, 36:46595–46623.790

A Perturbation Details791

We modify the available actions in Alfworld to792

ensure that the changes consist of different tokens793

(or token order) while conveying the same semantic794

information. We revise the environment and the795

examples in the prompt accordingly.796

• Perturbation 1: change clean {obj} with797

{recep}, cool {obj} with {recep}, heat798

{obj} with {recep} to clean {obj} using799

{recep}, cool {obj} using {recep}, heat800

{obj} using {recep} in the instruction801

• Perturbation 2: change go to {recep} to move802

to {recep} in the instruction803

• Perturbation 3: change take {obj} from804

{recep} to from {recep} take {obj} in the805

instruction806

• Perturbation 4: delete all space between item807

name and item number in the instruction808

• Perturbation 5: remove all alfworld data in the809

training set and retrain the model810

B Implementation Details811

Hyperparameters are listed in Table 7. The SFT812

data is obtained by randomly selecting 1/4 expert813

trajectories from the training set. The remaining814

3/4 of the data is reserved for constructing RM815

training data. In the explicit reward data construc-816

tion stage, we set the iteration number ω as 40, the817

exploration constant c in UCB as 0.5, the filter-818

ing threshold λ as 3, the number of the rollout in819

simulation n as 1, the rollout policy as greedy, the820

expansion width k as 5. We leverage the AdamW821

optimizer. All experiments are carried out on 8822

NVIDIA A100 80G GPUs. We use vLLM (Kwon823

et al., 2023) to implement both the policy model824

and reward model during inference.825

C Baselines826

C.0.1 General Agents827

Agent-FLAN (Chen et al., 2024a) is an im-828

provement of AgentTunning focusing on training829

"thought" in ReAct. AgentGym (Xi et al., 2024)830

uses various environments to ensure generalization831

and conducts both SFT and DPO. AgentGen (Hu832

Stage SFT Explicit RM
Training

Implicit RM
Training

Learning Rate 2e-5 1e-5 5e-7

Cosine Scheduler
Warm Up 0.1 0.03 5e-7

Batch Size 64 96 64
Weight Decay 0.0 0.0 0.0

Epoch 3 2 1
β - - 0.05

Table 7: Training hyper-parameters of different stages.

et al., 2024) uses LIMA to synthesize diversified 833

agent-tuning data. AgentRefine (Fu et al., 2025) 834

propose an agent synthesis framework to encom- 835

pass diverse environments and construct a dataset 836

by prompting a strong LLM to refine its error ac- 837

tion according to the environment feedback. For a 838

fair comparison, all general agents receive the task 839

instruction and one successful trajectory as input 840

and respond in ReAct-style. For a fair compari- 841

son, we reproduce Agent-FLAN, AgentGym and 842

AgentGen based on LLaMA-3-8B-Instruct. Since 843

AgentRefine has not open sourced, we only report 844

the results on five tasks in (Fu et al., 2025) with 845

LLaMA-3-8B-Instruct backbone. 846

C.0.2 Task-specific Agents 847

SPIN (Chen et al., 2024b) augments the expert 848

trajectory dataset with the agent’s successful tra- 849

jectories. NAT (Wang et al., 2024b) and ETO 850

(Song et al., 2024) incorporate failed trajectories 851

into the training process, allowing the agent to learn 852

from its failure experiences. StepAgent (Deng 853

et al., 2024b) utilizes step-wise reward to opti- 854

mize the agent’s reinforcement learning process. 855

QLASS (Lin et al., 2025) guides stepwise search 856

with trained task-specific Q-value models. Agent- 857

R (Yuan et al., 2025) leverages MCTS to construct 858

training samples that recover correct trajectories 859

from erroneous ones. Results of SPIN, NAT, ETO, 860

StepAgent are taken from (Deng et al., 2024b) with 861

LLaMA-3-8B-Instruct backbone. Since QLASS 862

has not open sourced, we report the results in (Lin 863

et al., 2025) with LLaMA-2-chat backbone. 864

D Task Statistics 865

Table 8 presents the statistics of both held-in 866

and held-out tasks. We adopt agent tasks from 867

AgentBoard (Ma et al., 2024) and AgentGym (Xi 868

et al., 2024) as held-out tasks: Alfworld, Sciworld, 869

Babyai for embodied house holding, Jericho and 870
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Pddl and Maze for text game, ToolQuery and871

ToolOperation for tool using. Results of Sec-872

tion 4.3.1/Section 4.3.2 are conducted on Alfworld873

and Sciworld implemented by AgentBoard (Ma874

et al., 2024)/ETO (Song et al., 2024) respectively to875

align with previous works. They have slight differ-876

ences in action space and test set number. Only Alf-877

world and Sciworld from ETO (Song et al., 2024)878

provide training data, hence we collect RM training879

data from the ETO environment.880

D.1 LLM-as-a-judge prompt881

We list the prompt of the LLM-as-a-judge method882

as follows:883
884

1 You are trajectory reward model , an885
expert in defining which trajectory886
is better and closer to solving the887
task. Here is the task description:888

2 *******************************889
3 task description: {task_description}890
4 task goal: {task_goal}891
5 *******************************892
6 Here are several candidates. They are893

all trying to solve the task. Their894
trajectories are as follows.895

7 *******************************896
8 CANDIDATE1:897
9 {candidate_1}898

10 *******************************899
11 CANDIDATE2:900
12 {candidate_2}901
13 *******************************902
14 CANIDATE3:903
15 {candidate_3}904
16 *******************************905
17 CANIDATE4:906
18 {candidate_4}907
19 *******************************908
20 CANIDATE5:909
21 {candidate_5}910
22 *******************************911912

We force the LLM to call the following function to913

give the answer:914
915

1 [{916
2 "type": "function",917
3 "function": {918
4 "name": "choose_preferred_answer",919
5 "description": "Choose␣the␣preferred␣920

answer␣for␣the␣task␣within␣all␣given921
␣answers.",922

6 "parameters": {923
7 "type": "object",924
8 "properties": {925
9 "preference": {926

10 "type": "number",927
11 "enum": [1, 2, 3, 4, 5],928
12 "description": "The␣index␣of␣the␣929

preferred␣answer␣in␣all␣given␣930
answers␣(ranging␣from␣1␣to␣5)."931

13 },932
14 },933
15 }934
16 }935

17 }] 936937

D.2 Preference Accuracy of RM 938

We evaluate the quality of our RM estimated step 939

reward by assessing its ability to determine prefer- 940

ences between state pairs. AgentBoard (Ma et al., 941

2024) offers a method to compute the progress rate 942

for each state by annotating subgoals for every task. 943

We create state pairs with a progress rate difference 944

exceeding a threshold of 0.3. Then, we calculate 945

the accuracy of our RM in predicting preferences 946

(Table 9). Despite predicting reward for each state 947

independently, Explicit RM still demonstrates bet- 948

ter preference judgment accuracy on most tasks 949

compared to LLM-as-a-judge which sees pairwise 950

states during inference. 951
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task Webshop Alfworld Sciworld Babyai Jericho PDDL Maze Toolquery Tooloperation

# Train 10426 3321 1483 - - - - - -
# SFT 1938 830 370 - - - - - -

# RM Training 8488 2491 1113 - - - - - -
# Test 200 134(ETO)/134(AgentBoard) 211(ETO)/90(AgentBoard) 112 20 60 25 60 40

Reward Type scalar binary scalar scalar scalar scalar binary scalar scalar
Avg. Turn 3 6 15 10 20 20 4.3 5 6
Max. Turn 10 20/30 [15, 120]/30 30 30 30 30 30 30

Action Space 2 10/13 19/21 8 150 8 4 15 16

Table 8: Statistics of held-in and held-out tasks.

Method Babyai Jericho Pddl Maze Toolquery Tooloperation

LLM-as-a-judge 65.7 46.0 70.7 65.8 81.4 42.1
Explicit RM 77.0 64.9 65.4 94.7 72.9 57.9

Table 9: The accuracy of judging relative step reward.
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