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Abstract

Inverse optimal control can be used to characterize behavior in sequential decision-
making tasks. Most existing work, however, is limited to fully observable or linear
systems, or requires the action signals to be known. Here, we introduce a prob-
abilistic approach to inverse optimal control for partially observable stochastic
non-linear systems with unobserved action signals, which unifies previous ap-
proaches to inverse optimal control with maximum causal entropy formulations.
Using an explicit model of the noise characteristics of the sensory and motor sys-
tems of the agent in conjunction with local linearization techniques, we derive an
approximate likelihood function for the model parameters, which can be computed
within a single forward pass. We present quantitative evaluations on stochastic
and partially observable versions of two classic control tasks and two human be-
havioral tasks. Importantly, we show that our method can disentangle perceptual
factors and behavioral costs despite the fact that epistemic and pragmatic actions
are intertwined in sequential decision-making under uncertainty, such as in active
sensing and active learning. The proposed method has broad applicability, ranging
from imitation learning to sensorimotor neuroscience.

1 Introduction

Inverse optimal control (IOC) is the problem of inferring an agent’s cost function and other properties
of their internal model from behavior. While IOC has been a fundamental task in artificial intelligence
and machine learning, particularly reinforcement learning (RL) and robotics, it has widespread
applicability in several scientific fields including behavioral economics, psychology, and neuro-
science. For example, in cognitive science and sensorimotor neuroscience, optimal control models
have explained key properties of behavior, such as speed-accuracy trade-offs [1] or the minimum
intervention principle [2]. But, while researchers usually build an optimal control model and compare
its predictions to behavior, certain parameters of the agent’s internal processes are typically unknown.
For example, an agent might have uncertainty about their perception or experience intrinsic costs
of behavior. These parameters are different between individuals and inferring them from observed
behavior can help to understand internal tradeoffs between behavioral goals, perceptual and cognitive
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processes, and predict behavior under novel conditions. Applying IOC in these domains poses several
challenges that make most previous methods not viable.

First, most IOC methods assume the agent’s control signals to be known. This assumption, while
convenient in simulations or robotics, where the control signals may be easily quantified, does not
hold in many other real-world applications. In transfer learning or behavioral experiments, the control
signals are internal quantities of an animal or human, e.g., neural activity or muscle activations, and
are therefore not straightforwardly observable. Thus, we consider the scenario where a researcher has
observations of the system’s state only, i.e., measurements of behavior.

Second, most IOC methods model the variability of the agent using a stochastic policy in a maximum
causal entropy formulation [MCE; 3]. Behavioral variability in biological systems, however, is known
to arise from multiple distinct sources [4]. There is noise in the sensory system, which makes the
state of the world partially observable, and in the motor system. In sensorimotor neuroscience, the
uncertainty in the sensory and motor systems can be characterized quantitatively by formulating
accurate models, which are helpful to understand behavioral variability [5].

Third, many IOC methods are based on matching feature expectations of the cost function between the
model and data [3], and are thus not easily adapted to infer other model parameters. In a behavioral
experiment, however, researchers are often interested in inferring the noise characteristics of the
sensorimotor system or other properties of the agent’s internal model besides the cost function [6].

Fourth, while the theory of linear-quadratic-Gaussian (LQG) control [7] is suited to deal with the
issues above, many real-world systems are not captured by the LQG assumptions. First, the dynamics
may be non-linear, e.g., in robotics and motor control when controlling joint angles in a kinematic
chain. Second, the variability of the system may not be captured by normal distributions, e.g., in
sensorimotor control, where the standard deviation of sensory and control signals scales with their
means. While iterative methods for solving the optimal control problem such as iterative variants of
LQG [8] exist, here we consider the corresponding inverse problem.
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Figure 1: A Decision network from the agent’s
perspective [notation from 9]. At each time step,
the agent receives a noisy observation yt of the
state xt, performs a control ut, and incurs a cost
ct. B Probabilistic graphical model from the re-
searcher’s perspective, who observes a trajectory
x1:T of an agent. Quantities internal to the agent,
i.e. observations yt, beliefs bt and control signals
ut, are not directly observed.

To address these issues, we adopt a probabilistic
perspective. We distinguish between the control
problem faced by the agent and the IOC prob-
lem faced by the researcher. From the agent’s
perspective, the problem consists of acting in
a partially observable Markov decision process
(POMDP; Fig. 1 A). We consider the setting of
continuous states and controls, stochastic non-
linear dynamics, partial observations, and finite
horizon. For this setting, there are efficient
approximately optimal solutions to the estima-
tion and control problem (see Section 2). The
researcher, on the other hand, is interested in
inferring properties of the agent’s model and
cost function. The IOC problem from their per-
spective can be formulated using a probabilistic
graphical model (Fig. 1 B), in which the state of
the system is observed, while variables internal
to the agent are latent.

Here, we unify MCE models, which are agnostic regarding the probabilistic structure causing the
observed stochasticity of the agent’s policy, with IOC methods that involve an explicit observation
model. First, we define the IOC problem where we allow for both: We employ an explicit observation
model, but also allow the agent to have additional stochasticity through an MCE policy. Second,
we provide a solution to the IOC problem in this setting by approximate filtering of the agent’s
state estimate via local linearization, which allows marginalizing over these latent variables and
deriving an approximate likelihood function for observed trajectories given parameters (Section 3).
By maximizing the approximate likelihood function, an estimate of the optimal parameters can be
determined. Third, we evaluate our proposed method on two classic control tasks, pendulum and cart
pole, and on two human behavioral tasks, navigation and a manual reaching (Section 4.2 - Section 4.3).
Fourth, we show that our approach allows disentangling the influences of perceptual uncertainty and
behavioral costs on information-seeking behavior in the light-dark domain (Section 4.4).
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Related work

Inferring costs or utilities from behavior has been of interest for a long time in several scientific
fields, such as behavioral economics, psychology, and neuroscience [10–12]. More specific to the
problem formulation adopted here, estimating objective functions in the field of control was first
investigated by Kalman [13] in the context of deterministic linear systems with quadratic costs. More
recent formulations were developed first for discrete state and control spaces under the term inverse
reinforcement learning [IRL; 14, 15], including formulations allowing for stochasticty in action
selection [16]. In this line, the maximum entropy [ME; 17] and MCE formulation [3] gave rise to
many new methods, e.g., for non-linear continuous systems via linearization [18] or importance
sampling [19] for fully observable deterministic systems.

IOC methods for stochastic systems have been developed in the setting of affine control dynamics
[20, 21]. Arbitrary non-linear stochastic dynamics in the infinite horizon setting have been approached
using model-free deep MCE IRL [22, 23]. The latter approaches, however, do not yield interpretable
representations, as the cost function is represented by a neural network. Further, past methods
based on MCE are limited to estimating cost functions and cannot be used to infer other latent
quantities, such as noises or subjective beliefs. The partially observable setting for IOC has previously
been addressed for discrete state-action spaces [24] and continuous states with discrete actions [25].
Schmitt et al. [26] addressed systems with linear dynamics and continuous controls for a linear
switching observation model. Other work has considered partial observability from the researcher’s
perspective, e.g., through occlusions [27, 28]. There are some IOC methods which are applicable to
partially observable stochastic systems: In our previous work [29] we regarded LQG systems, while
the work of Chen and Ziebart [30] can be used to estimate cost functions that depend on the state
only. Non-linear dynamics in the infinite-horizon setting and the joint estimation of model parameters
have been approached by Kwon et al. [31] by training a policy network as a function of the whole
parameter space. This work, however, also assumes the control signals to be given and a stationary,
deterministic policy.

Applications of IOC methods range from human locomotion [32] over spatial navigation [33], table
tennis [34], to attention switching [35], and target tracking [36]. Other work has been aimed at
inferring other properties of control tasks, e.g., the dynamics model [6], learning rules [37], or
discount functions [38]. Several subfields of robotics including imitation and apprenticeship learning
[39] as well as transfer learning [40] have also employed IOC.

2 Background

Before we introduce our probabilistic approach to inverse optimal control, we give an overview of
the control and filtering problems faced by the agent and algorithms that can be used to solve it. For a
summary of our notation in this paper, see Appendix A.

2.1 Partially observable Markov decision processes (POMDPs)

We consider a special case of POMDPs [41, 42], a discrete-time stochastic non-linear dynamical
system (Fig. 1 A) with states xt ∈ Rn following the dynamics equation xt+1 = f(xt,ut,vt), where
f is the dynamics function, ut ∈ Ru are the controls and vt ∼ N (0, I ) is v-dimensional Gaussian
noise. We assume that the agent has only partial observations yt ∈ Rm, following yt = h(xt,wt),
with h the stochastic observation function and wt ∼ N (0, I ) w-dimensional Gaussian noise. While
vt and wt are standard normal random variables, the system can incorporate general control- and state-
dependent noises through non-linear transformations within the dynamics function f and observation
function h. The agent’s goal is to minimize the expected cost over a time horizon T ∈ N, defined by

J = E

[
cT (xT ) +

T−1∑
t=1

ct(xt,ut)

]
,

consisting of a final state cost cT (xT ) and a cost at each time step ct(xt,ut).
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2.2 Iterative linear-quadratic Gaussian (iLQG)

The control problem from Section 2.1 can be solved approximately using iLQG [8, 43]. This
method iteratively linearizes the dynamics and quadratizes the costs around a nominal trajectory,
{x̄i, ūi}i=1,...,T , with x̄i ∈ Rn, ūi ∈ Ru, and computes the optimal linear control law, ut =
πt(xt) = Lt(xt − x̄t) +mt + ū1:T for the approximated system. The quantities Lt and mt are
the control gain and offset, respectively, and determined through a backward pass for the current
reference trajectory. In the following iteration, the determined optimal control law is used to generate
a new reference trajectory and the process is repeated until the controller converges.

2.3 Maximum causal entropy (MCE) reinforcement learning

The goal of MCE RL is to minimize the expected cost as in Section 2.2, while maximizing the
conditional entropy of the stochastic policy Πt(ut | xt), i.e., to minimize E[J(x1:T ,u1:T ) −∑T−1

t=1 H(Πt(ut |xt))]. This formulation has been used to treat RL as probabilistic inference [44–46]
and model the stochasticity of the agent in IRL [17, 3]. The objective of IRL is to maximize the likeli-
hood of states and controls {xt,ut}t=1,...,N , induced by the maximum entropy policy. The resulting
optimal policy is given by the distribution Πt(ut |xt) = exp(Qt(xt,ut)− Vt(xt)), where Qt is the
soft Q-function and Vt the normalization [47]. For general dynamics and reward functions, it is not
feasible to compute the soft Q-function exactly. Approximate solutions have been derived using lin-
earization [18], importance sampling [19], or deep function approximation [23]. For linear dynamics
and quadratic costs, the optimal policy is a Gaussian distribution Πt(ut |xt) = N (ut;Ltxt,−H−1

t ),
where Lt and Ht result from the optimal LQG controller [48]. More detailed formulas are provided
in Appendix B.

2.4 Extended Kalman filter (EKF)

Given the system defined in Section 2.1, the optimal filtering problem is to compute a belief distribu-
tion of the current state given past observations, i.e., p(xt | y1:t−1). For linear-Gaussian systems, the
solution is given in closed form and known as the Kalman filter [49]. In case of non-linear systems as
in Section 2.1, a Gaussian approximation to the optimal belief can be computed using the extended
Kalman filter (EKF) via bt+1 = f(bt,ut, 0)+Kt(yt −h(bt, 0)), where bt ∈ Rn denotes the mean
of the Gaussian belief p(xt | y1, . . . ,yt−1). The matrix Kt denotes the Kalman gain for time t and is
computed by applying the Kalman filter to the system locally-linearized around the nominal trajectory
obtained by the approximate optimal control law of iLQG (Section 2.2).

3 Probabilistic inverse optimal control

We consider an agent acting in a partially observable Markov decision process (POMDP) as introduced
in Section 2.1. We assume that the agent acts at time t based on their belief bt about the state of the
system xt, which evolves according to bt+1 = βt(bt,ut,yt). While the belief of the agent is defined
commonly as a distribution over the true state, here we model bt as a finite-dimensional summary
statistics of the distribution, i.e., bt ∈ Rb. The function βt : Rb ×Ru ×Rm → Rb is called belief
dynamics. We further assume that the agent follows a time-dependent policy πt : Rb ×Rj → Ru,
i.e., ut = πt(bt, ξt), which can be stochastic with ξt ∼ N (0, I ).

In the inverse optimal control problem, the goal is to estimate parameters θ ∈ Rp of the agent’s
optimal control problem given the model and trajectory data. These parameters can include properties
of the agent’s cost function, the sensory and control systems of the agent, or the system’s dynamics.
More precisely, we assume that we are given a parametric form of the system dynamics, belief
dynamics, cost function, and initial belief of the agent, which all might depend on the unknown
parameters that we aim to infer. Further we assume a set of state trajectories. Importantly, we do
not assume knowledge of the agent’s belief. We follow a probabilistic approach to inverse optimal
control, i.e., we consider the likelihood function

p(x1:T | θ) = p(x1 | θ)
T−1∏
t=1

p(xt+1 | x1:t,θ), (1)
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describing the probability of the observed trajectory data x1:T := {x1, . . . ,xT } given the parameters.
For a set of trajectories, we assume them to be independent given the parameters, so that the likelihood
factorizes into single trajectory likelihoods of the form in Eq. (1). In this equation, generally, each
state xt+1 depends on all previous states x1, . . . ,xt, because the agent’s internal noisy observations
and control signals are not accessible to the researcher (Fig. 1 B). Therefore, the Markov property
does not hold from the researcher’s perspective, rendering computation of the likelihood function
intractable. To deal with this problem, we employ two key insights: First, the joint dynamical system
of the states and the agent’s belief is Markovian [50]. Second, by keeping track of the distribution over
the agent’s belief, i.e., by performing belief tracking [29], we can iteratively compute the individual
factors of the likelihood function in Eq. (1). In our IOC method, the goal is to maximize the likelihood
w.r.t. the parameters θ. To do so, we use gradient-based optimization with automatic differentiation
to differentiate through the likelihood for computing the optimal parameters (Algorithm 1). An
implementation of our algorithm is publicly available2.

We first introduce a general formulation of the IOC likelihood involving marginalization over the
agent’s internal beliefs in Section 3.1. Then, we show how to make the computations tractable by
local linearization in Section 3.2. In Section 3.3, we provide details for suitable linearization points,
which enables us to evaluate the approximate likelihood within a single forward pass.

3.1 Likelihood formulation

We start by defining a joint dynamical system of states and beliefs [50], in which each depends only
on the state and belief at the previous time step and the noises. For that, we insert the policy into the
dynamics and the policy and observation function into the belief dynamics, yielding the equation[

xt+1

bt+1

]
=

[
f(xt, πt(bt, ξt),vt)

βt(bt, πt(bt, ξt), h(xt,wt))

]
=: g(xt,bt,vt,wt, ξt). (2)

For given values of xt and bt, this equation defines the distribution p(xt+1,bt+1 | xt,bt), as
vt,wt, ξt are independent of xt+1 and bt+1. Importantly, with this formulation, the control signals
are only implicitly regarded through the policy, as we assume them to be latent for the researcher.
In Section 3.2 we will introduce an approximation via linearization, which leads to a closed-form
expression for p(xt+1,bt+1 | xt,bt).

One can use this Markovian joint dynamical system to compute the likelihood factors for each time
step [29]. To this end, we first rewrite the individual likelihood terms p(xt+1 | x1:t) of Eq. (1) by
marginalizing over the agent’s belief at each time step, i.e.,

p(xt+1 | x1:t) =

∫
p(xt+1,bt+1 | x1:t) dbt+1. (3)

As the belief is an internal quantity of the agent and thus not observable to the researcher, we keep
track of its distribution, p(bt | x1:t). For this, we rewrite

p(xt+1,bt+1 | x1:t) =

∫
p(xt+1,bt+1 | xt,bt) p(bt | x1:t) dbt, (4)

where we have exploited the fact that the joint dynamical system of states and beliefs is Markovian.
The distribution p(bt |x1:t) acts as a summary of the past states and can be computed by conditioning
on the current state, i.e.,

p(bt | x1:t) =
p(xt,bt | x1:t−1)

p(xt | x1:t−1)
. (5)

After determining p(bt | x1:t), we can propagate it through the joint dynamical system to arrive at
the distribution p(xt+1,bt+1 | x1:t). To obtain the belief distribution of the following time step,
p(bt+1 | x1:t+1), we condition on the observed state xt+1. To obtain the likelihood contribution, on
the other hand, we marginalize out bt+1. To summarize, starting with an initialization p(b0), we can
compute the individual terms p(xt+1|x1:t) of the likelihood by executing Algorithm 1 (Appendix C).

2https://github.com/RothkopfLab/nioc-neurips
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3.2 Tractable likelihood via local linearization

While the marginalization and propagating operations in the previous section can be done in closed
form for linear-Gaussian systems, this is no longer feasible for non-linear systems. Therefore, we
follow the approach of local linearization used in iLQG (Section 2.2) and the EKF (Section 2.4).
For the belief statistics, we consider the mean of the agent’s belief, i.e., bt = E[xt | y1, . . . ,yt−1]

and initialize the distribution for the first time step as a Gaussian, p(b1) = N (µ
(b)
1 ,Σ

(b)
1 ). We then

approximate the distribution p(xt+1,bt+1 | xt,bt) as a Gaussian by applying a first-order Taylor
expansion of g.

To obtain a closed-form expression for g, which we can linearize, we model the agent’s policy using
iLQG (Section 2.2) and the belief dynamics using the EKF (Section 2.4). This choice leads to an
affine control and belief given bt, making linearization of p(xt+1,bt+1 | xt,bt) straightforward. To
allow for additional stochasticity in the agent’s policy, we use the MCE formulation (Section 2.3).
For linearized dynamics, the MCE policy is given by a Gaussian distribution, so that πt(bt, ξt) =

Lt(bt − x̄1:T ) + mt + ū1:T − H̃tξt, with H̃t the Cholesky decomposition of Ht, and can be
marginalized out in closed form.

The approximations we have introduced allow us to solve the integral in Eq. (4) in closed form by
applying standard equations for linear transformations of Gaussians, resulting in

p(xt+1,bt+1 | x1:t) ≈ N (µt,Σt) , (6)

with µt = g(xt, µ
(b)
t , 0, 0, 0) and Σt = JbΣ(b)

t JTb + JvJTv + JwJTw + JξJTξ , where J• denotes

the Jacobian of g w.r.t. •, evaluated at (xt, µ
(b)
t , 0, 0, 0). Under this Gaussian approximation, both

remaining operations of Algorithm 1 (Appendix C) can also be performed in closed form. A more
detailed derivation and representation of these formulas can be found in Appendix D. If the agent has
full observations of the system’s state, the inverse optimal control problem is simplified significantly
(see Appendix E). Details about the implementation are provided in Appendix F.

3.3 Data-based linearization

The forward optimal control problem is commonly solved by starting with a randomly initialized
nominal trajectory and iterating between computing the locally optimal control law and linearization
until convergence. To compute the likelihood in the inverse problem, we can take a more efficient
approach by linearizing directly around the given trajectory x1:T . We then need to perform only
one backward pass to compute an approximately optimal control law given the current parameters,
and a forward pass to compute an approximately optimal filter. This, in particular, allows efficient
computation of the gradient of the likelihood function for the optimization procedure. As we assume
the controls to be unobservable, but they are needed for the linearization, we compute estimates of the
controls by minimizing the squared difference of the noiseless predicted states and the actual states
(see Appendix G). Note that these estimated controls are only used for the linearization, but are not
used as observed controls in the IOC likelihood itself. In the case where the full state is not observable,
we cannot linearize around the trajectory. For these cases, we propose two approaches to compute
gradients based on implicit differentiation and differentiating only through the last iteration. As this
setting is not the main focus of this paper, details of these approaches are provided in Appendix H.

4 Experiments

We evaluated our method on two classic control tasks, i.e., Pendulum and Cart Pole, and two human
behavioral tasks, manual reaching and navigation. To evaluate the accuracy of the parameter estimates
obtained by our method and to compare it against a baseline, we computed absolute relative errors
per parameter, i.e., |(θ − θ̂)/θ|. This metric makes averages across parameters on different scales
more interpretable compared to other metrics such as root mean squared errors. For each task, we
simulated 100 sets of parameters from a uniform distribution in logarithmic space. For each set of
parameters, we simulated 50 trajectories. We then maximized the log likelihood using gradient-based
optimization with automatic differentiation [L-BFGS algorithm; 51]. See Appendix I for a summary
of the hyperparameters of our experiments.
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Figure 2: IOC for non-linear reaching. A Simulated trajectories for eight targets. Increasing
the control cost and the motor noise affects the trajectories, since reaching the target becomes less
important and variability increases. B IOC log likelihood for control cost ca and motor noise σm.
The maximum likelihood estimate (pink cross) is close to the ground truth parameters (black dot).
C Simulated trajectories using the MLEs from B. The simulations are visually indistinguishable from
the ground truth data. D True parameters plotted against maximum likelihood estimates. Top row:
our method, bottom row: MCE baseline. The columns contain the four different model parameters
(control cost ca, velocity cost cv , motor noise σm, observation noise σo).

All tasks we consider have four free parameters: control cost ca, cost of final velocity cv, motor
noise σm, and observation noise σo of the agent. In the fully observable case, we leave out the
observation noise parameter and only infer the three remaining parameters. For concrete definitions
of the parameters in each specific task, see Appendix J.

4.1 Baseline method

For a comparison to previously proposed methods, we applied a baseline method based on the
maximum causal entropy (MCE) approach [3]. As for this approach, control signals of the observed
trajectories are required, we use the estimates of the controls that we determine in our proposed
method for the data-based linearization (Section 3.3). Note that the baseline, representative for
applicable past IOC methods, does not have an explicit model of partial observability. Further note
that past methods based on MCE are limited to estimating cost functions, so that parameters such as
the agent’s noise cannot be inferred. For the specific MCE linearization-based baseline we consider,
it is actually straightforward to maximize the likelihood with respect to the noise parameters, which
enables us to evaluate noise estimates. To show that this approach constitutes a suitable baseline, in
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Appendix K.3, we provide results for the case where the true control signals are known and there is
no partial observability. More details of the baseline are provided in Appendix B.

4.2 Evaluation on manual reaching task

We evaluate the method on a reaching task with a non-linear two-joint biomechanical arm model,
which has been applied to reaching movements in the sensorimotor neuroscience literature [e.g.,
52, 53]. The agent’s goal is to move its arm towards a target at position e⋆ by controlling the torque
to the two joints. This objective is expressed as a non-quadratic cost function of the joint angles,

J = ∥eT − e∗∥2 + cv ∥ėT ∥2 + ca

T−1∑
t=1

∥ut∥2 , (7)

since the final position and velocity of the hand eT , ėT are non-linear functions of the joint angles.
See Appendix J.1 for details.

We use a fully observable [8] and a partially observable version of the task [43]. Fig. 2 A shows
simulations from the model with two different parameter settings. Evaluating the likelihood function
for a grid of two of the parameters (Fig. 2 B) confirms that it has its maxima close to the true parameter
values. Simulated data using the maximum likelihood estimates look indistinguishable from the
ground truth data (Fig. 2 C).

In Fig. 2 D, we show maximum likelihood estimates and true values for repeated runs with different
random parameter settings. The parameter estimates of our method closely align with the true
parameter values, showing that we can successfully recover the parameters from data. The baseline
method, in contrast, shows considerably worse performance, in particular for estimating noises
due to the lacking explicit representation of partial observability. Importantly, even when the true
control signals are provided, the noise parameter estimates of the baseline are not well estimated
(Appendix K.3). Estimates for the fully observable case are provided in Appendix K.2. The median
absolute relative errors of our method were 0.11, while they were 0.93 for the baseline. The influence
of missing control signals and of the lack of an explicit observation model in the baseline can be
observed by comparing the results to the fully observable case and the case of given control signals
in Appendix K.2 and Appendix K.3.

4.3 Quantitative evaluation on other tasks

To show that our method works for a range of different tasks, we evaluated it on the three other tasks
(navigation, pendulum and cart pole). In the navigation task, we consider an agent navigating to a
target under non-linear dynamics while receiving noisy observations from a non-linear observation
model. To reach the target, the agent can control the angular velocity of their heading direction
and the acceleration with which they move forward. The agent observes noisy versions of the
distance to the target and the target’s bearing angle. We provide more details about the experiment
in Appendix J.2. Maximum likelihood parameter estimates for the navigation task are shown for
the partially observable case in Fig. S6 and for the fully observable case in Fig. S10. As for the
reaching task, our method provides parameter estimates close to the true ones, while the estimates of
the baseline deviate for many trials. Median absolute relative errors of our method were 0.31, while
they were 1.99 for the baseline (Fig. 3).

The two classic control tasks (Pendulum and Cart Pole) are based on the implementations in the
gym library [54]. Because these tasks are neither stochastic nor partially observable in their standard
formulations, we introduce noise on the dynamics and turn them into partially observable problems by
defining a stochastic observation function (see Appendix J.3). In Appendix K, we show the parameter
estimates for the Pendulum (Fig. S4) and for the Cart Pole (Fig. S5) for the partially observable case,
while Fig. S8 and Fig. S9 show the fully observable case, respectively. One can observe that the
results are qualitatively similar to the ones in the reaching and navigation tasks, showing that our
method provides accurate estimates of the parameters. Median absolute relative errors of our method
were 0.12 and 0.41, while for the baseline they were 2.21 and 3.82 (Fig. 3).
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Figure 3: Evaluation across tasks. Absolute relative errors (log scale) for different tasks. Our
method consistently outperforms the MCE baseline.

4.4 Information-seeking behavior in the light-dark domain

Finally, we investigate the ability of our method to disentangle sources of information-seeking behav-
ior. In the light-dark domain [55], an agent moves in a 2D space and receives noisy measurements of
its position, whose standard deviation depends on the horizontal distance from a light source:

yt = xt + σ|xt,1 − 5| wt, (8)

where σ governs the amount of perceptual uncertainty. This task is a common test for information-
seeking behavior, because it requires the agent to move towards the light source and at the same time
away from the target to reduce the uncertainty about its position relative to the target. When this
uncertainty has been reduced, the agent can approach the target (see Appendix J.4 for details). The
agent’s goal is to reach the target’s position p at the final time step, while minimizing control effort
u2
t :

J = (xT − p)2︸ ︷︷ ︸
final cost

+
∑T−1

t=1
1
2u

2
t + c (xt,1 − 5)2︸ ︷︷ ︸

running cost

. (9)
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Figure 4: Light-dark domain. Cost maps and percep-
tual uncertainty map plotted with true parameters (A)
and inferred parameters using our method (B) and base-
line (C). Mean trajectories with start point (circle) and
target (cross) are shown in orange.

Different from the original problem for-
mulation, we consider the case in which
the agent may have an additional inherent
desire to be close to the light, parameter-
ized by c. We recover the original cost
function [55] for c = 0, but we can repre-
sent agents that seek light more than neces-
sary to reduce uncertainty for reaching the
goal state with c > 0. Accordingly, both
the reduction of perceptual uncertainty and
state-dependent running cost could encour-
age the agent to move towards the light
source before approaching the target. For
an external observer, e.g., an experimenter,
observing an agent moving towards the
light might not reveal the different potential
sources for this behavior. We now ask if it
is possible to disentangle these two factors
using our proposed IOC algorithm.

We simulated 100 trajectories of an iLQG
agent [partially observable version, 43]
with no inherent desire to be near the light source (c = 0) and some perceptual uncertainty (σ = 0.2)
depending on the distance to the light source. The agent first moves towards the light source and
then reaches the target (Fig. 4 A). We inferred the parameters σ, p, and c using our method and
the baseline. Both methods recover the target position. Our method in addition infers values close
to the true c, and σ. It therefore correctly attributes the information-seeking behavior of the agent
to the perceptual uncertainty (Fig. 4 B). The baseline method, however, does not infer the correct
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perceptual uncertainty. It instead attributes the agent’s information-seeking behavior to an inherent
desire to be in the right part of the room in the running cost (Fig. 4 C). This highlights the importance
for IOC in partially observable domains to probabilistically take the agent’s belief into account, if
one is interested in inferring the correct cognitive mechanisms. For a quantitative evaluation of the
maximum likelihood estimates in the light-dark domain, see Appendix K.4.

5 Conclusion

In this paper, we introduced a new IOC method for partially observable systems with stochastic
non-linear dynamics and missing control signals. Using a probabilistic approach, we formulate the
IOC problem as maximizing the likelihood of the observed states given the parameters. As the exact
evaluation of the likelihood for a general non-linear model is intractable, we developed an efficient
approximate likelihood by linearizing the system locally around the given trajectories, as in popular
approaches such as the EKF or iLQG. By maintaining a distribution that tracks the agent’s belief, an
approximate likelihood can be evaluated in closed form within a single forward pass and efficiently
optimized. Our proposed formulation is able to incorporate multiple sources of the stochasticity of
the agent, reconciling the theory of past MCE IOC algorithms [e.g., 3] and approaches where the
agent’s stochasticity stems from an explicit stochastic observation and control model [29].

We evaluated our method on two stochastic variants of classic control tasks, pendulum and cart pole,
and on two human behavioral tasks, a reaching and a navigation task. In comparison to an MCE
baseline, we have found our method to achieve lower estimation errors across all tasks. Further, it
successfully inferred noise parameters of the system, which was not possible with the baseline. In the
light-dark domain, we were able to infer costs and perceptual uncertainty parameters, two different
causes of apparent information-seeking behavior that could lead to qualitatively similar trajectories.
This means that our method is a first step towards distinguishing pragmatic from epistemic controls.
To further investigate this, it would be fruitful to examine belief-space planning methods that explicitly
include the agent’s belief covariance in the policy [56].

The limitations of our method are mainly due to the linearization of the dynamical system and the
Gaussian approximations involved in the belief tracking formulation of the likelihood function. In
more complex scenarios with non-Gaussian belief distributions, e.g., multimodal beliefs, the method
will likely produce inaccurate results. This problem could be addressed by replacing the closed-
form Gaussian belief by particle-based methods [57]. Further, we focused on tasks which could
be solved well by control methods based on linearization and Gaussian approximation (iLQG and
EKF), motivated by their popularity in applications in cognitive science and neuroscience. Forward
problems that cannot be solved using iLQG are probably not directly solvable using our inverse
method. While, in principle, our method is also applicable to other forward control methods that
compute differentiable policies, it is an empirical question whether linearizing these policies leads to
accurate approximate likelihoods and parameter estimates. A further limitation of our method is that
it requires parametric models of the dynamics and noise structure. While missing parameters can be
determined using our method, in the case of completely unknown dynamics a model-free approach
to IOC would be more suitable. Lastly, while we have shown that inference is feasible, the results
probably do not scale to high-dimensional parameter spaces. One reason for this is that optimization
in a high-dimensional non-linear space can potentially get stuck in local minima. This problem could
be relieved by using more advanced optimization methods. A further, more fundamental, concern
with higher-dimensional parameter spaces is that identifiability issues and ambiguous solutions
arise. However, our probabilistic approach with a closed-form likelihood opens up the possibility of
using Bayesian methods to investigate the identifiability of model parameters [58]. For future work
exploring the relationship to methods for learning world models in POMDPs might also be a fruitful
direction [59, 60].

Our method provides a tool for researchers, e.g., in sensorimotor domains, to model sequential
behavior by inferring an agent’s subjective costs and internal uncertainties. This will enable answering
novel scientific questions about how these quantities are affected by different experimental conditions,
how they deviate from intended task goals and provided task instructions, or how they vary between
individuals. This is particularly relevant to a computational understanding of naturalistic behavior
[61–63], for which subjective utilities are mostly unknown.
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Appendix

A Notation

Table 1: Notation

xt ∈ Rn state at time t
ut ∈ Ru control at time t
yt ∈ Rm observation at time t
T ∈ N number of time steps
f : Rn ×Ru ×Rv → Rn system dynamics function
h : Rn ×Rw → Rm observation function
vt ∈ Rv standard multivariate normal dynamics noise
wt ∈ Rw standard multivariate normal observation noise
ct : Rn ×Ru → R cost function at intermediate time steps
cT : Rn → R cost function at final time step
bt ∈ Rb summary statistics of agent’s belief, p(xt | y1:t−1)

βt : Rb ×Ru ×Rm → Rb belief dynamics
πt : Rb ×Rj → Ru policy of the agent
θ ∈ Rp model parameters
g : Rn ×Rb ×Rv ×Rw ×Rj → Rn ×Rb joint dynamics of states and beliefs

B MCE IRL Baseline

Maximum causal entropy inverse reinforcement learning (MCE IRL) [47] can be formulated as
maximizing the likelihood

p(x1:T | θ) = p(x0 | θ)
T−1∏
t=0

p(xt+1 | xt,ut,θ)Π
θ
t (ut | xt), (10)

with

Πθ
t (ut | xt) = exp(Qθ

t (xt,ut)− V θ
t (xt)).

Here, Qθ
t is the soft Q-function at time t, given by

Qθ
t (xt,ut) = −ct(xt,ut)− E[V θ

t+1(xt+1)]

and V θ
t the normalization,

V θ
t (xt) = log

∫
ut

exp(Qθ
t (xt,ut)) dut.

For arbitrary systems, computing the soft Q-function exactly is infeasible, therefore common meth-
ods apply approximations such as linearization [18], importance sampling [19], or deep function
approximation [23]. For the case of linear dynamics and quadratic reward, the optimal policy is given
by a Gaussian distribution Πt(ut | xt) = N (ut;Ltxt,−H−1

t ), where Lt is the controller gain and
Ht a matrix resulting from the computation of the LQG controller [48]. As the tasks we consider can
be well solved by linearizing the dynamics locally, we choose an approximation by linearization and
use the optimal MCE controller for the linearized dynamics to compute the likelihood function for
the parameter set θ.

To apply this baseline to the setting where control signals are missing, we use the estimates of
the controls as we determine in our proposed method for the data-based linearization (Section 3.3
and Appendix G).

We can compute the approximate likelihood function by performing the following steps:

1. Estimate the missing control signals using Eq. (11)
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2. Linearize the system as described in Section 3.3
3. Compute the MCE policy for the linearized system, i.e., compute Qθ

t and V θ
t

4. Compute the likelihood (in log space) using Eq. (10)

To maximize the (log) likelihood efficiently, one needs to compute the gradient of the likelihood
function, which is straightforwardly achieved by backpropagating the gradient using automatic
differentiation in step 4.

Note that there is no explicit model of partial observability and we use point estimates for the control
signals, therefore the likelihood in Eq. (10) decomposes in independent factors given states and
controls. In contrast, in our approach, when incorporating partial observability and missing controls,
one has to compute approximate likelihood contributions within a forward pass.

C Algorithm to compute an approximate likelihood for IOC

Algorithm 1 Approximate likelihood computation
Output: Approximate likelihood of parameters p(x1:T | θ)
Input: Parameters θ, Data x1:T , Model f, h

1: Determine the policy π using iLQG
2: Determine the belief dynamics β using the EKF
3: for t in {1, . . . , T − 1} do
4: Compute p(xt+1,bt+1 | x1:t) using Eq. (4)
5: Update p(bt+1 | x1:t+1) using Eq. (5)
6: Obtain p(xt+1 | x1:t) using Eq. (3)
7: end for

D Inverse optimal control derivations

We start with defining the joint dynamics of states and estimates, which returns the next state and
estimate as a function of the previous state and estimate and the noises,[

xt+1

bt+1

]
= g(xt,bt,vt,wt, ξt).

To do so, we insert the policy and observation function into the system and belief dynamics, giving

xt+1 = f(xt, πt(bt, ξt),vt),

bt+1 = βt(bt, πt(bt, ξt), h(xt,wt)).

The individual factors of the likelihood function can be determined as

p(xt+1 | x1:t) =

∫
p(xt+1,bt+1 | x1:t) dbt+1,

where p(xt+1,bt+1 | x1:t) is given by marginalizing over the current belief bt as

p(xt+1,bt+1 | x1:t) =

∫
p(xt+1,bt+1,bt | x1:t) dbt

=

∫
p(xt+1,bt+1 | x1:t,bt) p(bt | x1:t) dbt

=

∫
p(xt+1,bt+1 | xt,bt) p(bt | x1:t) dbt.

Linearization

To derive a tractable approximation of the distribution p(xt+1,bt+1 | x1:t), we model the initial
belief of the agent’s state estimate p(b1) as a Gaussian and linearize the joint dynamics function,
leading to a Gaussian approximation of the desired quantity, i.e., p(xt+1,bt+1 | x1:t) ≈ N (µt,Σt).
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First, we apply a first-order Taylor expansion of the joint dynamics g around the observed state xt

and the mean of the belief µ(b)
t and the noises:

g(xt,bt,vt,wt, ξt) ≈ g(xt, µ
(b)
t , 0, 0, 0) + Jb(bt − µ

(b)
t ) + Jvvt + Jwwt + Jξξt,

where J• denotes the Jacobian of g w.r.t. •, evaluated at (xt, µ
(b)
t , 0, 0, 0).

To derive an explicit representation of the Jacobians, we insert the filtering and control law obtained
by the Kalman filter and maximum entropy iLQG controller and find

g(xt,bt,vt,wt, ξt) =

[
f(xt, πt(bt, ξt),vt)

βt(bt, πt(bt, ξt), h(xt,wt))

]
=

[
f(xt,ut,vt)
βt(bt,ut,yt)

]
,

with

yt = h(xt,wt),

ut = πt(bt, ξt) = Lt(bt − x̄1:T ) +mt + ū1:T − L̃tξt,

βt(bt,ut,yt) = f(bt,ut, 0) +Kt(yt − h(bt, 0)),

leading to the equations

Jb =

[
∇uf(xt,ut, 0)∇but

∇bβt(bt,ut,yt) +∇uβt(bt,ut,yt)∇but

]
=

[
∇uf(xt,ut, 0)Lt

∇xf(bt,ut, 0)−Kt∇xh(bt, 0) +∇uf(bt,ut, 0)Lt

]
,

Jv =

[
∇vf(xt,ut, 0)
∇vf(bt,ut, 0)

]
,

Jw =

[
0

∇hβt(bt,ut,yt)∇wh(bt, 0)

]
=

[
0

−Kt∇wh(bt, 0)

]
,

Jξ =

[
∇uf(xt,ut, 0)∇ξut

∇uf(bt,ut, 0)∇ξut

]
=

[
∇uf(xt,ut, 0)Lt

∇uf(bt,ut, 0)Lt

]
.

Propagating the Gaussian belief over the agent’s state estimate, p(bt | x1:t) through the linearized
dynamics model (Eq. (4)) can be done by applying standard identities for linear transformations of
Gaussian random variables [64] and gives

p(xt+1,bt+1 | x1:t) ≈ N (µt,Σt) ,

with µt = g(xt, µ
(b)
t , 0, 0, 0) and Σt = JbΣ(b)

t JTb + JvJTv + JwJTw + JξJTξ . Marginalization over
bt+1 gives the desired likelihood factor, while conditioning on xt+1 gives the belief statistic for the
following time step (see Section 3.1).
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E Special case: full observability

xt xt+1 xt+2

ut ut+1

ct ct+1

. . . . . . xt xt+1 xt+2

ut ut+1

. . . . . .

Figure S1: Left: decision network from the agent’s
perspective [following the notation used in 9]. The
agent directly observes the state xt. At each time
step, they perform a control ut and incur a cost
ct. Right: probabilistic graphical model from the
researcher’s perspective, who observes a trajectory
x1:T from an agent. The control signals ut are not
directly observed.

If the state xt is fully observable to the agent, the
problem is simplified significantly. The control
problem from the agent’s perspective (Fig. S1,
left) can be solved by applying iLQG [8] to the
observed states directly (Section 2.2)

ut = πt(xt, ξt),

This also simplifies the IOC problem from the re-
searcher’s perspective because evaluating the ap-
proximate likelihood becomes straightforward
as we do not need to marginalize over the agent’s
belief.

Recall that the likelihood can be decomposed as

p(x1:T | θ) = p(x0 | θ)
T−1∏
t=0

p(xt+1 | x1:t, θ)

and the dynamics are given as

xt+1 = f(xt,ut,vt) = f(xt, π(xt, ξt),vt).

We can approximate the likelihood contribution at each time step as

p(xt+1 | x1:t, θ) ≈ N (µt,Σt),

with

µt = f(xt, π(xt, 0), 0)

Σt = JvJTv + JξJTξ ,

where J• denotes the Jacobian of f w.r.t. •, evaluated at (xt, π(xt, 0), 0):

Jv = ∇vf(xt,ut, 0),

Jξ = ∇uf(xt,ut, 0)∇ξut = ∇uf(xt,ut, 0)Lt.

F Implementation

We provide a flexible framework for defining non-linear stochastic dynamical systems of the form
introduced in Section 2.1 by implementing the dynamics, observation function, and cost function.
The optimal estimation control methods based on iterative linearization are implemented using the
automatic differentiation library jax [65], so that Jacobians and Hessians for the linearization of
the dynamics and quadratization of the cost do not have to be specified manually. Furthermore, the
Jacobians needed for linear-Gaussian approximation in the IOC likelihood (Section 3.2) are also
computed using automatic differentiation. Gradient-based maximization of the log likelihood was
performed using the L-BFGS-B scipy [66] from the jaxopt library [67]. The implementation is
provided in the supplementary material and will be made public upon publication.

For computations, we used an Intel Xeon Platinum 9242 Processor, using 1 core per run. The mean
run times for computing maximum likelihood estimates (partially observable setting) were as follows:

• Reaching: 140 s

• Navigation: 64 s

• Pendulum: 31 s

• CartPole: 115 s

18



G Estimating controls for linearization

For every evaluation of the likelihood function as described in Section 3.1, we would naively need to
solve the forward control problem once by running the iLQG algorithm given the current parameter
values. This is computationally inefficient due to the iterative procedure of iLQG, which requires
multiple forward and backward passes. Instead of performing the iterative procedure, which computes
the locally optimal control law {L1:T−1,m1:T−1} around a nominal trajectory {x̄1:T , ū1T−1}, then
computes the new nominal trajectory given the current control law and so on, we realize that in
the IOC setting, we already have observed the actual trajectory x1:T performed by the agent. To
make solving the forward control problem more efficient, we only compute the locally optimal
control law once around this trajectory. This would require the control signals u1:T to be given, but
they are unobserved in our problem setting. To obtain a proxy for the controls for the purposes of
linearization, we solve for the controls given the trajectory x1:T in the system dynamics equation
xt+1 = f(xt,ut, 0) using the Gauss-Newton method for non-linear least squares as implemented in
jaxopt, i.e.,

ût = argmax
u

(xt+1 − f (xt,u, 0))
2
. (11)

H Efficient gradient computation

In the case where the full state is not observable, one cannot linearize around the given trajectory
as descibed in Section 3.3. The forward optimal control problem is commonly solved by starting
with a randomly initialized nominal trajectory and iterating between computing the locally optimal
control law and linearization until convergence. To compute gradients, a naive approach would be to
differentiate through the loop of the forward procedure. In our experiments, we found, however, that
this approach is numerically unstable and does not yield correct gradients (see Fig. S2). Here, we
provide two approaches to compute gradients in this case.

H.1 Differentiating through the last iteration

In this approach, one first solves the forward problem as usual to determine the linearization. One
then executes one additional backward pass for the optimal controller, which one can differentiate
using automatic differentiation.

H.2 Applying the implicit function theorem

Determining the optimal linearization and controller is essentially a fixed point problem. To dif-
ferentiate through the optimal linearization and controller, we apply the implicit function theorem
[68, 69].

We assume the forward equation to determine the linearization is given by

xt+1 = f̂(xt,ut,θ),

ut = π̂t(xt, st,θ)

where θ are the parameters we want to differentiate with respect to and st is a vector determining the
optimal controller, such that it can be determined via a backward pass with

st−1 = γ(xt,ut, st,θ).

For the LQG controller, st would consist of the (vectorized) matrix characterizing the optimal value
function.

The fixed point problem of jointly determining the optimal linearization and controller can be
formulated as determining X := [u1,x2,u2, . . . ,uT−1,xT , s1, . . . , sT ] such that

X = η(X,θ) := [π̂1(x1, s1,θ), f̂(x1,u1,θ), π̂2(x2, s2,θ), . . . , f̂(xT−1,uT−1,θ),

γ(x2,u2, s2,θ), . . . , γ(xT ,uT , sT ,θ)].

The optimal solution of the fixed point problem satisfies

κ(X∗(θ),θ) := X∗(θ)− η(X∗(θ),θ) = 0,
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where X∗(θ) is a function yielding the optimal solution depending on θ, i.e., X∗ : Rp → R(n+u+s)t,
where s is the number of elements of st.

The implicit function theorem [68] gives, that for (X0,θ0) satisfying κ(X0,θ0) = 0 with the require-
ment that κ is continuously differentiable and the Jacobian ∂θκ(X0,θ0) is a square invertible matrix,
then there exists a function X∗(·) on a neighborhood of θ0 such that X∗(θ0) = X0. Furthermore,
for all θ in this neighborhood, we have that κ(X∗(θ),θ) = 0 and ∂X∗(θ) exists.

By applying the chain rule, the Jacobian ∂X∗(θ) needs to satisfy

0 = ∂1κ(X
∗(θ),θ)∂X∗(θ) + ∂2κ(X

∗(θ),θ)

= (I − ∂1η(X
∗(θ),θ))∂X∗(θ)− ∂2η(X

∗(θ),θ).

∂1η(X
∗(θ),θ)) is given by a sparse matrix, as each element of η(X,θ) only depends on few elements

of X . The desired gradient ∂X∗(θ) (or vector-Jacobian products with it) can then be computed using
linear system solvers [69].

H.3 Results with different gradient computation methods

We ran the MLE for the partially observable reaching task with different gradient computation
methods. The results are shown in Fig. S2. While unrolling the loop led to numerical problems, so
the estimates are far off the true values, all other methods led to quite similar results. The mean run
times were as follows:

• Unrolled loop: 141 s
• Differentiating through the last iteration: 103 s
• Implicit differentiation: 243 s
• Data-based linearization: 129 s

I Hyperparameters

Throughout the experiments, we have used the following hyperparameters:

Table 2: Hyperparameters

Data set size (number of trajectories) 50
Number of datasets per evaluation 100
Number of time steps (T ) 50 (reaching, navigation, pendulum, light-dark),

200 (cartpole)
Optimizer L-BFGS-B (scipy wrapper from jaxopt)
Maximum entropy temperature 10−6 (reaching, navigation),

10−3 (pendulum, cartpole),
10−5 (light-dark)

Optimizer restarts 50

J Tasks

J.1 Reaching task with biomechanical arm model

We implemented the non-linear biomechanical model for arm movements from Todorov and Li [8]
and its partially observed version from Li and Todorov [43], which are described in more detail in
the PhD thesis of Li [70]. The dynamics describe the movement of a two-link arm, which can be
controlled by applying torques to the two joints. The task is to move the hand to a target location, as
defined in the cost function

J = ∥eT − e∗∥2 + cv ∥ėT ∥2 + ca

T−1∑
t=1

∥ut∥2 ,
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Figure S2: Maximum likelihood parameter estimates for the partially observable reaching task with
different gradient computation methods

where eT is the position of the hand at the final time step in Cartesian coordinates, e⋆ is the position of
the target, and ėT is the final velocity of the hand. That is, the task is to bring the hand to the target at
the final time step (T = 50) and minimize the final velocity while making as little control as possible
along the way. The parameters cv and ca trade off, how important the velocity and control parts of the
cost function are relative to the main goal of reaching the target. Additionally, we parameterize the
signal-dependent variability of the motor system with the parameter σm, which defines how strongly
the variability is scaled by the control magnitude.

J.2 Navigation task

We implemented a simple navigation task in which an agent walks towards a target. The state
xt = [xt, yt, θt, ωt]

T consists of the position in the horizontal plane, the heading angle, and the speed
in the heading direction. The dynamics are

f(x,u,v) = x+ dt

 cos(θ) · ω
sin(θ) · ω

u1 + σmu1v1
u2 + σmu2v2

 ,

which means that the agent controls the velocity of the heading angle and the acceleration in heading
direction. There is control-dependent noise, whose strength is determined by the parameter σm. The
observation model is

h(x,w) =

√(x− k1)2 + (y − k2)2

tan−1(y − k2, x− k1)
ω

+ σow,
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where k = [k1, k2]
T is the position of the target and σo determines the magnitude of the observation

noise. The cost function is

J = (xT − k1)
2 + (yT − k2)

2 + cvωT +

T−1∑
t=1

cau
T
t ut,

with parameters determining the cost of controls (ca) and the cost of the final velocity (cv). The time
horizon was T = 50.

J.3 Classic control tasks

We evaluate our method on two classic continuous control tasks. Specifically, we build upon the
Pendulum and Cart Pole environments from the gym library [54]. Because these environments
are not stochastic in their standard implementations and are typically used in an infinite-horizon
reinforcement learning setting, we made the following changes to the environments. To account for
the finite-horizon setting we are considering in this work, the state-dependent costs associated with
the task goal are applied only to the final time step, while control-dependent costs are applied at
every time step along the trajectory. To make the problems stochastic, we have added noise on the
dynamics and the observation function.

J.3.1 Pendulum

The task is to make a pendulum, which is attached to a fixed point on one side, swing into an upright
position, i.e. to reach an angle θ = 0. The pendulum starts at the bottom (θ = π) and can be
controlled by applying a torque to the free end of the pendulum. We added control-dependent noise
to the dynamics, where the parameter σm controls, how strongly a standard normal noise is scaled by
the magnitude of the torque. In addition to this motor noise parameter, the task has two other free
parameters: the cost of controls ca and the cost of the final velocity cv. In the partially observable
version of the task, the agent receives the observation via the non-linear stochastic observation model
yt =

[
sin θt, cos θt, θ̇t

]T
+ 0.1wt. The time horizon was T = 50.

J.3.2 Cart pole

In the Cart Pole task, a pole is attached to a cart that can be moved left or right by applying a
continuous force. In our version of the task, the goal is to move the cart from the horizontal position
x = 0 to x = 1 while balancing the pole in an upright position. Again, we add control-dependent
noise to the force, parameterized the strength of the linear control-dependence σm. As above, the
other two parameters are the control cost ca and the cost of the final velocity cv. In the partially
observed version of the task, the agent receives a noisy observation with yt = xt +wt. The time
horizon was T = 200.

J.4 Light-dark domain

We use a slightly modified version of the light-dark domain, which was originally introduced by Platt
et al. [55]. We adapted the light-dark domain’s motion model to include signal-dependent noise on
the control

xt+1 = xt + dtut + 0.1ut ⊙ vt

The standard deviation of the perceptual uncertainty varies with the horizontal distance to the light
source:

yt = xt + σ|xt,1 − 5| wt.

The cost function is composed of three terms. First, the agent should minimize the squared distance
to the target p at the final time step T . Second, the agent should minimize the squared control signals
ut. And finally, the agent should minimize the horizontal distance to the light source:

J = (xT − p)2︸ ︷︷ ︸
final cost

+
∑T−1

t=1
1
2u

2
t + c (xt,1 − 5)2︸ ︷︷ ︸

running cost

.
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The time-horizon was set to T = 50.

We simulated the behavior of two agents in the light-dark domain in Fig. S3. First, the partially
observable version of iLQG [43] takes the expected belief covariance into account for the computation
of the policy. This agent moves towards the light source before approaching the target. Adding
another cost term c that expresses a preference to be close to the light source does not change much
about this behavior (top row). Second, the fully observable version of iLQG [8] computes the policy
irrespective of the belief. To apply it in the partially observable setting, we simply combine it with
an EKF for the state estimation. This agent does not move towards the light source by default and
as a result, the belief uncertainty is higher. The agent only moves towards the light source before
approaching the target if we add the additional cost term c > 0. One can also see in Fig. S3 that the
agent’s belief is more uncertain if it does not move to the light source before approaching the target.
This results in a higher variability around the final position (inset plots in Fig. S3).
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Figure S3: Trajectories and beliefs in the light-dark domain. Partially observable (top) vs. fully
observable (bottom) iLQG in the light dark domain with different values for the cost parameter c,
which expresses an inherent desire to be near the light source. The circles indicate the agent’s belief
covariance (2 standard deviations). One can also see that the variability around the final position is
higher for agents that do not move towards the light source before approaching the target (inset plots).
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K Additional results

The parameter estimates and true values are provided in Fig. S4, Fig. S5, Fig. S6.

K.1 Results for all tasks in the partially observable setting

10 3

10 2

10 1

ou
rs

es
tim

at
e

ca

10 3

10 2

10 1
cv

10 1

100

m

10 1

101
o

10 3 10 2 10 1

true

10 3

10 2

10 1

ba
se

lin
e

es
tim

at
e

10 3 10 2 10 1

true

10 3

10 2

10 1

10 1 100

true

10 1

100

10 1 101

true

10 1

101

Figure S4: Maximum likelihood parameter estimates for the Pendulum task (partially observable
cases).

Figure S5: Maximum likelihood parameter estimates for the Cart Pole task (partially observable).
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Figure S6: Maximum likelihood parameter estimates for the navigation task (partially observable).
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K.2 Results for all tasks in the fully observable setting
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Figure S7: Maximum likelihood parameter estimates for the reaching task (fully observable).
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Figure S8: Maximum likelihood parameter estimates for the pendulum task (fully observable).

Figure S9: Maximum likelihood parameter estimates for the cart pole task (fully observable).
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Figure S10: Maximum likelihood parameter estimates for the navigation task (fully observable).
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K.3 Results for baseline with given control signals

Figure S11: Maximum likelihood parameter estimates for the baseline with given control signals
(fully observable)
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K.4 Quantitative results for the light-dark domain

As for the other tasks, we generated 100 sets of parameters sampled from uniform distributions in the
following ranges

• horizontal target position p: (−1, 1)

• state-dependent cost parameter c: (10−2, 1)

• perceptual uncertainty σ: (10−2, 1)

and generated a dataset of 50 trajectories using iLQG [43] for each set of parameters. For each set,
we then performed inference using our method and the baseline.

While the baseline accurately infers the target position, our method shows more variability in its
estimates of the target position. The estimates of the cost term c are comparable for both methods.
However, the baseline completely fails to estimate the perceptual uncertainty, which our method
manages to infer relatively accurately.
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Figure S12: Maximum likelihood estimates for our method (top) and the baseline (bottom) in the
light-dark domain.
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