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ABSTRACT

Encoder-decoder architectures have recently gained popularity in sequence
to sequence modelling, featuring in state-of-the-art models such as trans-
formers. However, a mathematical understanding of their working princi-
ples still remains limited. In this paper, we study the approximation prop-
erties of recurrent encoder-decoder architectures. Prior work established
theoretical results for RNNs in the linear setting, where approximation
capabilities can be related to smoothness and memory of target temporal
relationships. Here, we uncover that the encoder and decoder together form
a particular “temporal product structure” which determines the approxi-
mation efficiency. Moreover, the encoder-decoder architecture generalises
RNNs with the capability to learn time-inhomogeneous relationships. Our
results provide the theoretical understanding of approximation properties
of the recurrent encoder-decoder architecture, which precisely characterises,
in the considered setting, the types of temporal relationships that can be
efficiently learned.

1 INTRODUCTION

Encoder-decoder is an increasingly popular architecture for sequence to sequence modelling
problems (Sutskever et all 2014} |Chiu et all 2018} Venugopalan et al.l |2015)). The core
of this architecture is to first encode the input sequence into a vector using the encoder
and then map the vector into the output sequence through the decoder. In particular,
such architecture forms the main component in the transformer network (Vaswani et al.,
2017)), which has become a powerful method for modelling sequence to sequence relationships
(Parmar et al., 2018; [Beltagy et al. [2020; [Li et al.| [2019).

The encoder-decoder family of structures differ significantly from direct application of recur-
rent neural networks (RNNs, [Elman| (1990)) and its generalisations (Hochreiter & Schmid-
huber, 1997} |Cho et al., |2014b) for processing sequences. However, both architectures can
be considered as modelling mappings between sequences, albeit with different underlying
structures. Hence, a natural but unresolved question is: how are these approaches funda-
mentally different? Answering this question is not only of theoretical importance but also
of practical interest. Currently, architectural selection for different time series modelling
tasks is predominantly empirical. Thus, it is desirable to develop a concrete mathemati-
cal framework to understand the key differences between separate architectures in order to
guide practitioners in a principled way.
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In this paper, we investigate the approximation properties of encoder-decoder architectures.
Approximation is one of the most basic and important problems for supervised learning. It
considers to what extent the model can fit a target. In particular, we prove a general approx-
imation result in the linear setting, which characterises the types of temporal input-output
relationships that can be efficiently approximated by encoder-decoder architectures. These
results reveal that such architectures essentially generalise RNNs by lifting the requirement
of time-homogeneity (see Remark in the target relationships. Hence, it can be used
to tackle a broader class of sequence to sequence problems. Furthermore, of particular in-
terest is the identification of a “temporal product structure” — a precise property of the
target temporal relationship that highlights another intrinsic difference between recurrent
encoder-decoders and RNNs.

Our main contributions can be summarised as follows.

1. We prove a universal approximation result for recurrent encoder-decoder architec-
tures in the linear setting, including the approximation rates.

2. We show that in the considered setting, the recurrent encoder-decoder generalises
the RNNs and can approximate time-inhomogeneous relationships, which further
adapt to additional temporal product structures in the target relationship. This
answers precisely how encoder-decoders are different from RNNs, at least in the
considered setting.

Organisation. In Section 2] we review the related work on encoder-decoder architectures
and general approximation theories of sequence modelling. The approximation problem is
formulated in Section Our main results, their consequences and numerical illustrations
are presented in Section[d] All the proofs and numerical details are included in appendices.

Notations. For consistency, we adhere to the following notations. Boldfaced letters are
reserved for sequences or paths, which can be understood as functions of time. Lower case
letters can mean vectors or scalars. Matrices are denoted by capital letters. For a € N, C'*
denotes the space of functions with continuous derivatives up to order-a.

2 RELATED WORK

We first review some previous works on sequence to sequence modelling. The encoder-
decoder architecture first appeared in|Kalchbrenner & Blunsom)| (2013]), where they map the
input sequence into a vector using convolutional neural networks (CNNs), and then using
a recurrent structure to map the vector to the output sequence. With the flexibility of
manipulating the underlying structure of encoder and decoder, numerous models based on
this architecture have come out thereafter. For instance,|Cho et al.| (2014b) used gated RNNs
as both the encoder and decoder, while in the later work (Cho et al.,|2014a)), they proposed
a CNN-based decoder. In Sutskever et al| (2014), they proposed a deep LSTM for both
the encoder and decoder. |Bahdanau et al.| (2015) first introduced the attention mechanism,
which was further developed in the well-known transformer networks (Vaswani et al., [2017)).
However, most of the research on encoder-decoder architectures focused on applications. A
theoretical understanding is helpful for its further improvement and development.

From the theoretical point of view, [Ye & Sung (2019) studied several theoretical properties of
CNN encoder-decoders, including expressiveness, generalisation capability and optimisation
landscape. Of particular relevance to the current work is expressiveness, which considers
the relationships that can be generated from the architecture. However, this is not approx-
imation. [Yun et al.| (2020) proved the universal approximation property of transformers for
certain classes of functions, for example, permutation equivariant functions, but they did not
consider the actual dynamical properties of target relationships that affect approximation.
Dynamical proprieties such as memory, smoothness and low rank structures are essential,
because they can precisely characterise different temporal relationships and affect the ap-
proximation capabilities of models. Assuming the target generated from a hidden dynamical
system is one approach, which is widely applied (Maass et al.l 2007 |Schafer & Zimmermann),
2007; Doyay, [1993; [Funahashi & Nakamural[1993]). In contrast, a functional-based approach is
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recently introduced, where the target temporal relationships are generated from functionals
satisfying specific properties such as linearity, continuity, regularity and time-homogeneity
(Li et al., 2021). In [Li et al.|(2021)), the approximation properties of linear RNN models
are studied, and the results therein show that the approximation efficiency is related to the
memory structure. In [Jiang et al| (2021), similar formulations are applied to investigate
convolutional architectures, where the results suggest that targets with certain spectrum
regularity can be well approximated by dilated CNNs. Under this framework, the target
temporal relationship that can be efficiently approximated is characterised by properties
such as memory, smoothness and sparsity. This enables us to make precise mathemati-
cal comparisons between different architectures. Our results in this work reveal that the
encoder-decoders have a special temporal product structure which is intrinsically different
from other sequence modelling architectures.

3 PROBLEM FORMULATION

In this section, we precisely define the input space, output space, concept space and hy-
pothesis space, respectively.

Functional formulation of temporal modelling. First, we define the input and output
space precisely. A temporal sequence can be viewed as a function of time ¢. The input space
is defined by X = Cy((—0o0,0], R?). This is the space of continuous functions from (—oo, 0]
to R? vanishing at infinity, where d € N is the dimension. Denote the element in X by
x = {x; € R?: ¢t <0}, we equip X with the supremum norm ||z||x = sup,<, ||zt ] cc- We
take the outputs space as Y = Cp(]0,00),R), the space of bounded continuous functions
from [0,00) to R. We consider real-valued outputs, since each dimension can be handled
individually for vector-valued outputs.

The mapping between input and output sequences can be formulated as a sequence of
functionals, i.e. y, = Hy(x), t > 0. The output y; at the time step ¢ depends on the input
sequence . The ground truth relation between inputs and outputs is formulated by the
sequence of functionals H := {H,; : t > 0}.

We provide an example to illustrate the above formulation. Given an input «, the output
y is a smoothed version of &, resulting from convolving & with the Gaussian kernel g(s) =

\/% exp(fg). This relation can be formulated as y; = Hy(x) = [ g(t + s)x_.ds.

The RNN encoder-decoder model. For the supervised learning problem, our goal is
to use a model to learn the target relationship H. First, we define the model. Among all
different variants of the encoder-decoder architectures, the RNN encoder-decoder introduced
in|Cho et al.| (2014b) can be considered as the most simple and representative model, where
the encoder and decoder are both RNNs. We study this particular model as we try to
eliminate other factors and only focus on the encoder-decoder architecture itself.

Under our setting, the simplified model of |Cho et al.| (2014b)) with RNNs as both encoder
and decoder can be formulated as

hs = og(Wghs—1 + Ugpzs +bg), v =h,,
gt =0p(Wpgi—1 + bp), go = v, (1)
oy = Wogs + bo,

where hy, g; are hidden states of the encoder and decoder respectively. Recurrent activation
functions are denoted by or and op. Here, 7 denotes the terminating time step of the
encoder, and v is the summary of the input sequence, which is called as the coding vector.
The model prediction is denoted as o, € R. All the other notations are model parameters.
Equation describes the following model dynamics. First, the encoder reads the entire
input @, and then summarises the input into a fixed size coding vector v, which is also the
last hidden state of the encoder. Next, the coding vector is passed into the decoder as the
initial state, and then the decoder produces an output at each time step. Note that the
encoder has a terminating time, and the decoder has a starting time. This is the reason
why we take the input and output as semi-infinite sequences.
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We study a linear, residual and continuous-time idealisation of the model dynamics :

hg =Whs+Uzs, v=~Qhy, s$<0
gt =V, go = Pv, (2)
0y = CTgt7 t Z 0)

where W € Rmexme ] ¢ RmeXd ) ¢ RN*me V¢ RmoXmo P c RMoXN and ¢ € R™P
are parameters. mg and mp denote the width of encoder and decoder, respectively. The
coding vector v has dimension N, where we apply linear transformations to control it. We
assume h_., = 0, which is the usual choice for the initial condition of RNN hidden states.

Since our goal is to investigate approximation problems over large time horizons, we are
supposed to consider the stable RNN encoder-decoders, where

W € Wiy, = {W € R™EX™E : eigenvalues of W have negative real parts}, (3)
V €V, :={V € R"PX™P : eigenvalues of V have negative real parts}. (4)

The hypothesis space of RNN encoder-decoder models with arbitrary widths and coding

vector dimension is defined as H := Homp,mp,N, Where

mg,mp,NENL
ﬂmE,mD,N = {ﬁ = {ﬁt it >0} ﬁt(m) = cTthP/ QeVsUx_,ds, with
0

(5)
(W,U,Q,V, P,c) € W, x RmEXd x RNXmz o RmoxN RmD}.

The widths mpg, mp and the coding vector dimension N together control the capac-
ity /complexity of the hypothesis space. Note that the assumptions on eigenvalues of W
and V ensure that the parameterized linear functionals are continuous.

Due to the mathematical form 7 not all functionals can be represented by RNN encoder-
decoders. To achieve a good approximation, the target functionals must possess certain
structures. We introduce the following definitions to clarify these structures.

Definition 3.1. Let H = {H; : t > 0} be a sequence of functionals.

1. For any t > 0, the functional H; is linear and continuous if for any A1, s € R
and x1,x3 € X, we have Hy( A1 + Aaxe) = A\ He(x1) + Ao Hi(x2), and |Hy|| :=
SUPgex,|o|v<1 [Ht(T)] < 0o, where || Hy|| denotes the induced functional norm.

2. For any t > 0, the functional Hy is regular if for any sequence {ac(") >, C X

such that lim,_, o :cé”) = 0 for almost every s < 0 (Lebesgue measure), we have

lim,, 00 Hy (™) = 0.

o0
For a sequence of functionals H, we define its norm by | H|| := / | H¢||dt.
0

Remark 3.1. The definitions of linear and continuous functionals are standard. One can
view regular functionals as those not determined by inputs on arbitrarily small time intervals,
e.g. an infinitely thin spike (i.e. 0-functions).

Given the above definitions, we immediately have the following observation.

Proposition 3.1. Let HecHbea sequence of functionals in the RNN encoder-decoder
hypothesis space (see (@) Then for anyt > 0, Hy € H is a linear, continuous and regular
functional. Furthermore, ||H|| decays exponentially as a function of t.

The proof is found in Appendix [A] This proposition characterises properties of the encoder-
decoder hypothesis space. In particular, it is different from the RNN hypothesis space
discussed in |Li et al.| (2021]), since the encoder-decoder is not necessarily time-homogeneous.

Remark 3.2. A sequence of functionals H is time-homogeneous if for any t, 7 > 0, Hy(x) =
Hyyr(2(7)), with x(7), = xs—, for all s € R. That is, if the input is shifted to the right by
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T, the output is also shifted by 7. Temporal convolution is an example of time-homogeneous
operation (recall the Gaussian convolution discussed in Section @ An example of time-
inhomogeneous relationship is video captioning: shifts in the sequence of input video frames
do not necessarily lead to corresponding shifts in the caption text sequence.

Relation with RNNs. Here, we emphasise the differences between the encoder-decoder
hypothesis space and the RNN hypothesis space discussed in [Li et al.| (2021), where

"N () = Jo eV tHIUz_ds. A key difference is that the encoder-decoder has a
structure involving two temporal parameters ¢t and s, while the RNN only has one depend-
ing on t + s, due to the time-homogeneity. Owing to this difference and the fact that
HBNN) = 77 the encoder-decoder hypothesis space is more general, with the extra ca-
pability to learn time-inhomogeneous relationships. Furthermore, ¢¥* and e"V* adapt to a
temporal product structure, which is an intrinsic difference between encoder-decoders and
other architectures. We will discuss this in detail in the next section.

Ws

4  APPROXIMATION RESULTS

One of the most fundamental problems for supervised learning is the approximation prob-
lem. It basically concerns the capacity of the hypothesis space to fit the concept space. In
general, there are two levels of approximation problems that can be discussed. The first is
known as the universal approximation, which considers the density of the hypothesis space
in the concept space. The second is the approximation rate, which aims to characterise
quantitatively the approximation accuracy concerning the capacity/complexity of the hy-
pothesis space (e.g. the number of trainable parameters). In this section, both of them are
developed for RNN encoder-decoders.

4.1 UNIVERSAL APPROXIMATION

We first present the most basic density result, which states that any linear, continuous,
and regular temporal relationship can be approximated by RNN encoder-decoders up to
arbitrary accuracy. The proof is found in Appendix

Theorem 4.1. Let H be a sequence of linear, continuous and reqular functionals defined
on X, and satisfy |H|| < co. Then for any € > 0, there exists H € H such that

|H — H| ;/ |H, — H,||dt < e. (6)
0

Here, we highlight two important observations while deriving Theorem First, one
can show that each sequence of functionals H € 7—[ can be ass0c1ated with a unique two-
parameter “representation” p(t,s), such that H;(x fo x1 p(t,s)ds. Recall the model

form H(x = [ al p(t, s)ds, where p(t,s) :=[c" VtPQeWSU] denotes the correspond-
ing representation The functional approximation is then reduced to function approximation
in the sense of representations, i.e. |[H —H]|| < lo—PllL1([0,00)2)- It turns out that p directly
affects the rate of approximation and gives rise to intrinsic properties. We will discuss this
in detail in Section [£:3] In addition, we again emphasise the differences between the present
work and |Li et al.| (2021)). In |Li et al.| (2021)), the target relationships are assumed to be
time-homogeneous with the representation Hy(x fo (t + s)x_sds, which only depends
on t+s. However, the setting here does not assume time- homogeneity, hence implies a more
general representation p depending on the two temporal directions ¢ and s simultaneously.

4.2 GENERAL APPROXIMATION RATES

While the density result (Theorem ensures the universal approximation property of the
RNN encoder-decoder, it does not identify targets that can be efficiently approximated. To
achieve this, we focus on approximation rates next. We characterise the temporal structure
of a target relationship by observing its responses to “constant” input signals. Here, we
consider the approximation rates for the model with “large size” coding vector, where the
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dimension N > m := min{mpg,mp}. This is the scenario where we fix the widths but take
an oversized coding vector.

Theorem 4.2. Let H be a sequence of linear, continuous and reqular functionals defined
on X, and satisfy ||[H|| < co. Consider the output of piece-wise constant signals yS(t,s) =
Hi(eil(—oo,—s5), t,s > 0, i = 1,2,...,d, where {e;}L, denotes the standard basis of R%.
Assume that there exist « € Ny, 8 > O such that for anyi=1,2,...,d,

Yi € C“”([O 00)?), (7)

R okt
P+ )8tkasl ye(t, s)

=o(1) as ||(¢,8)]| = 00, (k1)) eNxNy, k+l<a+1l. (8

Then for any mg, mp, N € N, there exists H e @mE mp,N such that

~ Cla)yd (1 1
i - < SO0 (), o)
E D
where C(a),y > 0 are both universal constants with dependence only on « and («, ),
. . 8k+
respectively, and 7y := Leﬁr{ia’)&d - tb:l>0ﬁ (k4D B (t+s) araays (t, 8)‘ < 00. Here,

the number of trainable parameters is AN (mg + mp) with N > m.

The proof is found in Appendix[C] First, note that the error bound does not depend on the
coding vector size N, as long as N > m. This is because further increasing N beyond m
only increases the number of trainable parameters, but does not increase the model capacity
(see Remark . Only the model widths mg, mp affect the approximation capabilities.

Next, we focus on the classes of target relationships that can be well approximated. Here,
« characterises the smoothness of H, and 3 characterises the temporal decay rates of the
output responding to a constant signal under H. This is a notion of memory in the target
relationship. The error bound @D indicates that a sequence of target functionals can be
efficiently approximated by the encoder-decoder if it is smooth (large «), and has fast
decayed memory (large 3).

The characterisation in smoothness and memory decay also appears in the approxima-
tion results of RNNs (Li et al. 2021f), where the upper bound is ClgaT);’d. However, our

results for encoder-decoders suggest extra structures, where the bound involves two (in-
stead of one) temporal parameters together with smoothness and decay memories in both.
The two-parameter temporal dependence allows the encoder-decoder to approximate time-
inhomogeneous relationships, which generalises the RNN. This two-parameter structure
further leads to adaptation to a specific low rank type of target relationships, resulting in
finer approximation rates as we discuss next.

4.3 APPROXIMATION RATES VIA TEMPORAL PRODUCT STRUCTURE

Motivation of temporal product structure. In contrast with Theorem [I.2] we next
consider the model with N < m = min{mg,mp}. In this situation, the model has fewer
parameters, and we aim to characterise the target relationships by further exploiting the
structure of the two-parameter representation p(t,s). This leads to a finer approximation
rate by considering mg, mp, N together.

We first motivate how the “temporal product structure” arises, and how it relates to the
approximation. Detailed discussions and proofs are found in Appendix[D] For the illustration
purpose, we set the input dimension d = 1. Recall Q € RV*™me P ¢ R™p*N then the
representation p of the encoder-decoder functional can be rewritten as

(S ) Erastrs)

4,j=1 1,j=1

plt,s)=c'eV'P.Qe"su =

MzﬁM

G (t)on(s). (10)

3
Il
-
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This is a tensor product structure over the (¢, s) time domain (determined by the encoder
{QASn} and decoder {¢,} successively). We call it the temporal product structure. As is
shown later, this structure significantly affects approximation rates. When {(iA)n} and {®,}
are selected as the “bases” along s, t direction, respectively, NV is considered as the rank of
the temporal product. We also define N as the rank of the model, which is understood as
the maximum rank of temporal products that the encoder-decoder model can represent.

The rank concept of temporal relationships. Recall that the given number of train-
able parameters is dN(mg + mp). Hence, a low rank model may achieve fewer trainable
parameters. When investigating relationships that can be well approximated by low rank
models, a natural conjecture would be “low rank” targets.

What is the meaning of “low rank” for a temporal relationship? It is well-known that in linear
algebra, an operator is low rank means that its range space is low-dimensional. This idea
can be also applied to temporal relationships. For a “low rank” temporal relationship, the
output sequence is more “regular”, meaning that the output sequences (viewed as functions)
are in a low-dimensional function space. We provide an intuitive numerical illustration for
better understanding.

(a) high rank relationship (b) low rank relationship

Figure 1: We construct a high rank and a low rank target from the temporal product. For
both and (1D]), we plot the inputs x; together with the corresponding outputs Hy(x).
Detailed settings are found in Appendix [E.1]

Figure [1| shows the outputs of a high rank (a) and a low rank (b) target relationship on
the same set of random input sequences. Different colours refer to different instances of
inputs. In the first case (high rank), the temporal structure of the outputs is very complex
and depends sensitively on the inputs. However, in the second case (low rank), the output
sequences are much more regular, and only macroscopic structures (e.g. scale/offset) appear.

Remark 4.1. In the research of approzimation theories for temporal sequences, prior works
also related a notion of rank to approrimation properties of the dilated convolutional structure
(Jiang et all |2021). Here, we emphasise that the notion of rank considered in our work is
very different from that in|Jiang et al| (2021]), which mainly concerns the tensorisation of
a discrete-time sequence according to the width of convolution filters.

POD as an analogue of SVD. Now, we characterise low rank and high rank temporal
relationships in a mathematical way. We will introduce the concepts informally, and rigorous
definitions and arguments can be found in Appendix

For a matrix, we can assess its rank by performing the singular value decomposition
(SVD). This method can be extended to the temporal relationships using proper orthogo-
nal decomposition (POD; [Liang et al.| (2002), Berkooz et al.| (1993)), (Chatterjee| (2000))).
The basic insight is that the function p can be decomposed into the following form:
p(t,s) = 2221 Onpn(t)dn(s), where Ng < oo, {¢n} and {¢,} are orthonormal bases, and
01 > o9 > --- > 0 denote the singular values. This procedure can be viewed as apply-
ing SVD to an infinite-dimensional space (when Ny = 00). An analogue of Eckart—Young
theorem (Eckart & Young| [1936), which characterises the best low rank approximation,

also holds for POD. It roughly states that inf.,s)=nllp — pll72 = ZgiN-H o2. That is,
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any target p has a rank-N best approximation, with error equalling to the tail sum of the
squared singular values. In other words, a target with fast decayed o,, (low “effective rank”)
has smaller approximation errors. This forms the basis of our next result, which states that
if the target relationship possesses an effective low rank structure in terms of the decay
of singular values, then one can achieve an efficient approximation using encoder-decoder
structures by limiting the size of coding vectors. Detailed definitions for {o,} and proofs
are found in Appendix

Theorem 4.3. Assume the same conditions as in Theorem[{.4 Then for any mp,mp, N €
Ny with N < m, there exists H € Hypypy o, N Such that

< i) (e )+ ()

D n=N+1

_ 1/2
- / 1 1
+ Z In ' /2 + a/2 ’ (11)
n=N+1 mg mp

where < hides universal positive constants, and m = min{mg,mp}. Here, the number of
trainable parameters is dN(mg +mp) with N < m.

This is a finer approximation rate compared to Theorem [£.2] where both the widths mg, mp
and the coding vector size N affect the model capacity for approximation. Besides the
smoothness and memory decay, we have the additional rank structure of the target rela-
tionship, which is characterised by its singular values {0, }. We again focus on the class of
functionals that can be well approximated. Smoothness o and decay rate [ is the same as
Theorem The difference lies in the rank structure indicated by {0, }: the error bound is

small if {an} has a small tail Y37 . o7, It suggests that a target with fast decayed {o,}
or low “effective rank” can be well approxunated by the RNN encoder-decoder with fewer
parameters. Due to the Eckart—Young-like low rank approximation, we can appropriately
select N based on the decay rate of singular values.

Here, we emphasise that the temporal product is an intrinsic structure arising from the
encoder-decoder architecture. Recall the dynamics of the encoder-decoder: it first encodes
the input sequence into a coding vector, and then decodes an entire output sequence from
it. In this sense, the coding vector is the only interaction between the input and output.
Thus, the coding vector size N is an essential measure of the model capacity concerning
the dependence of outputs on inputs. Here, we show that this concept can be formalised
as a notion of rank, which can pinpoint the precise types of input-output relationships that
encoder-decoder architectures are well adapted to.

Numerical illustrations. Here, we utilise numerical examples to illustrate the above
discussions. We observe how the decay rate of singular values, the rank Ny of the target
relationships, and the model rank N affect the approximation error |H — H ||. However,
it is not always possible to construct the best approximation. Instead, we perform some
training steps to achieve an upper bound of the approximation error, which is consistent
with our theoretical results.

In Figure [2] we train linear encoder-decoder models to learn three relationships of different
ranks determined by various decay patterns of singular values, given in (a), (b) and (c).
Different colours denote targets with different ranks. From Figure [2] we have the following
observations consistent with previous discussions. First, observe that increasing the model
rank /N makes approximation errors smaller, as expected. Moreover, note that when increas-
ing N, the speeds of error decrements are different. If the singular values decay fast, the
approximation errors also decay fast. This implies that a target with fast decayed singular
values can be approximated efficiently with fewer parameters (smaller N). In addition, for
each experiment, we are able to achieve low approximation errors by choosing N < m. The
errors will remain unchanged or decrease much more slowly when further increasing N. This
suggests that in practice, one can choose N such that it covers the major singular values of
the target in order to improve the approximation efficiency.
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x107? x107* x107*

1.1 Target Rank 2.8 Target Rank Target Rank
No=2 No=2 LO Ny=o0
0.9 — Ny=4 2.3 — ]
~ — No=6 — I
50.7 Ny=s ©1.8
w05 “ls
0.3 0.8 0.2
0.0 0.0 0.0
2 4 6 8 2 4 6 8 10 0 10 20 30
N N N
_1 —1 2
n~3, n<Ny n~, n<Np (c) on=n
(a) on = (b) on =
0, n > No 0, n > No

Figure 2: In (a), (b), (c) we consider target relationships with different singular values
indicated in the respective caption. For (a), (b) we also consider targets with different rank,
where Ny = 2,4,6,8. We use models with fixed width m = mgp = mp = 128 and coding
vector size N. Detailed settings are found in Appendix [E.2}

In Figure [3] we perform experiments on the forced Lorentz 96 system (Lorenz, {1996, which
parameterises a high-dimensional and nonlinear relationship between input forcing and
model states. The parameters K, J in the Lorenz 96 system control the overall complexity
of the target (see Appendix for details). We use the RNN encoder-decoder with tanh
activations to learn this target. Although our theories are developed in the linear regime,
the low rank approximation phenomenon also appears in this nonlinear setting. The error
decrements saturate when increasing the coding vector size N beyond a threshold, suggest-
ing the existence of some implicit notion of “rank” of the target nonlinear functional. This
“rank” increases with the target complexity (mainly K).

x107*

8 Target Parameters
— K=1,J=6
— K =6d=06
—— K=10,J=6

Target Parameters
— K=5,J=5
K=5J=15
K=5J=25
K =5,J =100

K=20,J=6

Error

Figure 3: K, J are the parameters of the Lorenz 96 system. They describe the number
of independent and coupled variables in the system, which can be viewed as a complexity
measure. Detailed settings are found in Appendix

5 CONCLUSION

We theoretically study the approximation properties of the RNN encoder-decoder in a lin-
ear setting. We prove a universal approximation result for linear temporal relationships
utilising encoder-decoder architectures, and show that they generalise RNNs to the time-
inhomogeneous setting. Moreover, we discover an important temporal product structure
that characterises the types of input-output relationships especially suited for the efficient
approximation using encoder-decoders. This elucidates the key differences between these
novel architectures and classical methods for temporal modelling, and forms a basic step
towards understanding the intricacies of modern deep learning.
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Reproducibility statements. Detailed proofs for theoretical results, and complete set-
tings of numerical examples are found in the appendix. The source code for numerical tests
can be made available upon request.

Here is a quick reference:

Proposition Properties of RNN encoder-decoder functionals Appendix
Theorem Universal approximation theorem Appendix [B]

Theorem [4.2) General approximation rates Appendix |C|

Theorem [4.3]  Approximation rates concerning temporal product structure ~Appendix [D]
Figure [I] Tllustration of high/low rank temporal relationships Appendix [E.1
Figure [2] Numerical examples on singular values Appendix |E.2|

Figure Numerical examples on Lorenz 96 systems Appendix
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A PROPERTIES OF MODEL FUNCTIONALS
In this section, we prove observations of the hypothesis space reported in Proposition [3.1

Proof of Proposition[3.1 Recall that

flt(m;ﬁ):/ ceVitMeViUz_ds. (12)
0

Fix any 8 = (W, V,U, M, ¢). The linearity is obvious. Since both W € W,,,, and V € V,,,,
have eigenvalues with negative real parts, there exist c1, ¢, ¢}, ch > 0, such that ||e¥?[| <

cre=t and [|eV®| oo < ¢e~% for any t,s > 0, hence
leTeViMe Uz | <|lclilleV MV Uz_,||

< llelllle ool M [loo le™ oo 1T oo 12— sloo

Sem e o, (13)
where < hides universal positive constants depending on parameters . Therefore
[Hi(2;0)] S el = [|He(0)[| S e, (14)

That is, the functional H,(-;0) is bounded (i.e. continuous) with an exponentially-decayed
norm (as a function of ¢). Finally, by and Lebesgue’s dominated convergence theorem,

the functional H +(+; 0) is also regular. The proof is completed. O

B UNIVERSAL APPROXIMATION

In this section, we provide the proof of Theorem i.e. the universal approximation
property of RNN encoder-decoders. As is stated in the main text, the key step is to utilise
the classical representation theorem, which helps us to reduce the approximation problem
of functionals to functions.

B.1 PRELIMINARIES

First, we list the background definitions and notations used in the following theorems. Let
(X, A) be a measure space (with A as the g-algebra of subsets of X).

e The space X is called locally compact if for any x € X, x has a compact neighbour-
hood.

e X is a Hausdorff space if all distinct points in X are pair-wisely separable by neigh-
bourhoods. That is, for any =,y € X, there exists a neighbourhood A, of z and a
neighbourhood A, of y, such that A, NA, = @.

o The measure p is called a finite measure, if it satisfies 4(X) < oo. The measure
v is called a o-finite measure, if X can be covered with at most countably many
measurable sets with finite measure. That is, there are measurable sets {A,}°2,; C
A with v(A4,) < oo for all n € N, such that | J -, A, = X. Obviously, a finite
measure is also o-finite.

o Let X = (—00,0]. For a measure p on the measure space ((—o0, 0], .A), u is absolutely
continuous with respect to the Lebesgue measure v, if for every measurable set A,
v(A) = 0 implies u(A) = 0, which is written as pu < v.

Denote by Co(X) the linear space of continuous functions defined on X vanishing at infinity.
We have the following classical representation theorem.

Theorem B.1 (Riesz-Markov-Kakutani representation theorem). Let X be a locally com-
pact Hausdorff space. For any continuous linear functional 1 on Co(X), there is a unique,
regular, countably additive and signed measure y on X, such that

B(f) = /X f@)dp(x), Vf € Co(X), (15)

13
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with ||¢|| = |p|(X). Here, |pu|(X) denotes the total variation of (the signed measure) p,
which is defined as |p|(X) := supp Ele |(A;)], where P X = Ule A; is a partition over
X with A; € A for alli=1,2,--- k.

Proof. Well-known, see e.g. Bogachev| (2007) (CH 7.10.4). O

Remark B.1. It is straightforward to verify that |p|(X) = sup gc 4 (|(A)| + |1(A°)]). Fur-
thermore, if 1 has a density du/dv with respect to a countably additive, nonnegative measure
v, then we have |pu|(X) = ||du/dv|| L1 ).

To handle signed measures, the following Jordan decomposition theorem (Bogachevl [2007])
is necessary.

Theorem B.2. Let u be a signed measure on the measure space (X, A). Then, there are two
mutually singular (non-negative) measures u* and p= on (X, A), such that p = p* — pu~.
Moreover, such a pair (u™, =) is unique.

Based on this, we have the following proposition to characterise absolutely continuous signed
measures.

Proposition B.1. If i and v are signed measures, then we have p < v < pt < v and
po L.

We also need the following Radon-Nikodym theorem (Bogachev, [2007)).

Theorem B.3. Let (X, A,v) be a o-finite measure space, and let  be a o-finite signed
measure, such that p < v. Then there exists a unique measurable function f, such that
w(A) = fA fdv for every measurable set A.

B.2 PROOFS

Before we prove the universal approximation theorem (Theorem [4.1]), we need some lemmas.

Lemma B.1. Let {H; : t > 0} be a family of linear, continuous and regular functionals
defined on X. Then there exists a integrable function p: [0,00)? — R?, d.e.

d
ol (0.000) == D llpill L1 (0,0002) < 00, (16)
i=1
such that
Hy(x) :/ x! p(t,s)ds, Vx e X. (17)
0

In particular, we have || H| = [;° ||He||dt = ||pll 11 ([0,00)2)

Proof. Obviously, (—o00,0] is a locally compact Hausdorff space. For any ¢ > 0, since
H,; is linear continuous, according to the Riesz-Markov-Kakutani representation theorem
(Theorem [B.1)), there exists a unique, regular, countably additive and signed measure puy,
such that

Hi(x) = /O xlduy(s), Vxe X, (18)

— 00

with Z?zl leeei|((—00,0]) = ||He||. We show that for any ¢t > 0, ¢ = 1,2,--- ,d, p; is
absolutely continuous with respect to v (the Lebesgue measure), i.e. p¢; < v. According
to Theorem [B.2] and Proposition [B.1} one can assume p;; to be non-negative without loss
of generality. Take a measurable set A C (—o00,0] with v(A) = 0, the aim is to show
pei(A) = 0. Let A’ = (—00,0] \ A. Since both A and A’ are measurable, there exist
K, C A, K|, ¢ A" with K,,, K], closed, such that i ,(A\ K,,) <1/n, u;(A'\K}) <1/n

14
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and v(A’\ K}) <1/n for any n € N;. Fix any i € {1,2,...,d}, we construct the sequence
of input signals {x(™}2 | as

0, s<0,5#1,

(n) . .

o, =40, s€K},j=4i, i=1,2,...,d, (19)
1, se Ky, j=1,

(n) ._ d(s,K,,)

which can then be continuously extended to (—oo, 0] by defining Tl T IR RD

0,11 ]
We deduce that lim,,_, xg’? =0 for v-a.e. s <0. In fact, let S :={s < 0:lim, xi"z) =
0}, we have K/ C S since for any s € K}, ;Ui"l) = 0. Hence, (—00,0]\ S C AU (A" \ K}),
which gives v((—o0,0]\S) < v(A)+v(A'\K],) < 1/n — 0asn — co. Due to the regularity
of Hy, we get lim,, Ht(w(")) =0. By 1] and 1D we have

d 0
Hy(z™) = Z/ xgz)dﬂt,j(s) = /
=17

S

)
mstli dutﬂ(s)

= / + / + / " dpgi(5) = pei(Kn) + I + Ion, (20)
K, A\K,, K,

where jins(Kn) = pns(A) — pei(A\ K,) € [ues(A) — 1/n,
Lnl < Javk, tJang: Ldpei(s) = pea(AN\ Kn) + pea(A"\ K,
lim,, 00 Hy(x™) = ;4 (A). Therefore, p1;(A) = 0.

Notice that |p((—00,0])| < |peil((—00,0]) < ||Hel| < oo for a.e. ¢ > 0 (since ||H|| =

fOOCHHtHdt < 00), we get that ((—o0,0], A, 1 ;) is a finite measure space, and hence o-finite.
Obviously, ((—o0,0],.A,v) is a o-finite measure space. According to the Radon-Nikodym
s

and |I1,| +

pe,i(A)],
) 2/n, which gives

<

theorem (Theorem [B.3)), there exists a unique measurable function p; ; : (—o0,0] — R, such

that ju;(A) = [, pt,i(s)dv(s) for every measurable set A. Hence, we have

0 oo
Ht(:c):/ J;;rpt(s)ds:/ x’ p(t,s)ds, Yz cX, (21)
—o00 0
with p(t,s) := pi(—s). In addition, by Remark we have |u|((—00,0]) =

fi)oo |pt.i(s)|ds, which gives

00 d 00 d
|H| = / |t =S / el (=00, 0t = 3" ol oseyy = ol ooey)- (22)
i=1 i=1

The proof is completed. O

Based on this representation theorem, the problem of functional approximation is reduced
as function approximation. That is,

||H_ﬁ1||=/ ||Ht—flt|\dt:/ sup |Hy(x) — Hy(z;0)]|dt
0 0

[l x<1
o0
= / sup
0 lellx<i

< / sup / l2—alloollplts s) — p(t, s)|[1dsdt
0

lellx<1J0

d oo oo
3 | ) = e oasa, (23)

'Here, d(s, B) := inf{|s — a| : a € B} is the distance between a point s and a set B.

/000 x' (p(t,s) — p(t,s))ds|dt

15
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ie.
d
IH — H| < lp— pllrro.so?) = D i = pillLr (0.00)2)- (24)
=1

Lemma B.2. Let p(t,s) : [0,00)% = R with ||p||1(j0,00)2) < 00. Then for any e > 0, there
exists a polynomial p(u,v) =377, | cjruivk, such that

/OO /OO Ip(t,s) —p(e™ e %)|dtds < e. (25)
o Jo

Proof. Fix any € > 0. Consider the following transformation

1
=p(=Inu,—Inv), wu,v € (0,1],
R — uv 26
(U7 'U) {0, uv = 0. ( )
This transformation preserves the norm with ||p[| 21 (j0,00)2) = | Rl £1(j0,1)2)-

First, according to the density of continuous functions in LP space (Rudin} (1987, Theorem
3.14), there exists R € C([0, 1]?), such that ||R — RHLI([OJ]Z) < €/2. Next, by the density of
polynomials in the space of continuous functions (Lorentz 2005, Theorem 6), there exists
a polynomial q(u,v) = 30 o Cikw vk, such that |[R — gl ze(o,12) < €/2. Finally, let
p(u,v) = uvq(u,v), we have

/ / )|dtds = R(u,v) — —p(u v) |dudv
= HR_(]”Ll ([0,1]2)
< IR —=RllLio,12) + 1B = dll L= (po,112)
<€/24€/2=c¢, (27)
which completes the proof. O

Now we are ready to prove the universal approximation theorem.

Proof of Theorem[{.1 According to the representation theorem (Lemma [B.I)), we have

H,(x) :/ x' p(t,s)ds, Ve € X, (28)
0
where ||pl|z1(j0,00)2) = [[H|| < o0o. Therefore, by Lemma there exists p;(u,v) =
Z;nk 1 cik)ujv 1= 1, 2,...,d, where m is the maximal degree of {pi}le, such that

d o0 oo
Z/o /0 lpi(t,s) — pi(e™" e ®)|dtds < e. (29)
i=1

Let
c=u=1,,,V=W=—dag(1,2,...,m),
W = diag(W,W,--- ,W) € RI™>4™ ] — diag(u,u, - - ,u) € RIm*4, (30)
M = PQ = (My, My, , Mg) € R™™ [M] 55, = ),
we get
pt,s)T = cTeVtPQEVSU = ¢TeVtMeVsU
=c'eVt (M, My, --- ) dlag( Ws eWs ... W) diag(u,u,--- ,u)
= (c"eViMy, cTthMg, cyeteVtMy) - diag(eV cu, eV, - - eV o)
= (c"eV'MeVsu,c thMQeWg el eV MgV i), (31)
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with
pz(t s)=c eV MeVu=pie te7®), i=1,2,...,d. (32)
Therefore, by (24)) and (| ., we have
d
IH = H[| <> llpi = fill L2 (j0,0002)
d o0 oo
=Y [ [ et et e fasa < e (33)
—Jo Jo
which completes the proof. O

C GENERAL APPROXIMATION RATES

In this section, the proof of Theorem is given. Again, by , the aim now is to
investigate the function approximation ||p—p||. Since one can handle each spatial dimension
separately (similarly with and ), we firstly derive the estimates by assuming d = 1,
and then extend the obtained results to the case of multi-dimensional inputs (for general
deNy).

Conditions on representation. To characterise the accuracy of using the model
TeVtMeWsy (with M := PQ) to approximate the target p(t, s), the first stuff is to trans-
late the conditions on the output (of piece-wise constant signals) to the representation.
Recall that y°(t,s) = Hy(1(—oo,—s)), t, s > 0, we get p(t,s) = —L Hy(1(_o _g). Hence, the
assumptions on y° in Theorem 15 equlvalent to the followmg bmoothnesb and exponentlal
decay conditions on p. That is, there exist « € N4, 5 > 0 such that

p € C([0,4+00)?), (34)
akJrl
) e plts) = o(1) as [|(t,5)| = 00, KiIEN, k+1<a (35)

Note that the last decay condition implies

8k+l
—(k+1) B(t+s
:;121)05 (k+0) B (t+s) atkaslp(t’s) <%, kleN k+i<a (36)
for some v > 0.
C.1 Basics
Let Q € R? be a bounded set. Define the spaces
C¥Q):={feC(Q):D'f cC(Q) forall [i| <a}, acN, (37)
CoH(Q) := {f € C*(Q) : [D*f(x) — D*f(y)| < K|z — yl|4 for some K > 0,
for all z,y € Q and |i| = a}, (38)

and the “norm”

|D*f(x) — D*f(y)]

|f a,u,Q += Sup Ssup ) vf € CO‘VH(Q% (39)
. li|=a z,y€Q llz — y”‘zt
with the shorthand || - ||q :=| - |0,0,0-

Theorem C.1 (Multivariate Jackson’s theorem (Schultz, [1969), Theorem 4.10). Let Q € R?

be a regular, I 2| bounded and open set, and f € C*(SY) for some a € N, p € [0,1]. Then for
any n € Ny, we have

. Cla,
inf || —pla < (o ) (40)
epd

— na_A'_’u |f|a,,u,,Q’

2Tt is proved that every bounded, open and convex set is regular. See Morrey| (1966) (Lemma
3.4.1).
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where P2 denotes the set of all polynomials with the degree of no more than n in each
variable, C(a, ) > 0 is a universal constant only depending on «, u and €.

A commonly used case is when p = 0. That is, for f € C%(Q), we get

[fla0,0 < ng 1D f | e () < 0. (41)

For any z,z9 € Q, let p(x) := p(x) + f(x0) — p(x0), and &(z) := f(x) — p(x). Then p € PZ,
and

|f (@) = pla)] < |e(zo)| + [é(x) — é(zo)]
< sup. e(z) = e(y) = leloon = IIf —Blla, Voe (42)
T,y€e

This gives the following convenient corollary.

Corollary C.1. Let Q € R? be a regular, bounded and open set, and f € C*(Q) for some
a € N. Then for any n € Ny, there exists p € P4 such that

Q

If = pllpe@ < 5 max ID* £l o 6y (43)

Il

where P denotes the set of all polynomials with the degree of no more than n in each
variable, Cy, > 0 is a universal constant only depending on o and Q.

C.2 PROOFS

Now we are ready to present the proof.

Proof of Theorem[].3 Step 1: domain transform. Consider the transform from the infinite
domain [0,00)? to the compact one [0, 1]%:

R(u,v) =

1 _
{uvp( colnu, —colnv), wu,v € (0,1], (44)

0, uv = 0,

where ¢ := (a+1)/8 > 0 is a fixed constant. A straightforward computation by induction
shows that, for any k,1 € N, k+1 < a, and any u,v € (0, 1],

okl +Jj

k+l k 6
! 'I+j
ENE R(u,v) uk“vl“ ;;)C (k,9)C'(1, j)c¢ EYER; p(—colnu, —colnwv),  (45)

where C(k,1),C’(l,j) are some integer constants, and (¢,s) = (—cplnwu, —colnv) is a one-
to-one mapping between (0, 1]? and [0, 00)2. By (36]), we get

ail:a_ll R(u,v)| < k+lvl+1 ;;}W (k,)||C"(1, )]st 8t’8 . p(—colnu, —colnw)|,
‘aizglle(e_cfb,e_:o) §e(kctl)t Lt ;JZ(JC (k,d)||C" (1, 7)|ci 8#8 . (t,s)‘
ah) i+ (i) Blt4s) | O
<23 AN+ 1 5 (09
koL
< |C(k, D)[|C"(1, §)|(a + 1)y < C(a)y, (46)
i=0 j=0
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where C(%> 0 is a universal constant only depending on a. According to the decay

condition (35]), we get
git+i L
. 317957 P(—colnu, —co Inv) . Gy, @by Pt
lim ~ 2t0s = lim e 0 ‘e T———p(t,s
(u,v)—(0,0) uk+1yl+l (£,5)— (+00,+00) Oti0sI ot )
e e i+J
= lim ST ST Bs | B(its) 84 _p(t, 5)
(t,8)—(+00,+00) Ootifsi™ "’
=0, (47)

and similarly for ug, vy € (0,1],

gt

. Z—=—p(—colnu, —colnv) . k41, 0+ G
1 Ot*ds) = 1 c w0 C——p(t
(u,v)in(lug,O) ukt+lyltl (t,s)—>(—cloniln ug,+00) eroen ott0sI P( 78)
(k—a) 5, (1—a) oiti
_ li ¥ Ptoagr Ps .  Bl+s) 2 (4
\|(t7s)l\|n—l>+oo€ € € atlasﬂp( -5)
=0, (48)
gt
== p(—colnu, —colnv)
y  ormm ol 0. 49
(u,'u)gr(lo,vo) u’““v”l ( )
This gives
O ) =0, (uv) € [0,1] x {0} U {0} x [0,1] (50)
aukavl b - b ) ) b )
and
M, el R(u,v)| < C(a) (51)
‘=  max max |=——=R(u,v «
0 hleN, kti<a (uv)eloa)? | Qukdul | = K

by and . Hence, R(u,v) € C%([0,1]?) with bounded derivatives.

Step 2: polynomial approzimation. According to Corollary and , we obtain that
there exists R,, € P2, such that

R R Ca akJrl R
_ - < Z« N
” n”L ([0.12) = ne k,lelr\lr,l%)il:a oukov! (U7U) Lo ([0,1]2)
C
< @ Vn € Ny, (52)

n
where C(a) > 0 is a universal constant only related to o. Furthermore, let R, (u,v) :=
Ry (u,v) — Ry (u,0) — Ry (0,v) + R, (0,0), we get R, € P? with R, (u,0) = R,(0,v) = 0 for
any u,v € [0,1]. By (50)), we have R(u,v) = 0 for any (u,v) € [0,1] x {0} U{0} x [0, 1], then
IR = RullLoe (o) < IR | oo (0.112) + 1B = Rull L= (f0.112)
<R | Lo (j0,1)2) + [ Bn(u; 0) — R(w,0)|[ Lo (j0,1)2)
+ (|1 (0,0) = R(0,0)|| Lo (j0,1]2) + [[2(0,0) — R(0,0)| o= ([0,1)2)
SR = Rallpee(0,112) (53)

i.e. we can further require the approximator satisfying the zero half-boundary condition
(i.e. vanishing on (u,v) € [0,1] x {0} U {0} x [0, 1]) without effecting the approximation
accuracy. Let m := min{mg, mp}, we get

_Rn|
_Rn|

B C(a)y 1 1
_ - < < —_ 4+ 4
IR = Rl (o) < ==+ < Cla)y e +m% , (54)
where
R:=Rm € Ph, R(u,v):=> 3 fju'v’. (55)
i=1 j=1
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Let
c=1z, u=1lg, M=][F]eR™™, (56)
V = —diag(2,3,--- ,m+1)/co, W = —diag(2,3,---,m+1)/co, (57)
then by and 7 we have
IH — HI| < [lp = pllLi(10.00)%) (58)

— Hp(t7 s) — cTthMeWSuHLl([OM)%

= [ott.5) — emFe B R )

L1([0,00)?)
— BlR Rl )
- Cla)y  Cla)yy (1 1
< |R= Rl o2y < B = 2 (meE + m%) : (60)

That is, one can achieve an approximation accuracy scaling like (1/m)® with m? parameters.
The proof is completed. O

Remark C.1. The extension to multi-dimensional inputs (general d € Ny ) is found in the
last paragraph of Appendiz[D.3.

Remark C.2. Recall M = PQ € R™P*™= yith P € R™m2*N Q€ RNX™E  we only need
to investigate the case of N < min{mg,mp} = m, since rank(M) < m.

D APPROXIMATION RATES VIA TEMPORAL PRODUCT STRUCTURE
In this section, the proof of Theorem [£.3]is provided.

D.1 PROPER ORTHOGONAL DECOMPOSITION
Proper orthogonal decomposition (POD; (Liang et al, |2002), (Berkooz et al., [1993), (Chat-
terjee, 2000)) is a method for model reduction, which is commonly applied to numerical

PDEs and fluids mechanics. It can be viewed as an extension of singular value decomposi-
tion (SVD) and principal component analysis (PCA) to infinite-dimensional spaces.

Fix any R € L>([0,1]?). E| Define the POD operator

11
K: ¢(v) — /0 /0 R(u,v)¢(v)dv - R(u,v)du, ¢(v) € L?*[0,1]. (61)

Proposition D.1. The operator K is linear, bounded, compact, self-adjoint and non-
negative.

Proof. (i) The linearity is obvious.
(ii) Let
1
R o) [ Bluvot)ds, () € 220.1), (62
0
then
1
(Ko)(v) = /0 R(u,v)(Re)(u)du, ¢(v) € L*[0,1]. (63)
By the Cauchy-Schwartz inequality, we get

R@l 210,11 < 1Rl L2(j0,112) 18]l 210,11 (64)

3Here, we use the same notation as ll since the function defined there is also bounded.
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which gives
1Kol 20,11 < 1Rl L2 (10,112) IRl 220,17 < I1RIIZ 210,152 |1l 210,11- (65)

Note that R(u,v) € L>([0,1]%) C L?([0,1]?), hence both K and R are bounded operator
from L?[0, 1] to itself.

(iif) It is well-known that the Hilbert—-Schmidt integral operator

1
(Cy)(v) =/ R(u, v)p(u)du, (u) € L*[0,1] (66)

0

is a compact operator from L?[0, 1] to itself. Therefore
K¢ =CRo, ¢ € L?0,1], (67)
which gives I = CR. Since R is bounded and C is compact, we get K is also compact.

(iv) By Fubini’s theorem, it is straightforward to verify that

ot = [ [ A (/ 1 R, 0)0(0)d ) du- o)
- / 1 / 1 / " R, w) R, 0)(0)8 (w)dodudus
// uv(/Ruw )du~¢(v)dv

= (¢, K¥) 210,17, .9 € L2[0,1]. (68)

(v) By Fubini’s theorem, it is straightforward to verify that

1 1
(Ko, ) 120.1] = / / (R) () Rty w)ds - §(w)duw

- / 1 / (R6) () B(a, ) () o
-/ (Ro)(w) (f 1 Rl u)ow)d) du

= /1(R¢)2(u)du >0, ¢eL?0,1]. (69)

0
The proof is completed. O

Combining (i)—(iv) and applying Hilbert—Schmidt’s expansion theorem, we obtain that
L?[0,1] has an orthonormal basis {¢y, }nen U{t¢ }eez, such that

o Kdp = Antn, Ay # 0 for n € N, and Kipe = 0 for § € Z, where N is a finite or
countable set. If N is not finite, we have lim,,_,o, A\, = 0;
o For any ¢ € L?[0, 1], we have
U= (W, n)r20dn + D (W, be) L2, (70)
neN ez

where the second summation has at most countable non-zero terms, and

Ky =" A, én)L2(0,116n- (71)
neN
Here, all the series converge under the norm || - [ z2p0,1). Without loss of generality, N' =
{1,2,-++ ,No} for Ng € Ny or Ny = +o0o (i.e. N =N,). By , we get
0 < <’C¢n7 ¢n>L2[O,1] = )‘n<¢n7 ¢n>%2[0,1] = Aru Vn € N7 (72)
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i.e. all the eigenvalues of K are non-negative, and A\, # 0 for n € N implies A, > 0,
¥n € N. In addition, lim,, s A\, = 0 implies that one can index all the eigenvalues in a
non-increasing sequence: A\ > g > - > Ay, > .- > 0.

Then, we can present the POD estimate.

Theorem D.1. For any R € L>([0,1]?), we have

2

1 N No
/ = > (R(u,v), n(v)) L2(0.116n (v) > A, VNeN  (73)
0 = L2[0,1] n=N+1
Proof. Combining and gives
1
An = (K, dn)r2p0,1) = / (Repn)*(u)du, Vn € N. (74)
0

Similarly,

1
/0 (Repe)* (w)du = (Kibe, ) r2po.0) = Y An(e, dn) ooy =0, VEEES,  (75)

neN

which gives

1
(Repe)(u) = /0 R(u,v)e(v)dv =0, a.e. uel0,1]. (76)

Notice that R, (v) := R(u,v) € C*[0,1] C L?[0,1] for any u € [0,1]. By and (76)), we
get

IRulZ2p0,1) = < Z (Ru, ®n)r2[0,1)Pn + Z<Rua¢£>L2[o,1]¢£a

neN EeE

Z (Ru, ®n)r2[0,1)Pn + Z(Ru, ¢5>L2[o,1]¢5>
£2[0,1]

neN EeE
= Z (R, ¢n) L201]+Z (Rus ) 1200,
neN fe=
= Z (Ropn)?(u), a.e.u€0,1]. (77)
neN
Hence for any N € N, we have
N 2 N
R, — Z<Ru7 ¢n>L2[O,1]¢" = ||RU||2L2[0,1] - Z<Rua ¢n>%2[0,1] (78)
n=1 L2[0,1] n=1
N
=Y (R¢n)*(u (Rén)?
neN n=1
No
= Y (Rén)’(w), (79)
n=N+1

where the summation is zero by convention if the subscript is larger than the superscript.
This by (74]) implies
2

1 N No
/ R(u,v) = > (R(u,0), ¢ (v)) 12(0,116n (v) > (80)
0 n=1 L2[0,1] n=N+1

Here, the equality holds as a consequence of Beppo Levi’s monotone convergence lemma
and Lebesgue’s dominated convergence theorem, and one has ) . \- An < 4o00. In fact, for
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Ny = 400, let S, = Y1, Ak, we get S, increasing (since A\, > 0 for all k € N). By
and , we have

nool 1n 1
$,= 3 [ RoPudu= [ S (Ruon)iaoudu < [ 1Rl du = [1RIE o
k=170 0 k=1 0
(81)
which gives that S;, converges as n — co. The proof is completed. O
Remark D.1. Let ¢,(u) = (R(u,v),¢n(v))12[0,1], then we have the POD estimate

R(u,v) = >, on(u)dn(v), where the error is characterised by the tail sum of eigenvalues of
the POD operator.

Recall the POD operator defined in . We similarly define

K: é(v »—>/ / (u,v)p(v)dv - R(u,v)du, ¢(v) € L?[0,1], (82)

where R is defined as , i.e. the approximator constructed in the general approximation
theorem before. Obviously, as a polynomial, R € L>([0,1]?). Hence, by Proposition
K is also linear, bounded, compact, self-adjoint and non-negative. In addition, according to
Theorem [D.1] we have the following POD estimate

2

1 N No
| B = 3 (R0 600 gy )| du= >0 R (89
0 n=1 L2[0,1] n=N+1
where {5\”} No ©°, are eigenvalues of K satisfying Ay > Ao > -+ > A, > - >0,and ién}ﬁil C
L?[0,1] are the corresponding orthonormal elgenfunctlons ie. Ko = Apdn, An > 0 for

ne{l,2,-, N}

Lemma D.1. K is a finite-rank operator. That is, Ng < m = min{mg, mp} < oo.

Proof. Let ¢p(u) = <R(u,v),<§n(v)>m[0$1]. We first show that both @, (u) and ¢, (v) are

polynomials. In fact, since R(u,v) = > ", Z;nzl Fiju'vd, we have
m m .
ZZ i

ZZ 1]‘ ] (k‘,ﬁl), k=1,2,---, (84)

with the convention that the summation is zero if the subscript is larger than the superscript,
ie. Ci(k,m) =0 for any k > m. Let Ci(m) := maX{HRHLoo([O,lP),maX1Skgfn Cy(k,m)},
then we have

8k

8uk

k

o - ~ ~
57 B 0)0n(v)| < Ca(m)|dn(v)] € L2[0,1] C L[0,1], k=01, (85)
According to Lebesgue’s dominated convergence theorem, we get by induction that
d* A . Lok o .
ngn(u) = W/o R(u,v)dy (v)dv = /0 WR(U,U)QS”(U)d’U, k=0,1,---. (86)
Similarly, we get
ak B m m . ]' L
‘aka(“’”) = |2 2
i=1 j=k
mm )
SZZWU j'k), 2 Colk,m), k=12, (87)
i=1 j=k
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and Co(k,m) = 0 for any k > m. Let Ca(1n) := max{||R| 1o ((0,1]2), maxXi<k<m Ca(k,m)},
then for £k =0,1,---, we have

‘Ruv / R, ) (v)dv

< Co(m) | Rl < (jo,12) | 6nll 210,11

Ovk
< C3(m)||dnll 20,0 = C3(m) € L[0,1].  (83)
According to Lebesgue’s dominated convergence theorem, we get by induction that
dk B 1 1 ak: ~ 1 5
—¢p(v) = =— — R(u, R(u,v)¢,(v)dvdu, k=0,1,---. 89
o =5 [ Rt [ R, @ (59)

That is, @n,¢, € C[0,1] for any n = 1,2,---,Ny. Since R(u,0) = R(0,v) = 0 for
u,v € [0,1], we get $,(0) = ¢,(0) = 0. Furthermore, we have %(ﬁn( ) = %én( )=0
for k > 7, hence @y, ¢, € Pm. Since {¢,}°, C L?[0,1] are orthonormal, we must have
Ng < m < oo. [| The proof is completed. O

D.2 APPROXIMATION RATES

Perturbation of eigenvalues. First, we need to bound the gap between the eigenvalues

{5\"}521 and {\,}2°, (corresponding to the function R defined in ) The following
theorem is necessary.

Theorem D.2 (Courant—Fischer—-Weyl min-max principle; [Lax| (2002|) (Chapter 28, The-
orem 4)). Let B be a compact, self-adjoint operator on a Hilbert space H, whose positive
eigenvalues are listed in a decreasing order py > po > -+ > up > --- > 0. Then

a min Bz, z)y = g, 90
SkXxESk,H;cHH—< >H HE ( )

where S, C H is any k-dimensional linear subspace.

Based on it, we have the following lemma to characterise the perturbation of singular values.
Lemma D.2. For any Ry, Ry € L>([0,1]?), we have the estimate

Proof. According to Theorem and by (69), we have

)\R max min 2 = min 2 . 92
X s H¢HL201]—1< R, ®)r20,1) = WA s T IR RO 72001 (92)

Note that Rr, — Rr, = RRr,-Rr, and by , we have

< |[R1 — Ral|L2((0,1)2)- (91)

)‘Rl Rr,®llL20,1
max ¢€Sk7\|¢>HL201 _ IRR:&ll2p0,1
< max min Rr, — Rr.)ol 2011 + |Re.®l 12101
Sk $€Sk, Il 2p0,1=1 (IR, 281200 + R A ¢l 210.1))
< max min IRRy—R: | + R Ryl 2101
Si ¢€Sk’“¢“L201]:1( 1 2 2 [ s ])
< max Rr,9lr2(0,1) + [R1 — Rall£2([0,1)2
Sk ¢€Sk’“¢HL201 =1 || 2 || [ ’ ] H || ([ ) ] )
R
= VA IR = RallL2(o,12), (93)
In fact, for any p € Py with p(0) = 0, we have p € span{v, V2 ,v™}. Through a standard
Schmidt-orthogonalization, we can get ex(v) € Py, k = 1,2,---,m, such that (e;,e;)20,1] =
dij, and p € span{ei(v),e2(v), -+ ,em(v)}. That is, if (p,q)r2p0,1) = 0 for some p, ¢ € Ps with

p(0) = 0, ¢(0) = 0, then their coordinates under the basis {ex}7"; are orthogonal. Hence, the Ny
orthogonal m-dimensional coordinates here leads to at most m non-zeros.
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and similarly,

k St peSi, il L210.0)=1 R R ¢l L2(0,1]
< max min Re. —R IR
T Sk €Sy, H¢HL2[0,1]:1 (”( Ry R1)¢||L2[071] || R1¢||L2[0,1])

< max (IR ro—r: | + 1R R, Ol L210,17)

min
PESK, H¢’HL2[0,1]:1

< max mi

n R +|R:— R
I sy Mooyt | Ol 0 1B = Ballzeo.

= )\El —+ ||R1 — R2||L2([0’1]2)7

which completes the proof.

Proofs. Now we are ready to derive the final estimate.

Proof of Theorem[4.3 By Lemma and (54)), we get

- - . Cla)y
‘v A =\ Ak| S IR = Rz o,112) < IR = Rl (jo,112) < 75_13 :
Combining , and gives that
1 A ‘ .
— ||p(t,s) =D e @n(e ) e (e )
K n=1 L1(0.50)?)
N ~
= R(u,v)— @n(u)¢n(v)
n=1 L1([0,1]2)
~ ~ N ~
< HR(U,U) - R(ua v)||L1([071]2) + R(u,v) - Z @n(u)d)n(v)
n=1 L*([0,1]?)
N ~
< HR(U,’U) - R(u, /U)HLOO([O’I]Z) + || R(u,v) — Z Pn(u)gn(v)
n=1 L2([0,1]2)
N N N
Cla)y ~ ;1 _ Cla)y - -
= me + Z An < mo + Z |>\"_)\”|+ Z An
n=N-+1 n=N+1 n=N+1
) NO N()

IN
Q
iz
2
+
(]
s
_|_
—
(]

(95)

Q

<

VAR Siow

n=N+1

Vi - VA

No No
(@) + Z

me
n=N+1 n=N+1

=2

(]
>
+

n=N+1 n=N+1

where < hides universal positive constants.

VA=V
- ) No No .
SCla)y (1+\/N0N>'W+ PERTENEDS \/E~W :

(96)

For the corresponding parameters, recall that @, ¢, € P with @, (0) = ¢,,(0) = 0, we can

write

Pn (u) = Z Pinuia én (U) = Z anvj
i=1 j=1
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for any n=1,2,---, Np. Let

Cc = 1m, u = ].ﬁ-“ (98)
V= 7diag(2737"’ , I )/CO’ W= 7diag(2737"' ,Tﬁ+1)/60, (99)
M = PQ with P = [P;,] e R™N Q= [Q,;] € RV*™, (100)

then we have

N m " m -
_idly I
cletMeViu=c"e'P . QeViu = E E e < 'Py, - E Qnje 0 °
=

n=1 i=1
N t t ~
=S e i Ga(e ) e F (e ). (101)
n=1
Plugging this into gives
IH = H| < llp = pll 2 (10,0002 (102)

= Hp(t7s ) —clteVtMe" UHLl([O,oo)2)

Lo (H\/NON>.”;+ )DIPHEIN I SRR/ Rpe S

(103)

A

and the number of trainable parameters is 2Nm. Together with Lemma the proof is
completed. O

Extension to multi-dimensional inputs. The above results can be naturally extended
to the general case where a d-dimensional input is given (Vd € N4). In fact, let

Hpi(t,s —cleVtM; eWSuHL1 50)2) Se, 1=1,2,--- ,d, (104)
for some 0 < € <« 1, then we take
M = (M, Ma, -+, My) € R™>dm (105)
W = diag(W, W, --- ,W) € RI™>d™ ] — diag(u,u, - ,u) € RIM™*4, (106)
and have
cTeViMe U =cTeVt - (My, My, --- , My) - diag(e™V*, eV, - W) - diag(u, u, - - , u)
= (c"e"' My, cTeV My, -, cTeV M) - diag(eV *u, e ou, - -, eV u)
= (c eV MV u, et eV MaeWou, - T eV  MgeV o). (107)
If the form PQ(= M) is required, it is sufficient to take M; = P,Q;, i =1,2,--- ,d, and
P= (P, Py, ,Py) e R™*N Q= diag(Q1, Q2.+ , Qq) € RV, (108)
Therefore, we obtain
d
Z |pi(t, s) — [cTthMeWSUL,HLI([OWP) < de, (109)

with the number of parameters increased by d-times compared to the corresponding one-
dimensional setting.

D.3 (CASE ANALYSIS

Bounds under different cases. Now we make the comparison between ((102)) and .
Recall that {\, }NO is a positive decreased sequence (with lim,,_, . A, = 0 and Z?:l A <
HR||L2 (0,112 by (8 , if Ny = +00), and Ny < m, we have the following cases.
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o if Ny = o(in), we set N = N in (102) and get the same bound as (58)), but the
number of parameters is only O(Ngm) = o(m?);
o if Ng = O(m), then (102) implies that

lp(t,s) —cTe" M ul 1 o o)

< Clan (+vm—) ot | 3 oty D @ﬁ

2
B n=N+1 n=N+1
Cla)y 1 i u 1
S 32 a1 + Z An + Z VA - a2 (- (110)
n=N+1 n=N+1
We are supposed to require that
m m 1
2 max Z A Z V2.
P § ny n — 2
meT2 n=N+1 n=N+1 m@/
m 1 m 1
& D MmS o D VS (111)
n=N+1 n=N+1

We give the following typical examples to illustrate sufficient conditions to guarantee
(111)).

—If A, =0 ") withr >2a+12>3 (o € N,), since

U L. 1 1 1
o g/ x dx:r_1<er—mrl), vr>1,  (112)

n=N+1 N
we get by (111]) that

m m r 1 1 _ 2a-1
oS don Sy S e NzmT, (113)

n=N+1 n=N+1
Y s S oabs—lc L ovzaft

n ~o ~ Ng_ ~ ma_l ~
n=N+1 n=N+1

Assume that N ~ m’® with § € [0,1), then by (113) and (114), we require

20—1 oa-—1 :
d > max{ %=, S*l}’ ie.

TZmaX{Zaé_l—l—l,Q(agl—l—l)}:2a(s_1+1. (115)

Meanwhile, the POD-estimate (110)) achieves an accuracy scaling like (1/ m)a—%
with O(m!+9) parameters, while under the same capacity, the accuracy of
scales like (1/7?1)@(12“). The former beats the latter if o — 3 > w,
ie. 6 < 1—-1/a (o« > 2). When § = 1 — 1/a, (115) becomes r >
max{ 232:11,2(04 +1)} = 232:11. That is to say, r* := 22=1 can be viewed
as an upper bound of the critical point where the two estimates are compa-
rable. When r > r*, the POD-estimate outperforms the non-POD-estimate,

and this effect gets more notable with r increasing. In fact, when r > r*, we

a—1

take N = m>=T > m5 1 (hence satisfying and ), which gives an
O((1/m)*~ 7 ) approximation error with O(MH%) parameters for the POD-
estimate, while O(Th?_é) trainable parameters are needed to achieve the same
accuracy using the non-POD-estimate. Since % <1- é, we get that the
POD-estimate outperforms the non-POD-estimate. When r — +00, the num-
ber of trainable parameters for the POD-estimate is O(m), much better than
the non-POD-estimate.
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Remark D.2. Let
1
K(v,w) ::/ R(u,v)R(u,w)du, wv,w € [0,1], (116)
0
we get
1
w) = / K(v,w)p(v)dv, ¢ € L?[0,1]. (117)
0

Recall that R € C(]0,1]?) C L*°([0,1]?), we get K € L>=([0,1]?) c L*([0,1]?),
and hence K can be also viewed as a Hilbert-Schmidt integral operator with the
kernel K, where K is obviously symmetric as K(v w) = K(w,v), and positive

definite since 0 < (K¢, ¢)r210,1] = fo fo w)p(v)p(w)dvdw, ¢ € L2[0,1]

by (69). Since the derivatives of R (up to Q- order) are continuous on [0, 1]
(hence bounded and integrable), we get K € C**([0,1]?) (a-differentiable for
both arguments). According to|Chang & Ha| (1999) (Theorem 1), we have

o0
> ASNT, YNeENp =X\ =0m M), nooo (118
n=N+2a+1
That is to say, this general setting (only assume smoothness of the kernel)
can not guarantee the sufficient condition provided here (A, = O(n~") with
r > 222:11), i.e. the point that the POD-estimate outperforms the non-POD-
estimate requires a faster decay of the eigenvalues.
— If A, = O(e™*") with w > 0, we get by that

m o] —w(N+1) 1 1 ~2a—1
oows Y e*w“:el — 5 _za_1@N21n<1m _w)—l,
n=N+1 n=N+1 —€ m w - ¢
(119)
m (N+1) 1 92 —~a—1
S s Y e 1<:>N21n(mw>—1.
n=N+1 n=N+1 —c 2 ma= w l—ez
(120)

That is to say, for any @ € Ny, w > 0, we have N ~ (2« — 1)Inm. This
implies an O((1/m)*~2) approximation error with O(7Inm) parameters for

the POD-estimate, while O(m2—é) parameters are needed to achieve the same
accuracy using the non-POD-estimate.

— If Ny < 400 (i.e. K is a finite rank operator by ), one can just take N = Ny
and get by (110) an O((1/m)*"2) approximation error. For m € N sufficiently
large such that m ~ N for some k >> 1, the number of trainable parameters for

1
the POD-estimate is O(Nm) = O(NF), while O (Ng(2 @)> parameters are

needed to achieve the same accuracy using the non-POD-estimate. Obviously,
if 0 >2, we get K(2— 1) > k> k+1.

Eigenvalue approximation. One can apply in Lemma to estimate the eigen-
values {)\n}n 15 Where R; = R and Rj is taken as some approximator of R, say R. Let
A= )\R we recall as

k| < IR = Rl z2(0,1)2)- (121)

We provide a naive method here. That is, one can take ]% as va piece-wise constant ap-
proximation of R. Fix any n € Ny. Let Zy := {0}, Z; := (=2, L] for i = 1,2,--- ,n, then
{ZixZ;}} ;¢ is the uniform partition over [0, 1]%. Let ]‘i’(u, v) :

n

S R(E D)1z (1,0),
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Then for any ¢ € L2[0,1], if w € Zy, k = 0,1,--- ,n, we have

//Ruv v)dv - R(u, w)du

_ Z Z Z Z R (; i) R (; i) /01 /01 11z, (1, 0)6(0)dv - 1z, wz,, (u, w)du

=0 j=014'=05'=0

= ZZR (;, i) R (;, z) /I /I 17, %z, (u, v)p(v)dv - 17, %7, (u, w)du

i=0 j=0
-y r(pd)r(nn) 1 [ e (122
== n'n nn) njg
which is a constant only related to k. That is, K¢ is a piece-wise constant func-

tion, i.e. Kz € span{lz, };_,, or range(Kz) C span{lz, },_,. Obviously, {1z, };_,
is an orthogonal set, which implies that the operator K is of finite rank at most

n+1. Let Ry = 1R(T,%), i,j = 1,2,---,n+ 1, {o4}7F] be the singular value of
R := [R;j] € ROHDX(41) and vV ¢ R(”“)X("“) with columns as the corresponding right
singular vectors. Set [e1, €2, ,enq1] = [1z,,17,, -+ ,17,]V, then by (122), we get for
I=1,2,- ,n+1,
.k 1
1=0 j=0
n+1ln+1
=2 > RijRipniVa = {RTRV:,Z} , (123)
' £ k41
=1 j=1
which gives
AT A 2 2
’CRel = kZ:O [R RV;J} . 17, =0 kZ:OVkJrLZ].Ik = ojey, (124)

ie. the set {02} ]

SVD of R.

collects the all the eigenvalues of Ky, which can be obtained by the

For the error estimate, it is straightforward to have

N
—R (z’ ‘7> ’ dudv
n'n

HR(u,v) — R(u,v) ’

L2([0,1]2)
Yy / " /

1=1 j=1
. 2
n n j

< =<

» M /wsﬂ[ 193G O - (0=

2 4C?(a)y?
2

< § S :/ / 20%(a)y” - dudv = —— -, (125)

=1 j=1

hence by ,

E NUMERICAL SETTINGS

V4 k—UﬂS%foranyneNjg.

According to Lemma the target input-output temporal relationship has a Riesz repre-
sentation form. Under the discrete-time regime, we are supposed to set

T
z)=> plt,s)zs, (126)

where T' € N is the path length.
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E.1 SETTINGS OF FIGURE [II

For the input, we generate 6 sequences using Gaussian i.i.d. random variables with the path
length T'= 30. Hence, the output (target) is Hy(x) = Z§0:1 p(t, 8)s.

The high rank target has the representation

high t —_ COS(t)7 = S, 127
prete,s) = {12 (127
while the low rank target has the representation
9
low
t,s) = t . 128
PV (t,s) ,;0 i cos(nmt) cos(nws) (128)

E.2 SETTINGS OF FIGURE 2

Consider the target with the following representation
plt,s) = e e wR(e e ), (129)

where
R(’LL, U) = Z Jn@n(”)ﬂ%(v), (130)

with both {¢x} and {¢x} as orthonormal bases. In this way, we construct a target with
singular values {0 }. Under the discrete-time setting, we are supposed to use the following
linear, width-m RNN encoder-decoder

H(x) = i cVIPQW T Ux(T — 5), (131)

s=1
where P € R™*N Q€ RV*X™ with m = mp = mg.

Recall that the approximation error is derived as
|H — B SR = Rllons < IR - Rl o, (132)

where R(u, v) = Zf\i’l @i(u)éi(v) € P2, with By @ € Pp. In the numerical experiments,
we first construct an R(u,v), and then fit it with the polynomial I%(u, v) using the method
of least squares. The norm ||R — R||12([o,1)2) is used to evaluate the approximation error.

In the particular example reported in Figure [2, we set m = 128, ¢, (u) = 2sin(nru)
_1 <

and ¢,(v) = v/2sin(n7v). The singular values are taken as: (a) o, = e s NO;

0, n > Ny

-1 < N,
(b) op = {g ’ Z; Ng; (c) 0, = n72, with Ny = 2,4,6,8. As an infinite sum, R is

constructed under a finite truncation with the first 50 terms.

E.3 SETTINGS OF FIGURE [B]

We perform experiments on nonlinear targets to show that the insight of low rank approxi-
mation also holds in the nonlinear case.

Nonlinear target. We consider the forced Lorenz 96 system (Lorenz, |1996)), which is an
important example of reduced order modelling for convection dynamics, with applications
in weather forecasting.

Mathematically, the system has K output variables {y;} and JK hidden variables {z;}
with £ = 1,2,...,K and 57 = 1,2,...,J. The parameters K,J control the number of
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variables in the system, and can be viewed as a complexity measure. The input {z;} is an
external temporal forcing. The system satisfies the following dynamics

J
dys, 1
% = ~Ur-1(Yr—2 — Yr+1) — Yr + Tp — N Z 2,k (133)
j=1
dz;
djf = —zj+1k(Zjt2k = Zj—1k) = Zjk + Yk, (134)

with cyclic indices yr+x = Yk, 2jh+K = 2k and zj4 5, = 2. Here, we take {z1} as
randomly generated input sequences with the path length 64. We have tested for several
cases with different parameters: i) J = 6 with K = 1,5,10,20; ii) K = 5 with J =
5,15, 25, 100.

Note that the forced Lorenz 96 system parameterizes a highly nonlinear functional.

Nonlinear model. We learn the above system using RNN encoder-decoders with nonlin-
ear activations, i.e.

hs :U<WEhsfl+UEms+bE)7 U:U(Qhr+b1)7
gt =o(Wpgi—1 + bp), go = o(Pv + by), (135)
oy = Wog: + bo,

where ¢ is the element-wise tanh activation. Let m = 128 be the hidden dimension, N =
1,2,...,32 be the size of the coding vector v, we have xy, 0, bo € RX, hy,bg,bp, by € R™,
Wg,Wp € R™*™ b ¢ RN, Wp € R™*K Q e R™*N P c RV*™ Note that we construct
the model with a fixed hidden dimension m but different N, thus only sizes of @, P, by, by
are varying, while sizes of other parameters remain unchanged.

Training and initialisation. We denote the model with the coding vector size N as
EncDec®™). We utilise the Adam optimiser and train from EncDec™ to EncDec®?). For
EncDec"), we use a normal random initialisation, and train for 3000 epoches until a stable
error. For EncDec™) with N > 1, we use the parameters trained from EncDec¥—1 as the
initialisation. For the parameters Q, P, b1, by, we pad them to match the size of EncDec")
with normal distributions as initialisations.

It is shown that the low rank approximation phenomena discovered in the linear setting also
appears in this nonlinear case.
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