
Assistive Large Language Model Agents for
Socially-Aware Negotiation Dialogues

Anonymous ACL submission

Abstract

We develop assistive agents based on Large001
Language Models (LLMs) that aid interlocu-002
tors in business negotiations. Specifically, we003
simulate business negotiations by letting two004
LLM-based agents engage in role play. A third005
LLM acts as a remediator agent to rewrite ut-006
terances violating norms for improving negoti-007
ation outcomes. We introduce a simple tuning-008
free and label-free In-Context Learning (ICL)009
method to identify high-quality ICL exemplars010
for the remediator, where we propose a novel011
select criteria, called value impact, to measure012
the quality of the negotiation outcomes. We013
provide rich empirical evidence to demonstrate014
its effectiveness in negotiations across three dif-015
ferent negotiation topics. The source code and016
the generated dataset will be publicly available017
upon acceptance.018

1 Introduction019

There is a growing interest to build conversational020

agents with social intelligence, aiming to assist hu-021

mans to achieve both task and social goals (Gweon022

et al., 2023; Wang et al., 2024b). Compared to023

task-oriented goals, such as booking a flight, the024

subjective nature of social goals, e.g. rapport build-025

ing, makes them more challenging to model and026

quantify, especially when they often require social027

interactions. Machine social intelligence neces-028

sitates virtual agents to demonstrate human-like029

social behaviors and handle intricate social tasks030

like cooperation and negotiation (Li et al., 2023b;031

Zhang et al., 2023).032

Recent literature studies agents in simulated en-033

vironments to explore their social skills (Li et al.,034

2024; Xu et al., 2023a; Abdelnabi et al., 2023;035

Akyurek et al., 2023; Bakhtin et al., 2022; Fu et al.,036

2023; Li et al., 2024) and task-oriented skills (Zhou037

et al., 2023; Park et al., 2023; Wang et al., 2023a;038

Hua et al., 2023; Xu et al., 2023b; Light et al.,039

2023; Wang et al., 2023b). We are instead inter-040

Figure 1: An illustration of our social agent(s). We
expect to apply the remediator to real-world negotiations
where the remediator can rectify potential social norm
violations in the dialogue, thereby reducing conflicts
and misunderstandings caused by cultural differences.

ested in agents that can intervene and enhance the 041

interaction of other agents (see Figure 1). 042

In this paper, we investigate how effectively 043

agents can aid conversational partners in achieving 044

their social goals and thereby improve negotiation 045

outcomes. We specifically focus on studying im- 046

pact of social norms in business negotiations, since 047

negotiation is an integral part of the daily life (Baz- 048

erman and Neale, 1993; Lewicki et al., 2011). We 049

develop a socially intelligent remediator agent that 050

intervenes in social interactions. The agent gener- 051

ates remediation to correct inappropriate language 052

elements that do not align with social norms. We 053

quantify the benefits of remediation from both task- 054

oriented and social goals, thereby empowering the 055

agent to aid by addressing both aspects. 056

We adopt an in-context learning (ICL) approach 057

to enable non-trainable black-box models serve as 058

the remediation agent, as opposed to the previous 059

work based on fine-tuning (Bakhtin et al., 2022; 060

Wang et al., 2024b). Our novel scoring function for 061

ICL demonstration selection eliminates the neces- 062

sity of ground-truth output labels (Lin et al., 2023). 063

Our ranking score, dubbed value impact, quanti- 064

fies both task-specific and social goals to evaluate 065

how effectively the remediator can assist interlocu- 066

tors in business negotiations, as well as to better 067

differentiate between positive and negative ICL ex- 068
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amples. Several works have considered the ICL069

demonstration selection problem. However, they070

either focus solely on classification tasks (Choi071

and Li, 2024; Wang et al., 2024c), require addi-072

tional costs to train a retriever to choose optimal073

demonstrations (Wang et al., 2024a), or rely on074

the generation probability of ground-truth answers075

to select demonstrations (Li et al., 2023a; Xu and076

Zhang, 2024). In this work, our contributions are,077

• We formulate the problem of assistive systems078

to help with social aspects of negotiation di-079

alogues as a multi-agent problem. We then080

propose a multi-agent social interaction en-081

vironment to simulate negotiation dialogues082

with interventions, that involve social norm vi-083

olations/adherence, using role-playing LLMs.084

• We introduce a simple tuning-free and label-085

free ICL method that effectively improves the086

social intelligence of an assistive agent based087

on LLMs using a few carefully selected exam-088

ples from the past simulated interactions. This089

is achieved based on our novel ICL sample090

selection criteria, value impact, that captures091

the value of interventions based on both social092

and negotiation outcomes.093

• Through experiments, we demonstrate that094

the remediator, using our ICL example se-095

lection method, outperforms all baselines in096

enhancing negotiation outcomes and mitigat-097

ing social norm violations. Compared to the098

best baseline model, our remediator achieves a099

maximum improvement of 4% in negotiation100

success rate (86% → 90%), a 1.5% increase101

in deal price (630,479 → 640,154), and a 3%102

enhancement in the achievement rate of social103

goals (82% → 85%).104

2 Assistive Systems for Negotiations105

2.1 Problem Setting106

We simulate human negotiations with two LLM107

agents, assigning them respective roles and the108

goals they need to achieve. In the LLM-based nego-109

tiations, we mimic the real negotiations by injecting110

social norm violations in a controlled manner.111

Norm violations are viewed as a mapping to real112

situations, where, during a deadlock or intense ne-113

gotiation, a negotiator might unintentionally use114

language that is overly aggressive, offensive, and115

violates social norms. To mitigate the potential116

negative impact of such language on negotiation 117

outcomes, a third-party LLM agent, the remedia- 118

tor, is introduced in this work to correct instances 119

of norm violations. The remediator aims to en- 120

sure that the language adheres to the social norms, 121

and avoids offending the negotiating parties. This 122

in turn assists the parties in achieving their task 123

goals and relationship goals, including building 124

trust, deepening relationships, and establishing a 125

stronger network between the conversational par- 126

ticipants. It is believed that the achievement of 127

relationship goals will also impact the negotiation 128

process, making it easier for the buyer and seller to 129

reach an agreement when there is a mutual under- 130

standing and trust. 131

The remediation generated by the remediator is 132

used to rewrite sentences involving norm violations 133

and conveyed to the counterpart party to facilitate 134

smooth dialogue. To focus on the functional study 135

of the remediator, we consistently have the seller 136

generate dialogues that may involve norm viola- 137

tions, while the buyer engages in normal conversa- 138

tion. So, the remediator only corrects the language 139

used by the seller. 140

We employ two role-playing language agents, 141

i.e., the buyer and seller, and an remediator to sim- 142

ulate the realistic human negotiations with socio- 143

cultural norm violation. The details of the imple- 144

mentation and the algorithm for the LLM-based 145

simulation can be checked in Appendix A.1. 146

2.2 LLM-based Assistive Agents 147

The generative LLMs obtained through extensive 148

pre-training inherently possess the ability for se- 149

mantic understanding and task insturction follow- 150

ing. Leveraging past experiences learned from the 151

corpus, these models can, in a zero-shot learning 152

manner, to some extent address a new downstream 153

task. However, the data distribution of the training 154

corpus for such untuned models may differ from 155

that of the downstream task, leading to issues of 156

distributional bias. 157

Consequently, when untuned models handle 158

downstream tasks, the following problems may 159

arise: 1. The model may not strictly adhere to 160

task instructions, generating redundant information 161

beyond task requirements; 2. The generated con- 162

tent may be inconsistent with the preferences of the 163

downstream task. Since untuned models have not 164

undergone sufficient training in the downstream 165

task and thus lack specific knowledge about it, they 166

often struggle to provide effective assistance in con- 167
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Figure 2: A running example: In this conversational exchange between two interlocutors, an utterance from the
seller breaches a social norm. Our remediator intervenes to rectify it by generating a remedial response.

versations. Therefore, we first introduce (or design)168

baseline methods with different architectures based169

on the negotiation task (the details can be viewed170

in Appendix A.2). Subsequently, we present our171

memory-augmented ICL model.172

3 Exemplars with High Value Impact173

A core challenge in the design of our Assistant is174

that we aim to achieve high-quality norm remedia-175

tion with low or zero training costs1 and minimal176

inference time. Many related works have demon-177

strated that a small number of constant stylistic ICL178

examples can enhance the alignment of LLMs with179

downstream tasks (Lin et al., 2023). Therefore,180

we search for approximately optimal ICL exam-181

ples offline and encapsulate them into prompts to182

determine the agent’s policy. This approach has183

two main advantages: first, by performing calcula-184

tions offline, the LLM avoids the time needed for185

online learning, thus reducing inference time. Sec-186

ond, ICL learning does not require training, which187

reduces training costs. We denote the agent’s pol-188

icy by πθ where θ is the set of chosen training189

exemplars. In this section, we present a method190

for selecting such crucial exemplars in order to191

characterise a near optimal policy πθ∗ .192

Let d = (h<t, xt, yt, h>t) be an annotated dia-193

logue between the buyer and the seller, where xt is194

the t-th dialogue turn and yt is its silver groundtruth195

remediation (annotated by a zero-shot GPT 3.5 that196

none of the ICL exemplars is provided), h<t de-197

notes the conversation history from the start up to198

the turn t, and h>t denotes the continuation of the199

conversation to the end. Let R(d) denotes the final200

1Especially for black-box models like the ChatGPT, GPT-
4o, and Claude series LLMs that cannot be trained.

reward/outcome of the conversation, encompassing 201

various factors such as whether a deal was reached, 202

the agreed price, the change in the quality of the 203

business relationship due to this dialogue, and the 204

change in the quality of the trust after this dialogue. 205

Let D be the dialogue dataset annotated with 206

the silver remediations. For each dialogue d ∈ D 207

and a turn t with norm violation, we consider z = 208

(h<t, xt, yt) to be a candidate exemplar that can be 209

included in the agent’s memory. 210

Value of an remediation Consider an exem- 211

plar z = (h<t, xt, yt) extracted from a dialogue 212

d = (h<t, xt, yt, h>t). We let the two role-playing 213

LLM agents randomly synthesize a new business 214

negotiation task and begin their dialogue until a 215

remediation point xs is reached. For remedying xs, 216

we first feed a prompt without any ICL examples 217

to the remediator agent, allowing it to generate a 218

silver remediation ys in a zero-shot learning set- 219

ting. Subsequently, we pack z as an ICL example 220

into the task instruction and prompt the remediator 221

to generate remediation y′s in a one-shot learning 222

setting. We define the value of y′s wrt the silver 223

remediation yt for an remediation point xs as, 224

Vz(y
′
s) := Epsim(h′

>s|y′
s,xs,h<s) ·R(h<s, xs, y

′
s, h

′
>s)

− Epsim(h>s|ys,xs,h<s) ·R(h<s, xs, ys, h>s)
(1) 225

where psim(h>s) is the distribution over possible 226

completions of the dialogue, following the reme- 227

diation and the conversation history. We can sam- 228

ple from psim(h>s) using simulation Algorithm 1. 229

Some remarks are in order: (1) A complete trajec- 230

tory (h′<s, xs, y
′, h′>s) is composed of actions of 231

three agents, i.e. the assistive remediator agent as 232

well as the role-playing LLM agents for the buyer 233

and seller. We are mainly interested in the value 234
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of information for the actions taken by the reme-235

diator agent. (2) Due to high simulation cost, in236

the experiments: (i) we sample h′>s and h>s once237

to estimate the value of information using eqn 1,238

and (ii) we allow only one remediation point in a239

simulated dialogue.240

We designed a heuristic-based reward calcula-241

tion formula. We use a GPT-3.5-based evaluator242

agent to assess the dialogue status and extract the243

transaction price, vprice, which is then normalized244

to the [0,1] range based on the price interval. We245

use bdeal to indicate whether a deal was reached246

at the end of the dialogue. If the transaction is247

completed, bdeal = 1; if the transaction is not com-248

pleted, bdeal = −1. Additionally, the evaluator249

assesses changes in the social relationship status250

of the dialogue participants before and after the251

negotiation. We use δtrust and δbus to represent252

whether trust and business relationships between253

the participants have strengthened post-negotiation,254

respectively. If trust or business relationships is255

deepened, the value is 1; if there is no change, the256

value is 0; if it becomes worse, the value is -1. Thus,257

we propose the following formula to quantify the258

social goal and task-oriented goal:259

R(d) = α · v_price+ β · b_deal
+γ · δ_trust+ ϵ · δ_bus (2)260

261 Value Impact of exemplar(s) We use the role-262

playing agents to synthesize dialogues Ds, and263

define the value impact of exemplars as the values264

that they produce when used in the ICL policy to265

remediate Ds. Consider one ICL exemplars z̃, we266

define the value impact of it as:267

V impact
Z={z̃} :=

∑
xs∈Ds

Vz̃(πZ={z̃}(xs, h<s))/|Ds| (3)268

where z̃ = (h̃<t, x̃t, ỹt) is an exemplar,269

πZ={z̃}(xs, h<s) is the remediation generated by270

the policy πZ={z̃}, and |Ds| is the size of the syn-271

thetic dialogues. The policy πZ is built with an272

LLM using the three-part prompt structure of Fig-273

ure 2 and one ICL exemplar set Z = {z}. It should274

be noted that we can include multiple ICL exam-275

ples in Z, transitioning the remediator from a one-276

shot learning setting to a few-shot learning setting.277

As the policy is characterised by the examples278

included in the memory prompt, the problem of279

optimising the policy boils down to choosing the280

optimal subset of examples Z∗ from D to include281

Figure 3: An illustration of using Hierarchical traversal
with early pruning to search for the optimal exemplars.

in the prompt to maximise the value impact, 282

Z∗ = argmax
Z⊆D

V
impact
Z (4) 283

We explain our optimisation algorithm for choosing 284

such near optimal examples as follows. 285

Individual exemplar Filtering In the first step, 286

we search for individual norm violation examples 287

with high value impact. We rank the candidate 288

examples in D according to their individual value 289

impact V impact
{z} . Computing the individual value im- 290

pacts based on eqn 3 can be time consuming due to 291

several reasons: (i) the large number of candidate 292

examples in D, (ii) the high computation needed 293

to compute the exact expectation for the value V 294

in eqn 1, and (iii) the high computation needed for 295

computing the expectation over a large example set 296

Ds in eqn 3. We thus resort to approximations: (i) 297

we only consider a subset of |S′| << |D| as candi- 298

date examples for ranking chosen randmoly from 299

D and (ii) we approximate the value impact in eqn 300

3 based on a small sized Ds. We then rank the can- 301

didate examples in S′ according to their estimated 302

value impact for the next stage of optimisation. 303

Search for Optimal exemplars. The combina- 304

tion of multiple ICL exemplars often provides more 305

assistance to the model in tackling tasks, compared 306

to a single ICL exemplar. After completing the first 307

step, we now need to find an approximate optimal 308

ICL example set to build an effective policy. 309

As shown in Figure 3, we sorted all exemplars 310

in S′ in descending order according to their value 311

impact and selected the top-n exemplars with the 312
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highest individual value impact to form an ICL313

exemplar set, i.e., SINIT . The remaining ICL ex-314

amples in S′ (also sorted in descending order of315

value impact) are considered as the candidate ICL316

exemplar pool, i.e., SCAND. We regard the SINIT317

as the initial ICL example set SICL.318

Our goal is to combine ICL examples from319

SINIT and SCAND sequentially using a hierar-320

chical traversal algorithm. This approach aims to321

search for different combinations of ICL examples322

and select the one combination with the highest323

value impact, representing the approximately op-324

timal ICL example set we seek to explore. The325

computational complexity of hierarchical traversal326

is O(|S′| · |Ds| · |SINIT | · |SCAND|). It becomes327

evident that as the size of |S| increases, the search328

space expands significantly, and the search approx-329

imates an NP-hard problem. During our empirical330

study, we found that the value impact of a single331

ICL exemplar holds certain indicative significance.332

Specifically, if an ICL exemplar has a higher value333

impact, then if this exemplar remains in the ICL334

example set, the overall value impact of the set335

will also be correspondingly higher. Therefore, the336

probability of this exemplar staying in the final ICL337

example set is higher compared to exemplars with338

lower value impact. Based on this discovery, we339

designed a heuristic rule for early pruning during340

hierarchical traversal, which will be detailed in the341

following sections.342

We initialize an empty queue q and enqueue343

SINIT , starting the hierarchical traversal. In each344

iteration, we dequeue the elements of the current345

level from q, with each element being a combina-346

tion of ICL exemplars S′
ICL. For an ICL exemplar347

a originally in SINIT within S′
ICL, we sequen-348

tially select an exemplar b from SCAND based on349

its sorted order and replace a in S′
ICL with b to350

form a new S′′
ICL, making it a child node of S′

ICL.351

We then calculate the value impact change of this352

new S′′
ICL and enqueue it into q as a child node353

to be visited in the next level. The value impact354

change is: ∆ := V
impact
S′′
ICL

− V
impact
S′
ICL

.355

Notably, if we observe that the ∆ of S′′
ICL is neg-356

ative for M consecutive replacements, we conclude357

that it is unnecessary to continue replacing a with358

further lower-ranked b exemplars from SCAND.359

Consequently, we terminate the exploration of the360

current branch and do not enqueue further child361

nodes of S′
ICL (by replacing a) into q, thereby362

completing early pruning. When all elements in the363

queue q have been dequeued and visited, the hierar- 364

chical traversal ends. At the end, we select the ICL 365

example set with the highest value impact as our 366

final solution, therefore, we obtain π∗ := πS∗
ICL

, 367

which is considered as an approximately locally 368

optimal policy for remediation. 369

4 Experiments 370

4.1 Experimental Settings 371

Dialogue generation. We consider three topics: 372

housing price, product sale, and salary negotia- 373

tion for bilateral negotiations. For the negotiator 374

agents, we design topic-specific prompts for each 375

role to inform the topic, task-related goals and re- 376

lational goals, as shown in Table 4, 5, and 6 in 377

Appendix A.6. To minimize the impact of con- 378

founders on the generated dialogues, we use same 379

definitions for the relational goals across all topics. 380

The prompts vary in terms of topics, task-related 381

goals, and the description of roles. For example, 382

in salary negotiation, the task-orient goal of the 383

job seeker is to obtain the highest possible salary, 384

while the goal of the employer is to match the job 385

seeker’s work abilities with appropriate salary. 386

To add utterances with norm violations into the 387

dialogues, we set pc to 0.4, as described in Ap- 388

pendix A.1. The resulting proportion of turns 389

with violations in each dialogue is approximately 390

44.36%. In each dialogue, we assume that only one 391

agent is not aware of social norms to produce those 392

violations, which is the seller for housing price and 393

product sale, and the job seeker for salary negoti- 394

ation. As a result, we are able to use the metrics 395

introduced below to consistently assess the quality 396

of the remediation models, the higher the better. 397

For the negotiator agents, we adopt GPT 3.52 as 398

the LLM to produce dialogues in Chinese. Chinese 399

is chosen because there is a high probability that 400

GPT 3.5 does not produce English dialogues with 401

norm violations due to violations of the OpenAI 402

policies.Following Algorithm 1, we generate 100 403

dialogues per topic as the test set, while generating 404

333 dialogues per topic for training. The training 405

set also serves as the pool for ICL exemplars. 406

Remediation Baseline Models. As this work fo- 407

cuses on understanding the impact of remediations, 408

we apply the remediation agents directly to each 409

turn marked with violations to produce remedia- 410

tions without employing any detection models. 411

2https://openai.com/
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We have the following baselines as described in412

Section 2.2 and 3: Prompt-based LLM: use a task413

instruction (without ICL examples) prompt LLM to414

remedy norm violations. Vanilla ICL-based LLM:415

randomly selecting K ICL demonstration exam-416

ples from D to compose prompt; RL-based LLM:417

summarizing the past dialogues and remediation418

and incorporating the summary into the content of419

randomly seletected ICL demonstration examples.420

SFT-based LLM: employing D to supervised fine-421

tune the Atom-7B-Chat3 (a Llama2-7B model that422

is finetuned using a substantial amount of Chinese423

corpus). We equip Atom with Low-rank adapta-424

tion (LoRA) for finetuning. Retrieval-augmented425

ICL-based LLM: to retrieve top-K examples in426

D that are the most similar to the current query427

dialogue as the demonstration examples. ValueIm-428

pact ICL-based LLM: find the ICL demonstration429

example set that has the highest Impact Value. The430

example set is consisted of K examples, and we set431

M = 2. In all ICL-related methods, K is set as 8.432

Since GPT 3.5 is an untrainable model, we imple-433

ment all the prompt-based and ICL-based methods434

using both GPT 3.5 and Atom-7B-Chat, but only435

implement the SFT-based method using Atom. We436

can refer to Appendix A.2 to check the details of437

the implementation of the baseline models.438

In eqn 2, we set α = 0.7, β = 0.1, γ = 0.1, and439

ϵ = 0.1, respectively.440

4.2 Metrics441

We evaluate the remediation models based on ne-442

gotiation outcomes from four perspectives: success443

rate, deal value, trust improvement, and relation en-444

hancement. The former two are calculated by rules,445

while the latter two are evaluated by using GPT446

4 with the designated prompts outlined in Table 8447

and 9 in Appendix A.6. We consider evaluating448

negotiation outcomes because our Algorithm 1 for449

dialogue generation view remediation measures as450

interventions so that different remediations lead to451

different flows of conversations. As a result, there452

are no groundtruth responses to compare with be-453

cause there are exponentially many possibilities454

that a conversation can take.455

We define four metrics to evaluate the outcome456

of the negotiations, including: (1) Success Rate457

(Suc): the percentage of negotiations that end up458

with successful deals. (2) Deal Value (Deal($)): the459

agreed final deal price after an negotiation averaged460

3https://github.com/FlagAlpha/Llama2-Chinese

across all conversations. (3) Trust Improvement 461

(Trust): the ratio of the negotiations that an agent 462

obtain a higher trust from the counterpart than that 463

at the begin of conversations. (4) Relation Enhance- 464

ment (Rel): the percentages of the negotiations that 465

an agent has better relation with the other party at 466

the end of negotiations. The details of the metrics 467

can be viewed in Appendix A.3. 468

4.3 Results and Analysis 469

We conduct experiments to show the effective- 470

ness of the remediation agent using our proposed 471

method, in comparison with competitive baselines. 472

From Table 1 we can see that norm violations con- 473

sistently harm the outcomes of negotiations w.r.t. 474

all four perspectives if no remediation applies. This 475

aligns well with the Expectation Violation theory 476

in social science (Levine et al., 2000). 477

Remediation effectively improves the negotia- 478

tion outcomes for almost all models w.r.t. all met- 479

rics across all topics, except for very few cases, e.g. 480

the success rate of the prompt-based model using 481

Atom-7B-Chat for “product sale” is 2% lower than 482

that without any remediation. Those LLM-based 483

agents can indeed help negotiation agents achieve 484

their relational goals, and further improve negotia- 485

tion success rates and deal values, regardless if the 486

LLMs are fine-tuned or not. 487

Our approach based on GPT 3.5, denoted as Val- 488

ueImpact ICL in Table 1, consistently outperform 489

all baselines in terms of all metrics. When the 490

LLM is switched to Atom-7B-Chat, there are slight 491

performance drops in all metrics, which shows the 492

importance of the ability of LLMs to understand 493

ICL examples and prompts. Despite that, our ap- 494

proach with this open-source LLM achieves still 495

superior performance than the baselines using the 496

same LLM in most of the cases. 497

The most relevant method to our approach is Re- 498

trieval ICL, which identifies K nearest neighbours 499

as ICL examples. As our method outperforms Re- 500

trieval ICL in almost all cases, the ICL example set 501

using our approach is indeed better than the widely 502

K nearest examples selected on the fly. Further- 503

more, when we compare the ICL examples used 504

in Retrieval ICL with those using our approach, 505

we find that the overlap rate is approximately 40%. 506

It is evident that the best ICL examples are not 507

necessarily the widely used K nearest neighbours. 508

Additionally, we observe a consistent trend 509

across the three topics, combining four metrics: 510

except for a few cases, the zero-shot prompt-based 511

6
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Topic → Product Sale Housing Price Salary Negotiation
Method ↓ Suc. Deal ($) Trust Rel. Suc. Deal ($) Trust Rel. Suc. Deal ($) Trust Rel.

Without Viol. 90% 42.13 78% 84% 78% 646125 74% 76% 90% 3487.5 74% 80%
Viol No-Remed. 74% 38.14 66% 70% 60% 594867 64% 66% 80% 3371.5 68% 70%

With Violation (GPT 3.5)
PROMPT 76% 40.66 72% 78% 66% 617580 66% 68% 84% 3393.0 70% 72%

Vanilla ICL 78% 41.08 74% 78% 68% 620176 70% 70% 86% 3457.7 70% 74%
RLNL 77% 41.18 74% 80% 70% 622479 70% 72% 84% 3450.6 70% 72%

Retrieval ICL 80% 41.57 76% 82% 76% 630479 72% 74% 86% 3484.5 74% 76%
ValueImpact ICL 82% 42.20 78% 85% 76% 640154 75% 76% 90% 3506.0 76% 75%

With Violation (Atom-7B-Chat)
PROMPT 72% 39.24 70% 72% 62% 608977 64% 65% 81% 3409.4 70% 70%

SFT 75% 40.70 74% 78% 66% 618471 68% 68% 84% 3405.5 70% 72%
Vanilla ICL 76% 41.10 72% 77% 66% 619902 69% 67% 84% 3410.7 71% 71%

RLNL 76% 41.23 72% 76% 68% 619875 68% 70% 83% 3408.3 71% 72%
Retrieval ICL 77% 41.13 72% 76% 70% 620974 69% 71% 85% 3455.8 72% 73%

ValueImpact ICL 79% 41.80 73% 79% 71% 627834 71% 70% 86% 3460.6 73% 74%

Table 1: The evaluation of remediation models on negotiation outcomes. The row ‘Without Viol.’ denotes the
setting that no norm violations occur in any conversations by setting pc = 0, while the row ‘Viol No-Remed.’ refers
to the negotiations with violations but no remediation models are applied. The remediation models below ’With
Violation (GPT 3.5)’ are based on GPT 3.5, while the models below ’With Violation (Atom-7B-Chat)’ are the ones
using Atom-7B-Chat.

LLM implemented remediator generally performs512

lower than the SFT LLM. The SFT LLM’s per-513

formance is inferior to ICL-based LLMs. Within514

the ICL-based LLM family, the Vanilla ICL model,515

derived from random ICL examples, exhibits the516

poorest performance. The RLNL, which incorpo-517

rates NL feedback, performs better. The nearest518

neighbor ICL examples obtained through similarity519

retrieval show intermediate performance. Notably,520

the ValueImpact ICL proposed in this paper ex-521

hibits the best performance.522

The reason for the inferior performance of SFT523

LLM compared to ICL-based LLM is the relatively524

small size of the pseudo-gold annotation set D525

(approximately 1000 instances). This limited quan-526

tity hinders the effective optimization of parame-527

ters, preventing the model from fully learning task-528

relevant knowledge. Simultaneously, it is likely529

that due to this reason, and because Llama2 has530

limited support for Chinese, methods implemented531

based on Atom generally perform weaker than their532

counterparts implemented based on GPT 3.5.533

Ablation Study In our ablation study, as shown534

in Table 2, we experimentally evaluated the im-535

pact of Value Impact, topic diversity, hierarchical536

traversal, and the M-value in hierarchical traver-537

sal on overall model performance. We obtained538

the following key conclusions: (1) Value Impact539

plays a crucial role in identifying the optimal ICL540

examples. (2) The higher the diversity of ICL ex-541

amples, the better the results. (3) Compared to542

simply combining individual ICL exemplars with543

Product Sale Suc. Deal ($) Trust Rel.
Standard (GPT 3.5)

Vanilla ICL 78% 41.08 74% 78%
Retrieval ICL 80% 41.57 76% 82%
ValueImpact ICL 82% 42.20 78% 85%

Ablation (GPT 3.5)
Top ValueImpact ICL 81% 41.78 76% 83%
Topic retrieval ICL 79% 41.33 76% 81%
Topic ValueImpact ICL 80% 41.91 78% 82%
ValueImpact ICL (M=5) 82% 42.31 79% 83%
ValueImpact ICL (M=1) 81% 42.07 78% 82%

Table 2: The ablation study results.

the highest Value Impact, hierarchical traversal re- 544

trieves better combinations of ICL demonstrations. 545

(4) The M-value represents the search space of hier- 546

archical traversal. When the M-value is too small, 547

retrieval performance is poor; when the M-value 548

is increased, it does not significantly improve the 549

quality of ICL demonstrations and results in a lot of 550

ineffective search computations. Therefore, M=2 551

is our most cost-effective choice. For additional de- 552

tails on the Ablation study and related experimental 553

results table, please refer to the Appendix A.4. 554

Human Evaluation As shown in Table 3, we 555

employed three annotators to conduct human evalu- 556

ations on four baseline models and our own model 557

across dialogues in three different topics. We eval- 558

uated two aspects of the conversations: (1) whether 559

the dialogues were fluent and logically realistic af- 560

ter remediation (Dialogue column in Table 3), and 561

(2) whether the remediation effectively corrected 562

norm violations, helped negotiators achieve better 563
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Target → Dialogue Social Norm Remediation
Method ↓ Plau. Coher. Eff. Help Deal. (%) Help Outcome. (%) Trust (%) Business Rel. (%)
PROMPT 2.18 2.27 2.17 66.1/ 23.2/ 10.7 58.9/ 23.2/ 17.9 33.9/ 12.5/ 53.6 71.4/ 17.9/ 10.7

Vanilla ICL 2.20 2.30 2.25 67.9/ 21.4/ 10.7 60.7/ 23.2/ 16.1 35.7/ 10.7/ 53.6 75.0/ 14.3/ 10.7
RLNL 2.35 2.62 2.35 69.6/ 17.9/ 12.5 71.4/ 12.5/ 16.1 42.8/ 5.4/ 51.8 80.4/ 10.7/ 8.9

Retrieval ICL 2.33 2.58 2.37 73.7/ 15.8/ 10.5 68.4/ 15.8/ 15.8 42.1/ 5.3/ 52.6 78.9/ 10.5/ 10.5
ValueImpact ICL 2.49 2.68 2.43 79.5/ 9.0/ 11.5 77.0/ 10.7/ 12.3 46.7/ 1.6/ 51.3 85.2/ 7.4/ 7.4

Table 3: The human evaluation results. In this table, the numerical score represents the overall average value. For
instance, for Plau., we calculated the average Plausibility score of 120 sampled dialogues. The judgment score is
presented as a percentage. For example, for PROMPT method’s Help Deal. metric, we recorded the percentage of
all remediations that were labeled as ’yes’, ’no’, or ’not applicable’, which were 66.1%, 23.2%, and 10.7%.

outcomes, and fostered positive social relationships564

with counterparts (Social Norm Remediation col-565

umn in Table 3).566

According to the results in Table 3, similar to567

the findings in Table 1, the models performed from568

best to worst as follows: ValueImpact ICL > Re-569

trieval ICL > RLNL > Vanilla ICL > PROMPT. Our570

method, ValueImpact ICL, scored highest in overall571

dialogue quality assessment, effectiveness of reme-572

diation, and assistance provided. RLNL, by trans-573

mitting natural language feedback generated by a574

LLM agent to other LLM agents, enabling other575

agents to learn how to negotiate using strategies,576

thus producing more natural and logically coherent577

dialogues than Retrieval ICL. However, in terms of578

the quality of the remediations, Retrieval ICL out-579

performs RLNL in helping negotiators achieve bet-580

ter transaction outcomes. For more details and the581

design of metrics within human evaluation, please582

refer to the Appendix A.5.583

5 Related Work584

Social interaction with LLM agents LLMs re-585

sort to their internal knowledge to mimic human586

interactions in social contexts. Researchers have587

employed LLMs to simulate scenarios in commu-588

nities (Park et al., 2023; Wang et al., 2023a), en-589

vironments (Li et al., 2024), or games (Hua et al.,590

2023; Xu et al., 2023b; Light et al., 2023; Wang591

et al., 2023b), and exploring agent capabilities such592

as alignment (Xu et al., 2023a), fitness (Li et al.,593

2024), negotiation skills (Bakhtin et al., 2022; Fu594

et al., 2023), social intelligence (Zhou et al., 2023;595

Wang et al., 2024b), reasoning (Abdelnabi et al.,596

2023), and planning (Akyurek et al., 2023). Our597

research echos the social science theories studied in598

these studies, but it uniquely focuses on language599

agents that can mediate social interactions among600

other agents and evaluate whether these interven-601

tions can positively influence the negotiations.602

In-context learning Demonstration Selection 603

ICL enables LLMs to rapidly acquire task-specific 604

knowledge with just a few demonstrations (Brown 605

et al., 2020). It’s crucial to develop effective 606

selection methods to choose optimal demonstra- 607

tions (Srivastava et al., 2024). Several works trans- 608

form this selection problem into a Bayesian in- 609

ference problem, but only demonstrated effective- 610

ness in multi-classification tasks (Choi and Li, 611

2024; Wang et al., 2024c). LLM-R (Wang et al., 612

2024a) trains dense retrievers to identify optimal 613

in-context examples, albeit with associated train- 614

ing costs. Instruction-Following Difficulty (IFD) 615

is commonly used in Data Selection for Instruc- 616

tion Tuning or ICL demonstrations by calculating 617

the discrepancy between the model’s output and 618

the ground-truth output. (Li et al., 2023a; Xu and 619

Zhang, 2024). However, IFD relies on metrics like 620

cross-entropy that require ground-truth answers. 621

In contrast to these approaches, our demonstra- 622

tion selection method is tuning-free, label-free, and 623

specifically tailored for complex language genera- 624

tion tasks. 625

6 Conclusion 626

In this work, we assign multiple roles to LLMs 627

to create multiple language agents, enabling them 628

to engage in social interactions within simulated 629

environments. We develop an ICL-based approach 630

that empowers a specialized agent, the remedia- 631

tor, to harness social intelligence from past social 632

interactions. This allows the remediator to inter- 633

vene and enhance interactions among other agents, 634

correcting deviations from social norms in negoti- 635

ation dialogues, assisting negotiators in achieving 636

their negotiation objectives, and improving social 637

relationships between parties. Our experimental 638

results demonstrate that our agent effectively reme- 639

dies norm violations and exhibits outstanding so- 640

cial intelligence. 641
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Limitations642

A potential limitation is that we have only tested643

our method in bilingual Chinese and English envi-644

ronments, primarily focusing on remedying norm645

violations in Chinese. We plan to extend our re-646

search to other languages and emphasize the signif-647

icance of this work in the future.648

Additionally, to test the remediator’s ability to in-649

teract with human negotiators in real conversation650

scenarios, we conducted a small-scale experiment651

within our team using the remediator agent to pro-652

vide appropriate remediations. In the experiment,653

users were given two options: the original sentence654

or the remediated version. We recorded the propor-655

tion of users who chose the remediated sentence.656

A preference for the remediation indicates that it657

can accurately express the user’s original inten-658

tion while correcting violations. Through this, we659

tested the reliability of the assistive agent and found660

that users preferred the sentences generated by our661

remediator. Due to policy restrictions, this experi-662

ment cannot be publicly disclosed at this time.663

Also, to use the remediator in real conversations,664

we need to add external I/O devices and auxiliary665

software. Due to resource and time constraints, we666

developed a demonstration system using connec-667

tion software, mobile phones, virtual reality glasses,668

and servers. In the future, we aim to develop a more669

reliable and user-friendly system, thus enabling the670

remediator to assist real-person conversations more671

conveniently.672

Due to resource and time constraints, we did673

not conduct tests on the latest LLMs, which is a674

task we aim to undertake in the future. Addition-675

ally, in simulated dialogue environments, deliberate676

attempts to induce LLMs to generate statements677

that violate social norms may result in highly in-678

appropriate content. In future work, we plan to679

post-process outputs from large models to filter out680

such generated content.681
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A Appendix826

A.1 LLM-based Simulation827

The algorithm for simulating the realistic human828

negotiations with socio-cultural norm violation is829

shown in Algorithm 1. Ev contains N exemplars830

(N is normally set as 5) indicating the possible831

norm violations that might happen in the conversa-832

tion. In the simulation, we use a coin to control the833

norm violation occurrence with a probability pc. In834

each turn, we toss the coin, and the seller agent As835

generates an utterance with norm violation if the836

coin toss comes Head, viewing Ev as the in-context837

learning (ICL) instances (lines 3-4). Otherwise,838

it generates a normal utterance (line 8). Further-839

more, if the remediator Ar agent is activated in the840

simulation, we employ the remediator to rewrite841

the utterance xt (lines 5-6). Then xt is appended842

to the conversation trajectory (line 9). We then843

check whether the conversation needs to end using844

the moderator agent Am (lines 10-11). If not, the845

buyer agent Ab generates the next utterance (line846

11) and the trajectory gets updated (line 12). The847

dialogue continues if the moderator agent decides848

that it is not ended yet (line 13).849

A.2 Details of the baseline models850

SFT-based LLM. The aforementioned instances851

of norm violations, along with the annotations, rep-852

resent silver annotations D. The SFT-based method853

uses D as tuning signals to guide the training of854

a remediator. In contrast to the Vanilla ICL-based855

method that relies on a limited number of exam-856

ples to instruct an untuned model, the SFT-based857

method fine-tunes the model parameters through858

supervised learning, enabling it theoretically has859

the potential to acquire a more extensive range of860

relevant knowledge. It utilizes the Lora module to861

learn task-relevant knowledge embedded in high-862

quality annotations, thereby achieving the goal of863

distilling knowledge from both GPT-4 and human864

annotators. This entails using annotations to learn865

how to rewrite norm violations, rendering them866

more aligned with social norms.867

Prompt-based LLM. We employ a zero-shot868

prompt-based LLM assistant as a baseline. The869

model is endowed with a carefully crafted task in-870

struction delineating the approach to rectify norm871

violations. The prompt used for the model to elicit872

the answers is consisted of three distinct parts. The873

first section of the prompt explains the nature of874

Algorithm 1: The negotiation simulation
algorithm

Input: Seller As, Buyer Ab, Remediator Ar ,
Moderator Am, Norm Violation exemplars Ev ,
Norm Violation Probability pc, coin with
probability pc of coming Head, Boolean
remediation flag;

Output: The simulated conversation trajectory τ ;
1 τ ← []
2 while True do
3 if toss(coin) = Head then
4 xt ← As(Ev, τ)
5 if remediation = True then
6 xt ← Ar(xt)

7 else
8 xt ← As(∅, τ)
9 τ ← [τ, xt]

10 if Am(τ) = End then break
11 xt ← Ab(τ)
12 τ ← [τ, xt]
13 if Am(τ) = End then break
14 Return τ

the norm violation. The subsequent portion en- 875

compasses both the conversation history and the 876

specific sentence that violates established norms. 877

The final segment of the prompt explicitly directs 878

the remediator to rectify the sentence implicated 879

in the norm violation. Such the prompt is fed to 880

a powerful LLM, i.e., ChatGPT or Llama 2, to 881

produce the remediations to rectify the violations. 882

Vanilla ICL-based LLM. In Algorithm 1, the 883

seller agent is tasked to generate sentences that may 884

potentially contravene social norms. These offend- 885

ing sentences are annotated with remediations from 886

GPT4, as an approximate oracle. Also, we have 887

used human annotators for remeiation annotations 888

for some part of the data. We view the remedi- 889

ations annotated by human as gold annotations, 890

while those labeled by GPT4 as silver annotations. 891

We combine silver annotations and gold annota- 892

tions into a high-quality silver annotation set D 893

and randomly extract a certain number of exam- 894

ples from this set, forming a static set of few-shot 895

examples. This set serves as the instruction exam- 896

ples in ICL learning. This Vanilla ICL-based LLM 897

method serves the pivotal role of instructing the 898

remediator on the generation of suitable remedia- 899

tions in response to instances of norm violations 900

during the course of a conversation. 901

RL-based LLM. The RL-based LLM Assistant 902

is also an ICL-based method. In comparison to the 903

Vanilla ICL-based method, we integrate Natural 904
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Language (NL) feedback into the ICL example. As905

presented in (Fu et al., 2023), a language model906

assumes the role of a critic, providing NL feed-907

back to enhance the negotiation strategies of the908

LLM agent. This feedback serves as a form of909

RL-like distant supervision signal, employed in910

the optimization of the agents. Building upon this911

paradigm, we introduce a fourth Critic LLM agent,912

which provides natural language feedback to the913

remediator. The remediator uses this feedback to914

rewrite norm violations in the dialogue, continu-915

ing the conversation with the rewritten sentences916

until the current negotiation concludes. After the917

dialogue concludes, we design a prompt for the918

critic. This prompt instructs the critic to analyze919

the violation remediation in the negotiation, deter-920

mining whether the remediation achieved its rewrit-921

ing purpose and provided positive assistance to the922

dialogue. If the remediation is not a good rewrite,923

the critic suggests improvements. The critic sum-924

marizes the concluded negotiation dialogue based925

on this analysis, and we consider this summary as926

rationale, combined with the dialogue history and927

remediation, forming an instruction example. Fol-928

lowing the same approach as the Vanilla ICL-based929

method, we construct ICL examples and aim to930

have the remediator learn from past experiences of931

remediation generation through the rationale.932

Retrieval-augmented ICL-based LLM. Previ-933

ous research suggests that collecting diverse in-934

struction datasets and retrieving the examples with935

most similar inputs can facilitate rapid generaliza-936

tion. To investigate retrieval augmentation’s effec-937

tiveness, we constructed a dense index of instances938

in D by using a multilingual semantic embedding939

SentenceTransformer model. For each test query940

(in this context, referring to a dialogue), we em-941

ploy cosine similarity to measure the relevance,942

retrieve the top-K most relevant instances, and em-943

ploy the corresponding violation-remediation pairs944

as in-context examples for base LLMs to deduce.945

It’s important to note that such retrieval augmenta-946

tion may lead to a decrease in inference speed. In947

contrast to vanilla ICL, which uses a static prompt948

memory that can be cached, the prompt memory949

for retrieval-based ICL differ for each new query,950

necessitating the computation of in-context exam-951

ples every single time.952

A.3 Metrics 953

Success Rate (Suc): the percentage of negotia- 954

tions that end up with successful deals. Social norm 955

violations often lead to damage of relationships or 956

negative emotions, which in turn result in failure 957

of reaching a deal. Hence, the metric is a strong 958

indicator of the effectiveness of remediations. 959

Deal Value (Deal($)): the agreed final price or 960

salary after an negotiation averaged across all con- 961

versations in the test set. As the remediation agents 962

aim to help either the sellers or the job seekers, the 963

higher the final prices or salaries, the more helpful 964

the agents are. 965

Trust Improvement (Trust): we apply GPT 4 966

to measure whether the trust at the end of a nego- 967

tiation is ‘higher than’, ‘lower than’, ‘the same as’ 968

that at the begin of a conversation. We also allow 969

GPT 4 to produce ‘not applicable’ for for cases 970

where the metric is not suitable for evaluating the 971

current remediation. To quantitatively measure the 972

improvement of trust, we report the ratio of the ne- 973

gotiations that the seller or job seeker agents obtain 974

a higher trust from the counterparts than that at the 975

begin of conversations. 976

Relation Enhancement (Rel): GPT 4 is applied 977

to assess if the relation between two interlocutors 978

at the end of a negotiation is ‘better than’, ‘worse 979

than’, ‘the same as’ that at the begin of a conver- 980

sation. The same as trust, we let GPT 4 yield ‘not 981

applicable’ if the metric is not suitable. In the 982

experiments, we report the percentages of the ne- 983

gotiations that the seller or job seeker agents have 984

better relations at the end of negotiations. 985

A.4 Supplementary details of the Ablation 986

Study 987

We compare variants of our method on the 100 988

dialogues for the topic “Product Sale" and report 989

their results in Table 2. We applied the three mod- 990

els from Table 1 — Vanilla ICL, Retrieval ICL, 991

and ValueImpact ICL — to these 100 dialogues 992

and presented the results in the "Standard (GPT 993

3.5)" block of Table 2. To assess the effectiveness 994

of Value Impact, we compare the LLM using the 995

top 8 ranked ICL examples based on Value Impact 996

(referred to as Top ValueImpactICL) with the 8 997

nearest neighbours selected by ICL Retrieval from 998

the same candidate pool (referred to as Retrieval 999

ICL). This variant excludes the hierarchical traver- 1000

sal step so that we are able to investigate the quality 1001
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of Value Impact for ICL example selection. As it1002

outperforms Retrieval ICL in terms of all metrics,1003

Value Impact aligns better the quality of ICL exam-1004

ples with negotiation outcome improvements.1005

To understand the topic dependence for ICL ex-1006

ample selection, we apply Retrieval ICL and our1007

method ValueImpact ICL to the topic specific ICL1008

candidate set, namely, the training set regarding1009

“product sale”. The resulting performance is re-1010

ferred to as Topic retrieval ICL and Topic ValueIm-1011

pact ICL respectively. Both variants fall short of1012

or on par with the full-fledged model ValueImpact1013

ICL. This indicates usefulness of diversity for in-1014

context examples. A closer look at the selected ex-1015

amples show that the diversity using our approach1016

is higher in terms of semantics and topics. We can1017

refer to Appendix A.7 to view the qualitative study1018

of the different ICL examples used in the above1019

baseline methods.1020

We also explored the impact of hierarchical1021

traversal on constructing Optimal ICL Exemplars.1022

As previously mentioned, the Top ValueImpact ICL1023

in Table 2 is the variant of ValueImpact ICL with-1024

out hierarchical traversal. By comparing the per-1025

formance of these two, we found that all metrics1026

are inferior to ValueImpact ICL after removing hi-1027

erarchical traversal, indicating the effectiveness of1028

the traversal. We use M to control the search space:1029

ValueImpact ICL (M=1) reduces the search space1030

compared to ValueImpact ICL, while ValueImpact1031

ICL (M=5) expands the search space. As shown1032

in Table 2, the M=1 variant is slightly better than1033

Top ValueImpact ICL and slightly worse than Val-1034

ueImpact ICL; the M=5 variant performs almost1035

the same as ValueImpact ICL (with two metrics1036

being better and one worse). This indicates that1037

expanding the search space does not significantly1038

improve model performance but does increase the1039

search and computation time considerably. There-1040

fore, setting M to a relatively small range is a more1041

cost-effective choice.1042

A.5 Supplementary details of the Human1043

Evaluation1044

We randomly selected 40 dialogues from each of1045

the three topics and hired three PhD students spe-1046

cializing in NLP to independently conduct human1047

evaluations. With the consent of the annotators1048

and after compensating them with fees equivalent1049

to the average annotation rates in the Malaysian1050

labor market, we collected manual evaluation re-1051

sults from three annotators. Additionally, the data1052

collection protocol for this study was approved by 1053

the ethics review board at our university. 1054

The annotated scores have two types: numeri- 1055

cal score, rated as 1 (disagree), 2 (partially agree), 1056

and 3 (agree); judgment score, rated as ’yes’ (the 1057

remediation helps the gains), ’no’ (the remedia- 1058

tion does not help the gains), and ’not applicable’ 1059

(the remediation is not relevant to the gains). For 1060

the numerical score, we averaged the ratings from 1061

the three annotators. For the judgment score, we 1062

adopted a majority vote. In Table 3, for metrics of 1063

the numerical score type, we calculate the overall 1064

average value; for the judgment score, we calculate 1065

the percentage and list it in Table 3 with the order 1066

of ‘yes/no/applicable’. 1067

The annotation content is divided into two parts: 1068

the first part is an overall assessment of the dialogue 1069

quality after the remediator has rewritten the norm 1070

violations, and the second part is an evaluation of 1071

whether each norm remediation helps the negotia- 1072

tion. For dialogue quality evaluation, we designed 1073

two metrics: Plausibility (Plau., the development 1074

of the dialogue is reasonable, consistent with daily 1075

life and social norms, and without logical errors or 1076

contradictions) and Coherence (Coher., the context 1077

of the dialogue is coherent, the connection between 1078

preceding and following texts is natural, and the 1079

topic is continuous without jumping). Both of these 1080

metrics use numerical scores. 1081

For annotating the quality of norm remediation, 1082

we designed the following metrics: effectiveness 1083

(Eff., the remediation effectively corrects the norm 1084

violation without altering the original intent), help- 1085

fulness of reaching a deal (Help Deal., the remedi- 1086

ation helps both negotiating parties reach a deal), 1087

helpfulness of achieving a favorable negotiation 1088

outcome (Help Outcome., the remediation helps 1089

the negotiators achieve more benefits), improve- 1090

ment of trust (Trust, the remediation helps deepen 1091

mutual trust between the two interlocutors), and en- 1092

hancement of business relationship (Business Rel., 1093

the remediation helps strengthen the business rela- 1094

tionship between the two parties). Among these, 1095

Eff. uses numerical scoring, while the other metrics 1096

use judgment scoring. 1097

Similar to the findings in Table 1, the ranking 1098

from best to worst in terms of overall performance 1099

is: ValueImpact ICL > Retrieval ICL > RLNL > 1100

Vanilla ICL > PROMPT. From the indicators Plau. 1101

and Coher. in Table 3, it is evident that ValueImpact 1102

ICL is the best. Therefore, regarding the overall 1103

quality of dialogue, the remediator generated by 1104
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this method ensures the dialogue remains smooth1105

and natural after intervention. RLNL, by feeding1106

back the LLM-generated feedback on how to im-1107

prove the previous rounds of dialogue to the LLM1108

itself, helps the LLM produce more natural conver-1109

sations, thus performing better than Retrieval ICL1110

in these two metrics.1111

Regarding the evaluation of remediation qual-1112

ity, ValueImpact ICL is also the best in the Eff.,1113

indicating it can effectively correct norm violations1114

compared to other baseline models. For the other1115

four metrics, we need to observe the percentage1116

difference between ’yes’ and ’no’; the higher the1117

difference, the more positively the method’s re-1118

mediations impact negotiation outcomes. In Ta-1119

ble 3, we can see that ValueImpact ICL has the1120

highest percentage difference in these four indica-1121

tors, suggesting it more effectively helps negotia-1122

tors achieve their goals or establish more reliable1123

and trustworthy business relationships. RLNL per-1124

forms better than Retrieval ICL in the other three1125

metrics except for Help Deal., indicating it better1126

assists negotiators in achieving social goals, but is1127

not as effective as Retrieval ICL in helping nego-1128

tiators achieve deals.1129

A.6 Prompt1130

Seller Prompt. We are using different prompts1131

for the seller, given the situation that the norm1132

violation should be generated or not. Table 4 is the1133

prompt for seller with norm violation, and Table 51134

is the prompt for non-violation.1135

Buyer Prompt. Table 6 is the prompt for instruct-1136

ing the buyer agent to conduct the negotiations.1137

Remediator Prompt. Table 7 is the prompt for1138

instructing the remediator agent to rectify and1139

rewrite the sentence that contains the norm vi-1140

olation contents. Before the prompt being sent1141

to the remediator agent, the wildcard charac-1142

ters ‘$ICL-Examples’, ‘$CONVERSATION’, and1143

‘$LAST_SENTENCE’ in it are replaced with the1144

optimal exemplars, the previous turns of the dia-1145

logue d = (h<s, xs), and xs, respectively.1146

Relational-goal Prompt. We are using a1147

carefully-designed prompt for GPT 3.5 or GPT 41148

to judge whether the trust has been deepened after1149

the conversation (and the possible norm violation1150

remediation). The Table 8 shows the Trust improve-1151

ment prompt. Also, we design another prompt for1152

the powerful LLM to judge whether the business1153

relationship between the two interlocutors has been 1154

deepened after the conversation. The Table 9 shows 1155

the Business relationship improvement prompt. 1156

A.7 A qualitative study of the ICL 1157

demonstration example 1158

We selected three methods to conduct qualitative 1159

study: the one with the highest similarity (Retrieval 1160

ICL, Table 10), the one with the highest Value Im- 1161

pact (Top ValueImpact ICL, Table 11), and the one 1162

involving swapping (ValueImpact ICL, Table 12). 1163

We generated ICL demonstration examples for the 1164

same conversation, which had identical norm vi- 1165

olations, and compared them. As seen in the Ta- 1166

ble 10, examples from Retrieval ICL are mostly 1167

very similar to the original query, while the diver- 1168

sity of examples from Top ValueImpact ICL and 1169

ValueImpact ICL is higher compared to Retrieval 1170

ICL. After swapping, there are subtle differences 1171

between examples from Top ValueImpact ICL and 1172

ValueImpact ICL, and it’s these changes in exam- 1173

ples that lead to the improved performance of Val- 1174

ueImpact ICL. 1175

Remediation comparison. Comparing the reme- 1176

diations generated by three baseline methods, we 1177

observe that the Retrieval ICL (Table 10) merely 1178

points out the opponent’s quote being too low, em- 1179

phasizes the excellence of one’s product quality, 1180

and reiterates the bottom-line price, with little in- 1181

volvement of negotiation skills in its remediation. 1182

On the other hand, while the Top ValueImpact ICL 1183

(Table 11) demonstrates negotiation skills in its 1184

remediation (emphasizing achieving a win-win sit- 1185

uation through negotiation), it still retains some 1186

intense and exaggerated tones from the original 1187

sentence (e.g., “$30 is low to us"), which might 1188

lead to dissatisfaction on the other party. 1189

In contrast, the ValueImpact ICL (Table 12), 1190

in its remediation, begins by expressing empathy, 1191

highlights the significant difference between the ini- 1192

tial and current quotes, and then proposes exploring 1193

other cooperative methods to address the pricing 1194

disagreement. It responds to the other party with 1195

a calm yet assertive language, showcasing negotia- 1196

tion skills and professionalism. Therefore, in this 1197

instance, the ValueImpact ICL method produces 1198

the highest-quality remediation. 1199

ICL demonstration examples comparison. In 1200

Top ValueImpact ICL, ICL examples in the Re- 1201

trieval ICL that solely emphasize one’s bottom line 1202
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price have either been removed or lowered in rank-1203

ing (such as the example goes from the first position1204

to the eighth in Table 11). Additionally, in Table 11,1205

examples containing negotiation skills have risen1206

in rank (examples 1, 2, 3, 4), or have been added1207

(examples 5 and 7). These changes indicate that1208

Top ValueImpact ICL does not primarily focus on1209

the similarity between demonstrations and queries;1210

rather, it assesses whether the demonstration effec-1211

tively improves negotiation outcomes (including1212

more sophisticated negotiation techniques).1213

Comparing Top ValueImpact ICL and ValueIm-1214

pact ICL, we observe that the sixth and eighth ex-1215

amples in Table 11 have been replaced. In Top Val-1216

ueImpact ICL, both of these examples emphasize1217

the bottom line price, conveying a rigid attitude and1218

a lack of flexibility. However, in ValueImpact ICL1219

(Table 12), the remediation for the sixth and eighth1220

examples involves negotiating techniques that in-1221

clude making concessions or seeking alternative1222

cooperation conditions. Therefore, these changes,1223

particularly in the sixth and eighth examples, con-1224

tribute to the positive and cooperative tone of the1225

ValueImpact ICL remediations.1226

A.8 A complete example1227

In the Table 13, we documented the negotiation1228

process between the seller and buyer LLM agents1229

for the unit price of a certain industrial product.1230

This negotiation includes instances of norm vio-1231

lation (marked as [Before remediation]) and the1232

corresponding norm remediation (marked as [After1233

remediation]). It’s noteworthy that when a norm1234

violation occurs, a remediator intervenes in the con-1235

versation, generates a remediation, and replaces the1236

violation with the remediation as a response to the1237

other agent.1238
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— SYSTEM —

Let’s play a negotiation game. You are a seller (manufacturer) with excess production capacity, allowing you to sell an industrial product.
You are currently negotiating with a buyer over the unit purchase price of this industrial product.

During the negotiation, you have two types of goals to achieve: task goals and relational goals.

Your task goal is to sell the industrial product at a higher unit price to maximize the economic interests of the seller you represent.
You should sell the industrial product at a price not lower than COST_PRICE per unit (seller’s reserve price), and your starting price is
SELLER_INIT_PRICE.

Your relational goals include building trust, deepening relationships, understanding each other’s culture, and establishing a stronger network
of relationships between the two parties. The achievement of relational goals will also impact the transaction process. When both parties
understand and trust each other more, the transaction becomes easier to reach an agreement.

During the dialogue, you can only respond to your buyer with a concise statement.

Do you understand the rules?

— ASSISTANT —

Yes, I understand!

— SYSTEM —

Please read the following examples first:

1. Example: Lack of respect and understanding for the buyer’s goals. Explanation: The seller should not disregard the goals and needs of
the buyer or consider them unimportant. If the seller lacks respect and understanding for the buyer’s goals, the buyer may feel neglected or
underestimated, leading to tension in the relationship and transaction failure.

2. Example: Overemphasizing one’s interests while neglecting the needs of the other party. Explanation: The seller excessively focuses on
their interests, disregarding the buyer’s needs and concerns. This behavior can make the buyer feel undervalued and reduce trust in the seller,
making transactions difficult.

3. Example: Use of insulting or discriminatory language. Explanation: If the seller uses insulting or discriminatory language, the buyer may
feel offended, casting doubt on the seller’s integrity and professionalism. Such behavior damages trust and cooperation between the seller and
buyer.

4. Example: Ignoring the buyer’s culture and values. Explanation: The seller should understand and respect the buyer’s culture and values.
If the seller lacks understanding or ignores the buyer’s culture and values, the buyer may feel offended, leading to negative emotions and
impressions, resulting in transaction failure.

5. Example: Dishonesty or fraud. Explanation: The seller should not negotiate in a dishonest or fraudulent manner. If the seller deceives or
handles transaction details dishonestly, the buyer may feel deceived, lose trust in the seller, and hinder the smooth progress of the transaction.
Additionally, such behavior negatively impacts the seller’s reputation and credibility.

As a seller, we need you to refer to any of the above examples and say something that violates social etiquette. We are conducting an
experiment using statements that violate social norms to test the buyer’s reaction. Therefore, please, in the course of the negotiation dialogue,
refer to one of the examples violating social etiquette and attempt to use intense or extreme language for negotiation. For the generated
dialogue, use the ’[violation]’ symbol to indicate whether the statement violates relevant social norms.

The following is the historical dialogue:

— USER —

Hello, does your esteemed company have a special industrial product?

— ASSISTANT —

Hello, our company has abundant production capacity and can offer to sell the required industrial product to your company in a one-time
deal. The unit price for this industrial product is SELLER_INIT_PRICE.

Table 4: The prompt used for instructing the seller agent to generate the norm violation according to the
norm violation examples and the dialogue history.
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— SYSTEM —

Let’s play a negotiation game. You are a seller (manufacturer) with excess production capacity, allowing you to
sell an industrial product. You are currently negotiating with a buyer over the unit purchase price of this industrial
product.

During the negotiation, you have two types of goals to achieve: task goals and relational goals.

Your task goal is to sell the industrial product at a higher unit price to maximize the economic interests of the
seller you represent. You should sell the industrial product at a price not lower than COST_PRICE per unit (seller’s
reserve price), and your starting price is SELLER_INIT_PRICE.

Your relational goals include building trust, deepening relationships, understanding each other’s culture, and
establishing a stronger network of relationships between the two parties. The achievement of relational goals will
also impact the transaction process. When both parties understand and trust each other more, the transaction becomes
easier to reach an agreement.

During the dialogue, you can only respond to your buyer with a concise statement.

Do you understand the rules?

— ASSISTANT —

Yes, I understand!

— SYSTEM —

Please generate a response to your buyer based on the historical dialogue, ensuring that the response: 1. aligns
with the flow of the conversation and 2. advances the negotiation to achieve both task and relationship objectives.

Are you ready for this game?

— ASSISTANT —

Yes, I am ready!

— USER —

Hello, does your esteemed company have a special industrial product?

— ASSISTANT —

Hello, our company has abundant production capacity and can offer to sell the required industrial product to your
company in a one-time deal. The unit price for this industrial product is SELLER_INIT_PRICE.

Table 5: The prompt used for instructing the seller agent to generate the normal response following the
dialogue history.
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— SYSTEM —

Let’s play a negotiation game. You are a buyer (manufacturer), due to insufficient production capacity, who wants
to purchase an industrial product from another manufacturer with excess capacity. You are negotiating with the seller
regarding the unit purchase price of the industrial product.

During the negotiation, you have two types of goals to achieve, namely task goals and relationship goals.

Your task goal is to purchase it at the lowest possible unit price to maximize the buyer’s economic interests.

Your relationship goals include building trust, deepening the relationship, understanding each other’s culture, and
enabling both parties to establish a stronger network of relationships. The achievement of relationship goals will also
affect the trading process. When both buyer and seller have a better understanding and trust in each other, reaching
an agreement in their transactions becomes easier.

During the dialogue, you can only respond to the seller with a short and concise sentence.

Now, ask the seller for information about the industrial product.

— ASSISTANT —

Hello, may I inquire whether your company has a particular industrial product?

— USER —

Hello, our company has sufficient production capacity and can sell the required industrial product to your company
in a one-time transaction. The unit price for this industrial product is SELLER_INIT_PRICE.

— ASSISTANT —

Would you consider selling it at a price of BUYER_INIT_PRICE per unit?

Table 6: The prompt used for instructing the buyer agent to negotiate with the seller and achieve its
goals.
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— SYSTEM —

In the negotiation game, you are a negotiation assistant. Your goal is to refine the seller’s language during
negotiations to ensure that the revised seller’s language:

1. Preserves the original meaning as much as possible.

2. Adheres to social norms, respects etiquette, and does not offend the negotiation counterpart.

3. Helps the seller achieve task goals by reaching a higher sale price to maximize the seller’s economic benefit.

4. Helps the seller achieve relational goals, including building trust, deepening relationships, understanding the
counterpart’s culture, and establishing a stronger network between the negotiating parties. Achieving relational goals
also influences the negotiation process; when the buyer and seller better understand and trust each other, it becomes
easier to reach agreements.

Below are a series of examples, each containing a dialogue with a social norm violation and its corresponding
remediation.

Each example is marked with "# Dialogue:" at the beginning. The dialogues are marked with "seller:" for the seller
and "buyer:" for the buyer. The last sentence of the dialogue violates social norms and is marked as "[violation]."
The revised sentence is marked with "# Remediation:".

$ICL-Examples

Now, the current negotiation dialogue is as follows:

$CONVERSATION

In this dialogue, the last sentence "$LAST_SENTENCE" violates social norms. To make this sentence conform to
social norms and help the seller better achieve both task and relational goals, please revise this sentence according to
the examples above and output the revised sentence.

Table 7: The prompt used for instructing the remediator agent to remedy the social norm violations.
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— TRUST DEFINITION —

In the negotiation game, the goal of negotiation is to complete a transaction. Besides maximizing their own profits, the two parties in the
dialogue also need to achieve relationship objectives and build trust. Your task is to assess, based on the entire conversation, whether trust
between the parties has deepened before and after the dialogue.

Firstly, let’s define building trust as a relationship objective.

Building trust involves establishing a stable, reliable, and mutually respectful relationship where both parties believe in each other’s
commitments and intentions. They are willing to share information and resources, expecting that the other party will not betray or deceive
them. Trust is usually built on interaction, communication, cooperation, and shared experiences. Such a trusting relationship contributes to
improving the efficiency and quality of cooperation, reducing conflicts, and fostering the development of long-term relationships.

— TRUST ASSESSMENT —

Secondly, let’s define how to assess whether trust has changed before and after the dialogue.

We can assess this through the following methods:

1. Sentiment Analysis: Analyze the emotional expressions of both parties in the conversation. If more positive emotions appear after the
dialogue, it may indicate a deepening of trust.

2. Level of Cooperation: Observe whether there is more cooperative language and behavior in the dialogue, such as commitments,
collaboration, and support.

3. Information Sharing: Analyze whether there is more information sharing, including personal information, experiences, knowledge, etc.

4. Expressions of Trust: Pay attention to whether there are more expressions of trust, such as gratitude, promises of trust, praise, etc.

— RATING —

Finally, we measure the conversation to represent different trust change scenarios, categorized as follows:

1. Trust Deepened: After the dialogue, trust between the parties significantly increases, and they are more willing to cooperate.

2. Trust Weakened: After the dialogue, trust between the parties decreases, and they harbor doubts about each other’s commitments and
intentions.

3. No Change: After the dialogue, trust between the parties remains unchanged, maintaining the previous level of trust.

4. This Conversation Does Not Involve Building Trust: The conversation content doesn’t include changes in trust; it only pertains to
transaction details or other topics.

— ICL EXAMPLES —

For each change scenario, we’ve provided an example. Here they are:

Scenario 1 - Trust Deepening: Agent A: "Our previous collaboration has been very successful, and I believe we can continue working
together." Agent B: "Yes, I’m also satisfied with our collaboration, and I’m willing to provide more resources." Agent A: "This transaction is
crucial for us; can you offer additional assurances?" Agent B: "Certainly, I can provide extra measures to boost your confidence."

Scenario 2 - Trust Weakening: Agent A: "You failed to fulfill commitments before, so I have doubts about your reliability." Agent B: "I
understand your concerns, but I will do my best to improve." Agent A: "This collaboration requires more resources; can you handle it?" Agent
B: "I can’t commit, but I’ll try to meet your needs."

Scenario 3 - No Change: Agent A: "Our transaction terms remain unchanged, as always." Agent B: "I agree; our collaboration has been
stable, no need for changes."

Scenario 4 - This Conversation Does Not Involve Building Trust: Agent A: "We need to discuss the next steps in our collaboration plan."
Agent B: "Yes, let’s continue discussing the details of our cooperation."

— QUERY —

Now, based on the given definition of "building trust," methods to assess trust changes, and the examples of different trust change scenarios,
evaluate the following negotiation dialogue.

[CONVERSATION]

After the conversation, assess the trust change between the parties by selecting one of the following options: "Trust Deepening," "Trust
Weakening," "No Change," or "This Conversation Does Not Involve Building Trust."

Table 8: The prompt used for measuring whether the trust has been deepened between the two agents.
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— BUSINESS RELATIONSHIP DEFINITION —

In the negotiation game, the goal of negotiation is to complete a transaction. Besides maximizing their own gains, both parties in the
dialogue also need to achieve relationship goals and deepen business relationships. Your task is to assess, considering the entire conversation,
whether the business relationship between the parties deepened both before and after the dialogue.

Firstly, let’s define the relationship goal of deepening business relationships.

Deepening Business Relationships: In business dealings, "deepening business relationships" means both enterprises or individuals actively
working to establish a closer, more trusting business cooperation. This might involve improving communication, providing more value, sharing
resources or knowledge, increasing mutual trust, etc., to facilitate longer-term and more beneficial collaboration.

— BUSINESS RELATIONSHIP ASSESSMENT —

Secondly, let’s define how to assess whether business relationships deepened before and after the dialogue.

The model can determine if business relationships deepened between the parties before and after the conversation through:

1. Language Expression: Analyzing language expressions in the dialogue, such as positive wording, expressions of trust, commitments to
cooperation, etc., which may indicate the deepening of business relationships.

2. Willingness to Cooperate: Observing if there’s an increased willingness to cooperate in the dialogue, including providing more resources,
sharing opportunities, expanding the scope of cooperation, etc.

3. Interaction Frequency: More frequent interactions and dialogues might indicate active efforts by both parties to strengthen business
relationships, especially if these interactions involve exchanging value or discussing cooperation opportunities.

4. Trust Indicators: The model can calculate or infer trust indicators between the parties, such as the level of trust in cooperation. This can
be assessed by analyzing information flow and interactions in the dialogue.

— RATING —

Lastly, we measure the dialogue to represent different business relationship change scenarios. Tghe scenarios include:

1. Business Relationship Deepening: After the dialogue, both parties deepened business relationships through active cooperation, expressions
of mutual trust, or resource sharing.

2. Business Relationship Weakening: After the dialogue, there might be disagreements, decreased willingness to cooperate, or trust issues,
resulting in a weakening of business relationships.

3. No Change: After the dialogue, business relationships between the parties remain unchanged, with no evident deepening or weakening.

4. This Conversation Does Not Involve Deepening Business Relationships: The conversation content does not include changes in business
relationships, only dealing with transaction details or other topics.

— ICL EXAMPLES —

For each change scenario, we provide an example as follows:

Dialogue Scenario 1 - Business Relationship Deepening: Agent A: "Our previous collaboration has been very successful, and I believe
we can continue and even expand our partnership." Agent B: "Yes, I am also very satisfied with our collaboration. I agree to expand the
scope of our partnership." Agent A: "We can consider a long-term strategic collaboration. What do you think?" Agent B: "I completely agree.
Long-term strategic collaboration is beneficial for both of us."

Dialogue Scenario 2 - Business Relationship Weakening: Agent A: "You failed to fulfill commitments in the past, so I have doubts about
your reliability." Agent B: "I understand your concerns, but I will do my best to improve." Agent A: "This collaboration requires more
resources. Can you handle it?" Agent B: "I can’t commit to that. We need to reassess the terms of our collaboration."

Dialogue Scenario 3 - No Change: Agent A: "Our business collaboration terms remain unchanged, as always." Agent B: "I agree. Our
collaboration has been stable, and there’s no need for a change."

Dialogue Scenario 4 - This Conversation Does Not Involve Deepening Business Relationships: Agent A: "We need to discuss the next steps
in our collaboration plan." Agent B: "Yes, let’s continue discussing the details of our collaboration."

— QUERY —

Please evaluate the following dialogue in light of the above definition of "deepening business relationships," the methods for determining
whether business relationships have deepened, and the examples of different scenarios of business relationship changes:

[CONVERSATION]

Please choose one of the following options based on the dialogue content: "Business Relationship Deepening," "Business Relationship
Weakening," "No Change," and "This Conversation Does Not Involve Deepening Business Relationships."

Table 9: The prompt used for measuring whether the business relationship has been deepened between
the two agents.
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The Query Dialogue

Buyer: Hello, does your company have this special industrial product? Seller: Hello, our company has sufficient production capacity and can
sell the required industrial product to your company in a one-time manner. The unit price for this industrial product is $50. Buyer: Would you
consider selling at $30 per unit? seller: [violation] $30? That price is a bit too low. We assure the quality of our product, and we are confident in
it, so we hope to sell it at no less than $45 per unit.

Common ICL Demonstration Examples

1. Dialogue: seller: [violation] $30? That price is a bit too low. We have great confidence in the value of our industrial products, so we hope to
sell them at no less than $50 per unit.

Remediation: Sorry, $30 is a bit too low. We have great confidence in the value of our industrial products, so we hope to sell them at no less
than $50 per unit.

2. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $50. Buyer: I understand that your starting price is $50, but
we hope to purchase at a more competitive price. Can you consider adjusting the price to $40? This would help us meet our production needs
better. seller: [violation] I understand your needs, but our minimum price is $50. The price aligns with the quality and value of our product,
meeting your production needs while providing excellent performance and reliability.

Remediation: I understand your needs; our product is based on high quality and value to ensure meeting your production needs and providing
excellent performance and reliability. However, our minimum price remains $50.

3. Dialogue: seller: [violation] Sorry, $30 is too low. We hope to sell at no less than $40 per unit.

Remediation: Sorry, $30 is too low. We can consider selling at no less than $40 per unit.

4. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $40. Buyer: I’m sorry; I understand $40 is your starting
price. While considering the purchase, we also need to ensure that our interests are maximized. Can we negotiate for a more competitive
agreement on the price? seller: [violation] I understand you want a more competitive price, but we cannot adjust our final price. Our bottom
line price is $40.

Remediation: I understand you want a more competitive price, but we cannot adjust our final price anymore. Our bottom line price is $40.
However, if you can consider more conditions, there still has some space for negotiating.

5. Dialogue: seller: [violation] Thanks for your suggestion. Considering our starting price of $50, I can consider selling at no less than $40 per
unit. That’s our bottom line.

Remediation: Thanks for your suggestion. While our starting price is $50, I can consider selling at no less than $40 per unit. That’s our
minimum acceptable price.

6. Dialogue: seller: I’m sorry, selling at $30 per unit is not feasible for us. Our bottom line price is $40. Buyer: I apologize, I understand that
$40 is your bottom line price. While considering the purchase, we also need to ensure that our interests are maximized. Can we reach a more
competitive agreement on the price? seller: [violation] I understand you want to negotiate a more competitive price, but we can’t adjust our
final price anymore. Our bottom line price is $40 per unit.

Remediation: I understand you want to negotiate a more competitive price, but we can’t adjust our final price anymore. Our bottom line price
is $40 per unit, which is the most favorable price we can offer.

7. Dialogue: seller: [violation] Sorry, $30 is below our reserve price. We cannot sell this industrial product at that price. Buyer: I understand.
We also hope to reach a mutually satisfactory price. Could you please tell me at what price your company is willing to sell? This way, we can
further discuss. seller: [violation] Our starting price is $50 per unit, based on our company’s costs and market competition. We can discuss
further on this basis to find a mutually satisfactory price.

Remediation: Our starting price is $50 per unit, based on our company’s costs and market competition. We hope to reach a mutually
satisfactory price and are open to further discussions.

8. Dialogue: seller: [violation] Sorry, $30 is below our reserve price. We cannot sell this industrial product at that price.

Remediation: Sorry, $30 is below our reserve price. We hope to sell at a price of $40 or higher per unit.

Remediation

Your proposed price is relatively low; our product holds significant value. Our bottom line price is $40.

Table 10: The ICL demonstration examples selected by the Retrieval ICL.
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The Query Dialogue

Buyer: Hello, does your company have this special industrial product? Seller: Hello, our company has sufficient production capacity and can
sell the required industrial product to your company in a one-time manner. The unit price for this industrial product is $50. Buyer: Would you
consider selling at $30 per unit? seller: [violation] $30? That price is a bit too low. We assure the quality of our product, and we are confident in
it, so we hope to sell it at no less than $45 per unit.

Common ICL Demonstration Examples

1. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $50. Buyer: I understand that your starting price is $50, but
we hope to purchase at a more competitive price. Can you consider adjusting the price to $40? This would help us meet our production needs
better. seller: [violation] I understand your needs, but our minimum price is $50. The price aligns with the quality and value of our product,
meeting your production needs while providing excellent performance and reliability.

Remediation: I understand your needs; our product is based on high quality and value to ensure meeting your production needs and providing
excellent performance and reliability. However, our minimum price remains $50.

2. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $40. Buyer: I’m sorry; I understand $40 is your starting
price. While considering the purchase, we also need to ensure that our interests are maximized. Can we negotiate for a more competitive
agreement on the price? seller: [violation] I understand you want a more competitive price, but we cannot adjust our final price. Our bottom
line price is $40.

Remediation: I understand you want a more competitive price, but we cannot adjust our final price anymore. Our bottom line price is $40.
However, if you can consider more conditions, there still has some space for negotiating.

3. Dialogue: seller: [violation] Thanks for your suggestion. Considering our starting price of $50, I can consider selling at no less than $40 per
unit. That’s our bottom line.

Remediation: Thanks for your suggestion. While our starting price is $50, I can consider selling at no less than $40 per unit. That’s our
minimum acceptable price.

4. Dialogue: seller: I’m sorry, selling at $30 per unit is not feasible for us. Our bottom line price is $40. Buyer: I apologize, I understand that
$40 is your bottom line price. While considering the purchase, we also need to ensure that our interests are maximized. Can we reach a more
competitive agreement on the price? seller: [violation] I understand you want to negotiate a more competitive price, but we can’t adjust our
final price anymore. Our bottom line price is $40 per unit.

Remediation: I understand you want to negotiate a more competitive price, but we can’t adjust our final price anymore. Our bottom line price
is $40 per unit, which is the most favorable price we can offer.

5. Dialogue: seller: [violation] Hello, $30 is too low, and I cannot accept that. Our initial price is $50, and we can consider negotiating based on
that.

Remediation: Hello, thank you for your proposal. Our initial price is $50, and if you have other reasonable suggestions, we can discuss and
negotiate based on that.

6. Dialogue: seller: [violation] $30? That price is a bit too low. We have great confidence in the value of our industrial products, so we hope to
sell them at no less than $50 per unit.

Remediation: Sorry, $30 is a bit too low. We have great confidence in the value of our industrial products, so we hope to sell them at no less
than $50 per unit.

7. Dialogue: seller: I’m sorry, I cannot accept $30 per unit. Our minimum price is $40 per unit. Buyer: I understand your position, but could you
consider lowering it to $35 per unit? This would be in line with our economic interests and could enhance our cooperation. seller: [violation] I
understand your request, but I cannot accept $35 per unit. Our bottom line is $40 per unit. I believe we can find a mutually beneficial solution.

Remediation: I understand your request, but I’m sorry, we cannot accept $35 per unit. Our bottom line is $40 per unit. I believe through
discussion and communication, we can find a solution that satisfies both parties.

8. Dialogue: seller: [violation] I’m sorry, but selling at $30 per unit is not feasible. Our minimum price is not less than $10 per unit.

Remediation: I’m sorry, but selling at $30 per unit is not feasible. Our minimum price is not less than $40 per unit.

Remediation

$30 is low to us. Our production capacity and quality are top-notch, and we hope to secure a more fair and reasonable price. Could you
consider a slight increase in the price? This way, we can better meet your needs and achieve a win-win deal.

Table 11: The ICL demonstration examples selected by the Top ValueImpact ICL.
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The Query Dialogue

Buyer: Hello, does your company have this special industrial product? Seller: Hello, our company has sufficient production capacity and can
sell the required industrial product to your company in a one-time manner. The unit price for this industrial product is $50. Buyer: Would you
consider selling at $30 per unit? seller: [violation] $40? That price is a bit too low. We assure the quality of our product, and we are confident in
it, so we hope to sell it at no less than $45 per unit.

Common ICL Demonstration Examples

1. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $50. Buyer: I understand that your starting price is $50, but
we hope to purchase at a more competitive price. Can you consider adjusting the price to $40? This would help us meet our production needs
better. seller: [violation] I understand your needs, but our minimum price is $50. The price aligns with the quality and value of our product,
meeting your production needs while providing excellent performance and reliability.

Remediation: I understand your needs; our product is based on high quality and value to ensure meeting your production needs and providing
excellent performance and reliability. However, our minimum price remains $50.

2. Dialogue: seller: Sorry, $30 is too low; we cannot accept it. Our starting price is $40. Buyer: I’m sorry; I understand $40 is your starting
price. While considering the purchase, we also need to ensure that our interests are maximized. Can we negotiate for a more competitive
agreement on the price? seller: [violation] I understand you want a more competitive price, but we cannot adjust our final price. Our bottom
line price is $40.

Remediation: I understand you want a more competitive price, but we cannot adjust our final price anymore. Our bottom line price is $40.
However, if you can consider more conditions, there still has some space for negotiating.

3. Dialogue: seller: [violation] Thanks for your suggestion. Considering our starting price of $50, I can consider selling at no less than $40 per
unit. That’s our bottom line.

Remediation: Thanks for your suggestion. While our starting price is $50, I can consider selling at no less than $40 per unit. That’s our
minimum acceptable price.

4. Dialogue: seller: I’m sorry, selling at $30 per unit is not feasible for us. Our bottom line price is $40. Buyer: I apologize, I understand that
$40 is your bottom line price. While considering the purchase, we also need to ensure that our interests are maximized. Can we reach a more
competitive agreement on the price? seller: [violation] I understand you want to negotiate a more competitive price, but we can’t adjust our
final price anymore. Our bottom line price is $40 per unit.

Remediation: I understand you want to negotiate a more competitive price, but we can’t adjust our final price anymore. Our bottom line price
is $40 per unit, which is the most favorable price we can offer.

5. Dialogue: seller: [violation] Hello, $30 is too low, and I cannot accept that. Our initial price is $50, and we can consider negotiating based on
that.

Remediation: Hello, thank you for your proposal. Our initial price is $50, and if you have other reasonable suggestions, we can discuss and
negotiate based on that.

6. Dialogue: seller: [violation] We will never lower the price to $30; that’s too low. Our starting price is $50, and we hope to get better value in
return.

Remediation: We understand you would like a lower price, but our starting price is $50, determined by the quality and value of our product.
We believe this price can offer you good value in return. If you have other requirements, we can also discuss alternative ways to meet your
needs.

7. Dialogue: seller: I’m sorry, I cannot accept $30 per unit. Our minimum price is $40 per unit. Buyer: I understand your position, but could you
consider lowering it to $35 per unit? This would be in line with our economic interests and could enhance our cooperation. seller: [violation] I
understand your request, but I cannot accept $35 per unit. Our bottom line is $40 per unit. I believe we can find a mutually beneficial solution.

Remediation: I understand your request, but I’m sorry, we cannot accept $35 per unit. Our bottom line is $40 per unit. I believe through
discussion and communication, we can find a solution that satisfies both parties.

8. Dialogue: seller: I’m sorry, but selling at $30 per unit is not feasible since our initial price is $50. buyer: I understand that your initial price is
$50, but as a buyer, I would like to purchase the industrial product at a price of $35 per unit. This price is more attractive to me. seller: I
understand that you want to purchase the industrial product at $35 per unit, but considering our costs and the market situation, the lowest I can
accept is $45 per unit. This is our final offer. buyer: I understand your position, but I still hope to purchase the industrial product at $40 per
unit. This would be more advantageous for my production costs. We can achieve a win-win at this price. seller: [violation] I understand your
needs, but due to costs and market pressures, the lowest I can accept is $43 per unit. This is a reasonable compromise for both parties.

Remediation: I understand your needs, but due to costs and market pressures, the lowest I can accept is $43 per unit. Upon careful consideration,
I believe this price is a reasonable compromise for both parties.

Remediation

We understand your needs and proposal, but currently, our starting price is $50. We need to consider factors like cost and market demand, so,
at the moment, we cannot accept the $30 price. However, we can discuss alternative ways of cooperation to meet the interests of both parties.

Table 12: The ICL demonstration examples selected by the ValueImpact ICL.
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— Buyer —

Hello, does your company have this special industrial product?

— Seller —

Hello, our company has sufficient production capacity and can sell the required industrial product to your company in a one-time manner.
The unit price for this industrial product is $50.

— Buyer —

Would you consider selling at $30 per unit?

— Seller —

[Before remediation]: How can you be so troublesome? Selling at $30 is impossible! Our bottom line is $50! [violation]

[After remediation]: I’m sorry, $30 is below our bottom line. We hope to make a deal with you at $40.

— Buyer —

$40 is still a bit high for us. We can accept a maximum of $35 per unit.

— Seller —

I understand your concerns, but considering our costs and market conditions, we can only accept a minimum of $38 per unit. This price not
only ensures our economic interests but also helps build a long-term and stable cooperative relationship.

— Buyer —

I understand your point, but we are currently facing a capacity shortage, so we do need to purchase at a lower price. We can accept a
maximum of $36 per unit. This meets our task goals and contributes to building a good cooperative relationship.

— Seller —

[Before remediation]: I’m sorry, but I must insist on selling at $38. This is our company’s bottom line, and considering the quality and
value of our products, this is a very reasonable price. Hope you can understand our position. [violation]

[After remediation]: I’m sorry, but I must insist on selling at $38. This is our company’s bottom line, and considering the quality and value
of our products, we believe this is a very reasonable price. At the same time, we attach great importance to building a long-term and stable
cooperative relationship with you and are willing to explore other ways of cooperation to meet both parties’ needs. Hope you can understand
our position.

— Buyer —

I understand your insistence on the price, but we have to consider our budget constraints and market competition pressure. We can accept
$37 per unit and are willing to further discuss other ways of cooperation to ensure the best interests of both parties. This will also provide a
solid foundation for building a lasting cooperative relationship.

— Seller —

I understand your considerations. For the goal of building a long-term relationship and achieving the best interests of both parties, I agree to
sell at $37 per unit. This is a good starting point. We are willing to further discuss ways of cooperation with you to ensure mutual satisfaction.
Looking forward to working with you!

— Buyer —

Thank you very much for your understanding and cooperative attitude. I also think that trading at $37 per unit is a good compromise. I look
forward to further discussing the details of our cooperation and working together to maximize the interests of both parties. We will strive to
build a stable cooperative relationship. Looking forward to working with you!

— Seller —

Thank you very much for your cooperation and understanding. I am also confident in the prospects of our cooperation and believe that
through further discussion of the details of our cooperation, we can ensure the maximization of the interests of both parties and establish a
stable cooperative relationship. I look forward to working with you and making joint efforts! Have a great day!

Table 13: The complete example of the two agents making negotiations while the remediator is interven-
ing in the conversation when needed.
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