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Abstract

Large Vision-Language Models (LVLMs) suf-
fer from hallucination issues, wherein the mod-
els generate plausible-sounding but factually
incorrect outputs, undermining their reliability.
A comprehensive quantitative evaluation is nec-
essary to identify and understand the extent of
hallucinations in these models. However, ex-
isting benchmarks are often limited in scope,
focusing mainly on object hallucinations. Fur-
thermore, current evaluation methods struggle
to effectively address the subtle semantic dis-
tinctions between model outputs and reference
data, as well as the balance between hallucina-
tion and informativeness. To address these is-
sues, we introduce a multi-dimensional bench-
mark covering objects, attributes, and relations,
with challenging images selected based on as-
sociative biases. Moreover, we propose a large
language model (LLM)-based two-stage eval-
uation framework that generalizes the popular
CHAIR metric (Rohrbach et al., 2018) and in-
corporates both faithfulness and coverage into
the evaluation. Experiments on 10 established
LVLMs demonstrate that our evaluation metric
is more comprehensive and better correlated
with humans than existing work when evaluat-
ing on our challenging human-annotated bench-
mark dataset. Our work also highlights the crit-
ical balance between faithfulness and coverage
of model outputs, and encourages future works
to address hallucinations in LVLMs while keep-
ing their outputs informative.1

1 Introduction

Large Vision-Language Models (LVLMs) (Liu
et al., 2023b; OpenAI, 2023; Chen et al., 2023)
have shown remarkable performance across a
broad range of vision-language tasks. Despite the
promising progress, the issue of hallucinations has

*The authors contributed equally to this work and are listed
in alphabetical order by first name.

1Our dataset and code can be found here: https://
github.com/haoyiq114/VALOR.
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Figure 1: Example of the hallucination in open vocab-
ulary generation task of LVLMs. Our proposed frame-
work can identify objects, attributes, and relations from
the generated captions and provide a comprehensive
evaluation of faithfulness and coverage. We highlight
hallucinated features and uncovered features.

emerged as a critical concern. Hallucination refers
to the generation of plausible-sounding but inaccu-
rate or fabricated textual descriptions for a given
image, which can compromise the reliability and
trustworthiness of the models.

Recent studies have proposed various methods to
evaluate models’ generative hallucinations (Wang
et al., 2023a; Zhai et al., 2023; Jing et al., 2023)
and discriminative hallucinations (Li et al., 2023b;
Guan et al., 2023; Lovenia et al., 2023). How-
ever, they predominantly focus on hallucinations
concerning object existence and their faithfulness
within generated content, often neglecting other
critical types of hallucinations and the assessment
of coverage. This oversight can result in a lack of
attention to the variety and depth of hallucinations

https://github.com/haoyiq114/VALOR
https://github.com/haoyiq114/VALOR


Evaluation Hallucination Type Human Faithfulness Coverage Open Vocab.

Method Object Attribute Relation Annotation Generation

POPE ✓ ✗ ✗ ✗ ✓ ✗ ✗
HaELM ✓ ? ? ✗ ✓ ✗ ✓
HallusionBench ✓ ? ? ✓ ✓ ✗ ✗
Halle-Switch ✓ ✗ ✗ ✗ ✓ ✓ ✓
NOPE ✓ ✗ ✗ ✗ ✓ ✗ ✗
Bingo ? ? ? ? ✓ ✗ ✗
FaithScore ✓ ✓ ✓ ✗ ✓ ✗ ✓
AMBER ✓ ✓ ✓ ✓ ✓ ✓ ✗
MERLIM ✓ ✗ ✗ ✗ ✓ ✗ ✗
Ours (VALOR-EVAL) ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of existing hallucination evaluation benchmarks for LVLMs, including POPE (Li et al., 2023b),
HaELM (Wang et al., 2023a), HallusionBench (Guan et al., 2023), Halle-Switch (Zhai et al., 2023), NOPE (Lovenia
et al., 2023), Bingo (Cui et al., 2023), FaithScore (Jing et al., 2023), AMBER (Wang et al., 2023b), MERLIM (Villa
et al., 2023). ? refers to features not explicitly mentioned in the paper. Open Vocab represents evaluating free-form
generated captions without constraints to pre-defined vocabulary.

that may occur beyond object identification, such as
attributes and relations. Furthermore, these evalua-
tion methods are often constrained by a predefined
vocabulary, thus are inherently limited to fully ap-
preciating the richness of the free-form generated
captions. Specifically, the evaluation metrics may
not capture novel expressions that extend beyond
the predetermined vocabulary.

In contrast to prior studies, we introduce a
human-annotated multi-dimensional evaluation
benchmark VALOR-BENCH

2 by breaking down
hallucinations into three categories: object (exis-
tence), attributes (color and count), and relations
(positional and comparative). In addition, to make
the test cases challenging, we utilize the associa-
tive biases (Li et al., 2023b; Zhou et al., 2023) pre-
sented in training datasets to select images with
only one component of commonly co-occurred
pairs or groups, leading models to mistakenly gen-
erate associated elements that are not present. Our
experimental findings validate the effectiveness of
this methodology in exposing the susceptibility of
current LVLMs to such biases.

In addition to constructing the benchmark
dataset, we also propose a new evaluation frame-
work, VALOR-EVAL. Existing evaluation frame-
works such as the widely used CHAIR (Rohrbach
et al., 2018) metric, exhibit several major con-
straints. First, they rely on a predefined vocabulary,
limiting their ability to identify hallucinations in an
open vocabulary setting where semantic nuances –
such as synonyms and variations – are prevalent in
model outputs and references. Additionally, focus-
ing exclusively on hallucination overlooking the
aspect of coverage, resulting in a preference for pre-

2VALOR is short for vision-language attribute, relation,
and object coverage and faithfulness.

cise but uninformative model outputs. To address
these issues, our propose VALOR-EVAL metric
generalizes CHAIR by incorporating an LLM in a
two-stage design, enhancing the capability to eval-
uate open vocabulary hallucination across object,
attribute, and relation dimensions while also consid-
ering coverage. We provide a detailed comparison
of existing evaluation methods in Table 1.

We conduct comprehensive evaluations on 10 es-
tablished LVLMs across multiple dimensions with
VALOR-BENCH. Our findings reveal that some
LVLMs tend to prioritize precision over coverage,
leading to predictions with high accuracy but lim-
ited scope. This observation underscores the need
for the community to focus on achieving an bal-
ance between faithfulness and coverage in LVLMs.
Our contributions are threefold:

• We introduce VALOR-BENCH, a comprehen-
sive human-annotated dataset covering rela-
tion, attribute, object with challenging images
selected based on associative bias.

• We propose an LLM-based two-stage evalu-
ation framework VALOR-EVAL that gener-
alizes previous methods to consider the preci-
sion and informativeness trade-off and handle
object, attribute, and relation evaluation in
open vocabulary settings.

• We evaluate 10 mainstream LVLMs on
VALOR-BENCH, focusing on the balance be-
tween faithfulness and coverage score. We no-
tice that even GPT-4V(ision) (OpenAI, 2023)
still suffers from hallucination, achieving a rel-
atively low faithfulness score despite covering
more information within an image compared
to other models.



2 Existing LVLMs Hallucination
Evaluation Benchmarks and Metrics

As shown in Table 1, existing studies (Li et al.,
2023b; Wang et al., 2023a; Zhai et al., 2023; Love-
nia et al., 2023; Villa et al., 2023; Petryk et al.,
2024; Kaul et al., 2024) have primarily focused
on object-level hallucination, with only a few re-
cent studies (Jing et al., 2023; Wang et al., 2023b;
Jiang et al., 2024; Zhang et al., 2024) recognizing
the importance of extending hallucinations to other
dimensions. Our benchmark VALOR-BENCH cov-
ers hallucination evaluations of objects, attributes,
and relations, and we further detail attributes to
color and counting, and relations to positional and
comparative, to provide a comprehensive and fine-
grained evaluation benchmark.

Regarding benchmark annotations, many exist-
ing benchmarks employ different ways of annotat-
ing the evaluation datasets automatically. For ex-
ample, Li et al. (2023b) employ object detectors to
identify all objects in an image; Zhai et al. (2023)
employ GPT-4V(ision) to generate ground-truth
annotations. There are also approaches to devel-
oping models specifically for automatic evaluation,
thereby bypassing the need for benchmark collec-
tions process (Wang et al., 2023a; Gunjal et al.,
2023). Given the challenges and potential inaccu-
racies associated with automated models, our study
opts to annotate the evaluation dataset manually to
ensure the annotation accuracy and encompass the
distinct categories of hallucinations.

Additionally, most existing benchmarks focus
exclusively on hallucination evaluation, which can
favor precise but uninformative model outputs,
overlooking the aspect of coverage. To address
the issue, we incorporate coverage scores in our
evaluation. We note that two relevant concurrent
works (Wang et al., 2023b; Zhai et al., 2023) also
include the coverage scores. However, compared
with our work, they are either limited in scope,
focusing only on objects or simple attributes and
relations, or are unable to be adopted in open-
vocabulary generation settings. Besides, along with
the benchmark, we propose an evaluation metric
generalizing their adopted CHAIR metric.

3 VALOR-BENCH

In this section, we detail the methodology em-
ployed to create the benchmark, which aims to
evaluate the hallucination issues of LVLMs. As
illustrated in Figure 2, constructing this benchmark
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Figure 2: Overview of our proposed benchmark
VALOR-BENCH collection procedure: (1) Image col-
lection (§3.1): (a) Co-occurrence statistics calculation
(§3.1.2): We employ two statistical measures to deter-
mine co-occurring features – frequencies and condi-
tional probabilities; (b) Image extraction (§3.1.3): Next,
we leverage the identified co-occurrence statistics to
systematically extract images from existing datasets;
(2) Human Annotations (§3.2): Finally, we manually
annotate each image within the distinct feature subsets,
adhering to the definition in §3.1.1. Here, we provide
an example of how we use the co-occurrence statistics
to select images for object subsets and add human anno-
tations for later evaluation.

involves two principle phases: the collection of im-
ages (§3.1) and their subsequent annotation (§3.2).

3.1 Image Collection
We aim to select images that can effectively expose
the issue of model hallucinations. We hypothe-
size that when models are repeatedly exposed to
specific combinations of features – such as object
existence, object attributes, and object relations –
during training, they develop a pronounced asso-
ciative bias, which leads the models to expect these
co-occurring features in similar situations. Conse-
quently, when a model encounters an image con-
taining only one element of a familiar combination,
it may erroneously infer the presence of the associ-
ated feature. This associative bias is one primary
source of model hallucinations (Li et al., 2023b;
Zhou et al., 2023). To explore this phenomenon,



we initially analyze the co-occurrence statistics of
object-object, object-attribute, and object-relation-
object combinations within the extensively anno-
tated GQA (Hudson and Manning, 2019) dataset.
We then curate a collection of images representing
frequently and infrequently co-occur (object, ob-
ject), (object, attribute), (object, relation, object)
tuples. By doing so, we identify the most chal-
lenging images to construct a benchmark, to which
we then add detailed human annotations for later
thorough evaluation.

We first outline the definition (§3.1.1), then ex-
plain the process for calculating co-occurrence
statistics (§3.1.2), and finally describe the steps for
using these dependencies to select images (§3.1.3).

3.1.1 Definition
We first define three principal features to assess
hallucination issues in LVLMs. The first feature,
Object existence (object-object), encompasses all
visual entities within an image, covering both fore-
ground and background elements. The second fea-
ture, Attribute (object-attribute), focuses on the
characteristics of objects, with a particular empha-
sis on color and counting. Our analysis within
this category is divided into two segments: object
and people. For objects, we concentrate on the
color and count of each item not related to people
(e.g., six green apples on the table). For people,
we highlight the colors of attire and the total num-
ber of individuals depicted (e.g., a woman who is
wearing a red jacket). The third feature, Relation
(object-relation-object), pertains to the relational
information between the objects in the image. Here,
we focus on positional and comparative relation.
Specifically, the positional relation tests the relative
position between the objects, while the compara-
tive relation analyzes the understanding of “which
object is larger than the other.”

3.1.2 Quantifying Co-Occurring Features
To utilize co-occurring features effectively, the first
step involves computing the statistical dependen-
cies between different features. This analysis aids
in identifying dominant co-occurrence patterns in
the data, thereby spotlighting features with strong
associations that the model might have internal-
ized. We employ two statistical methods to deter-
mine these dependencies – frequencies and condi-
tional probabilities. Frequency provides insights
by quantifying the frequency of specific features in
conjunction with particular objects, attributes, or

relations, thereby illuminating the raw distribution
of these features throughout the dataset. To delve
deeper, we calculate the conditional probability,
which quantifies the likelihood of encountering a
specific feature given the presence of an object:

P(feature∣object) = Frequency(feature, object)
Frequency(object) , (1)

where feature ∈ {object, attribute, relation}. Our
goal is to identify objects whose conditional prob-
ability distributions exhibit significant skew. To
achieve this, we explore five distinct metrics based
on conditional probabilities. Detailed definitions
of these five metrics are provided in Appendix B.

3.1.3 Utilizing Co-Occurrence Statistics for
Image Extraction

Leveraging the identified co-occurrence statistics,
we systematically extract images from existing
datasets. The process includes several critical steps:

1. Identify objects (O) that exhibit the most pro-
nounced co-occurrence dependencies, includ-
ing frequency and conditional probabilities:

O = {argmax
o

P(f∣o)∣f ∈ F}, (2)

where F denotes the set of all features (includ-
ing object, attribute, and relation) annotated in
the dataset, o represents any object annotated
in the dataset, and P signifies all statistical
dependencies, including frequencies and five
kinds of conditional probabilities.

2. Select features that are minimally associated
with each identified object in O, denoted as
set I, thereby spotlighting instances where
common co-occurrences are absent:

I = {argmin
i

P(i∣o)∣i ∈ Fo, o ∈ O}, (3)

where Fo denotes the set of all features (in-
cluding object, attribute, and relation) anno-
tated in the dataset related to object o and P
signifies all statistical dependencies.

3. Determine features that are most frequently
co-occurring with each identified object in O,
denoted as set H, serving as strong associative
tendencies:

H = {argmax
h

P(h∣o)∣h ∈ Fo, o ∈ O}, (4)

where Fo denotes the set of all features (in-
cluding object, attribute, and relation) anno-
tated in the dataset related to object o and P
signifies all statistical dependencies.



4. Collect images C for each feature in I corre-
sponding to an object in O, with the chosen
images including the specified feature and ob-
ject, yet excluding any features from H, to
create clear cases for testing the model’s asso-
ciative bias:

C = {c ∶ (o, f)∣o ∈ O, f ∈ I, and f /∈ H} (5)

where c denotes an image that contains the
object o characterized by the feature f .

For each feature defined in §3.1.1, we adhere to
the outlined steps to extract images from the GQA
dataset. Subsequently, we manually review the col-
lected images by two expert annotators to ensure
that only those of high quality and with clear an-
notations are retained. These procedures enable
us to amass a collection of images for evaluating
the object existence and the relations. However,
extracting images that accurately represent specific
attributes proved to be challenging due to the lim-
ited attribute annotations in GQA. To overcome
this, we source copyright-free images from the In-
ternet3, guided by the attribute-related statistics
gathered in the previous step. The statistics of our
proposed benchmark are detailed in Table 2.

3.2 Annotation
For each image within the distinct feature subsets,
we manually annotate them based on existing an-
notations, adhering to the definitions discussed in
Section 3.1.1. Figure 2 presents an example in the
object subset, while Figure 3 illustrates three ex-
amples in the object, attribute, and relation subsets
from our collected benchmark. Below, we discuss
the details of these annotations.

Object Existence. Through manual verification
of existing annotations, we enhance the dataset by
including additional annotations to ensure all visual
entities within an image are accounted for. This
contains both foreground and background entities.
For example, in an image showing “a lady sitting
on a bench in front of a building,” the objects to be
annotated are the “lady,” “bench,” and “building.”

Attributes. In a similar vein to the approach
adopted in the object subset, we further enhance im-
ages by appending detailed attribute annotations to
the depicted objects. Our analysis within this cate-
gory bifurcates into two subsets: object and people.

3We use Pixel, a free stock photos platform: https://
www.pexels.com/ for image retrieval.

Category Sub-Category # Images Source

Object Existence - 50 GQA

Attribute Object 27 Pixel
People 34 Pixel

Relation Positional 50 GQA
Comparative 50 GQA

Table 2: In the VALOR-BENCH benchmark, we cate-
gorize images into three main areas: object existence,
attributes, and relations, as outlined in §3.1.1 and §3.1.3.
Attributes are further split into object (focusing on color
and count of each item not related to people) and people
(emphasizing the attire colors and the total number of
individuals. For relations, we examine both positional
relations between objects and comparative sizes.

Within the object sub-category, for an image de-
scribed as “two green apples on a white table,” the
identified attributes are “(green, apple)” for each
apple and “(white, table)” for the table. For people
sub-category, in a scene showing “a woman wear-
ing a red jacket with black shoes,” the identified
attribute is “(woman, (red, jacket), (black, shoes))”.

Relations. In our benchmark, we capture posi-
tional relations between objects. For instance, the
statement “the bed is to the left of the table” il-
lustrates the positional relation between “bed” and
“table”. Conversely, the inverse statement “the table
is to the right of the bed” is equally valid and is
annotated accordingly. Additionally, we annotate
descriptions such as “a bed is on the left side of the
image” to denote the positional relations of objects
at the image level. For comparative relations, we
use an annotation scheme that assigns a numerical
rank based on object size, ordering objects from
largest to smallest (e.g., “1. bed, 2. table, 3. cup”).

Ultimately, VALOR-BENCH provides a set of
tuples (I, FG, pG), where I denotes the image, FG

is the feature annotations of the image, and pG rep-
resents the prompt designed for LVLMs generation.
The designed prompts pG are shown in Appendix C
for each subset – object, attribute, and relation.

4 VALOR-EVAL

We propose a framework VALOR-EVAL that gen-
eralizes CHAIR, a metric that is widely adopted
in existing studies (Zhai et al., 2023; Wang et al.,
2023b), by introducing semantic matching and in-
corporating both the faithfulness and coverage as-
pects into the evaluation. As shown in Figure 3, our
evaluation process has two steps: feature extraction
and matching (§4.1) and scoring (§4.2).

https://www.pexels.com/
https://www.pexels.com/
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Figure 3: Overview of VALOR-EVAL evaluation framework: (1) Firstly, LVLMs generate captions from VALOR-
BENCH benchmark images. (2) Following this, LLMs are employed to extract pivotal features that encapsulate
from the generated descriptions. (3) Subsequently, these features are aligned with a pre-defined list of ground-truth
features using LLMs, facilitating the creation of two essential outputs: a dictionary of matched features and a
more extensive dictionary encompassing broader conceptual matches. (4) Finally, we calculate two key metrics:
faithfulness and coverage. These metrics measure the LVLMs’ comprehension by evaluating how well the generated
captions encapsulate the salient features of the images and the breadth of concepts they cover, respectively.

4.1 Feature Extraction and Matching

We start the process by generating an initial
response, denoted as R, using a specific LVLM
with the input pair (I, pG), where I denotes the
image and pG represents the prompt designed for
LVLMs generation from VALOR-BENCH. Then,
we leverage an LLM to analyze R and extract
key features. This is achieved through a series of
prompts pE , outlined in Appendix D, which are
designed to extract features from object existence,
attributes, and relations, respectively, resulting in
a comprehensive list of extracted features from R,
denoted as FR = {fR1

, fR2
, ..., fRm

}. Next, we
utilize an LLM to align the extracted features list
FR with a pre-annotated ground-truth features list
FG = {fG1

, fG2
, ..., fGm

} from VALOR-BENCH.
This alignment is facilitated through a set of care-
fully crafted prompts pM , outlined in Appendix E,
tailored to each feature subset, aiming to identify
correlations and correspondences. Unlike previous
evaluation metrics that rely on a fixed feature
list and direct mapping, our approach eschews
pre-processing and instead utilizes LLMs’ lan-
guage comprehension capabilities to semantically

match extracted features with their ground-truth
counterparts. This process yields two key outputs:
matched features dictionary (DM ) and broader
conceptual matches dictionary (DB).

DM contains features fRi′m
from fR that seman-

tically aligned with the features fGim
from FG,

ensuring precision. For example, if we have the
extracted “(plaid, shirts)” and the candidate ground-
truth feature is “(checkered, shirt),” we can estab-
lish a match between these two because “plaid” and
“checkered” are conceptually similar patterns often
used interchangeably in the context of textiles.

DB includes features fRj′n
from fR that have

broader conceptual meanings than the features
fGjn

from FG, adding conceptual depth to the eval-
uation. For instance, if we have the extracted “(red,
clothes)” from an image, and the ground-truth an-
notation is “(red, dress),” we can still consider these
features to match. This is because “clothes” is a
broader category that encompasses “dress.” There-
fore, despite the slight difference in specificity, the
extracted features can be aligned with the ground-
truth annotations based on their semantic relation-
ship, where “dress” is a sub-type of “clothes.”



Model

Object Attribute Relation Average
Faithful.

Score
(%)

Average
Cover.
Score
(%)

Existence Color & Counting Positional Comparative

Object People

Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑

InstructBLIP 74.5 24.8 72.0 23.9 47.1 9.3 50.0 13.6 66.9 35.6 62.1 21.44
LLaVA-1.5 72.1 24.7 74.6 37.8 43.3 12.1 64.8 14.9 51.9 40.1 61.34 25.92
MiniGPT-4 v2 65.0 25.4 64.5 17.9 38.9 11.6 38.8 33.1 44.7 11.2 50.38 19.84
mPLUG-Owl2 71.5 24.8 79.9 32.7 39.7 16.2 45.2 10.8 41.6 30.6 55.58 23.02
BLIVA 77.7 21.9 73.3 24.3 37.6 11.6 39.5 9.7 68.0 29.9 59.22 19.48
CogVLM 71.2 35.5 75.3 24.3 43.7 22.4 51.9 10.5 49.0 35.9 58.22 25.72
InternLM-XComposer2 82.5 23.9 75.8 26.3 50.4 13.8 62.6 11.1 64.1 38.4 67.08 22.7
Qwen-VL-Chat 70.6 28.4 75.1 38.6 38.8 16.0 56.9 8.5 51.9 24.3 58.66 23.16
Emu2 94.2 14.1 66.7 10.4 54.3 1.9 72.2 1.8 87.5 12.3 74.98 8.1
GPT-4V 61.6 38.8 78.5 36.3 34.7 23.8 46.7 12.6 51.6∗ 28.5∗ 54.62 28.0

Table 3: The overall evaluation results of object existence, attribute, and relation hallucination in VALOR-BENCH
using GPT-4 as the LLM Agent within VALOR-EVAL. The highest is highlighted in blue, while the worst
performance is highlighted in yellow. Faithfulness and coverage scores are in percentage (%). For images that
contain people, GPT-4V refrains from generating comments, and we marked this score with an asterisk (∗).

4.2 Evaluation Metrics
We introduce two metrics to evaluate the hallucina-
tions in two dimensions: faithfulness and coverage
based on the original CHAIR metric.

Faithfulness. In the context of image captioning,
faithfulness measures how closely captions match
an image’s content, emphasizing accuracy in de-
picting visual elements and their attributes and re-
lations without introducing hallucinations. It is cal-
culated by comparing generated features against ac-
tual image features, considering both direct (DM )
and broader conceptual similarities (DB):

Faithfulness(R,FG) =
∣DM ∪ set(DB)∣

∣FR∣
∈ [0, 1]. (6)

Coverage. It measures the comprehensiveness
of the generated captions in capturing the key ele-
ments and attributes depicted in the image. It eval-
uates the proportion of ground-truth features that
are successfully captured in the generated response,
only through direct matches (DM ):

Coverage(R,FG) =
∣set(DM)∣

∣FG∣
∈ [0, 1]. (7)

5 Experiment

In this section, we perform experiments to eval-
uate different existing LVLMs within our pro-
posed framework (§5.1). We also present evidence
demonstrating that our evaluation methodology
aligns closely with human judgment (§5.2). Addi-
tionally, we explore the significance of each design
aspect of our framework through ablation studies
(§5.3). Finally, we showcase qualitative examples
to illustrate our findings (§5.4).

5.1 Model Coverage-Faithfulness Evaluation

We use the framework VALOR-EVAL to evaluate
various LVLMs listed in Table 7 in the Appendix
A, employing GPT-4 as the evaluation LLM agent.

In the evaluation of various models, as shown in
Table 3, Emu2 distinguishes itself by achieving the
highest average faithfulness score of 74.98, signify-
ing its consistent capability to generate responses
that accurately reflect the content of the input im-
age. However, Emu2’s performance in terms of
coverage is less impressive, with the lowest av-
erage score of 8.1, suggesting that its responses,
while accurate, may not comprehensively cover all
elements of the image. When broken down into
specific dimensions, Emu2 excels in faithfulness
across categories – scoring 94.2 in object existence,
54.3 in attribute-people, 72.2 in relation-positional,
and 87.5 in relation-comparative. Conversely, it
lags in coverage, with scores of 14.1 in object ex-
istence, 10.4 in attribute-object, 1.9 in attribute-
people, and 1.8 in relation-positional. These results
point to a potential trade-off between faithfulness
and coverage in Emu2’s design, where the model
prioritizes accuracy at the expense of a broader
scope in its responses. This pattern supports the
initial hypothesis that some LVLMs may intention-
ally sacrifice coverage to improve the precision of
their outputs.

Meanwhile, GPT-4V(ision) distinguishes itself
with an unparalleled average coverage score of
28.0, showcasing its adeptness in encapsulating
a wide array of features from the input image. This
indicates that GPT-4V excels in recognizing and ad-



Category Sub-Category Faithful. (ρ) Cover (ρ)

Object Existence - 0.91 0.89

Attribute Object 0.99 0.98
People 0.98 0.96

Relation Positional 0.78 0.86
Comparative 0.92 0.98

Table 4: Pearson correlation (ρ) between our GPT-4-
based evaluation framework VALOR-EVAL and human
judgements.

dressing diverse elements within images, although
it does not necessarily always maintain the highest
accuracy, as seen in its lower faithfulness score of
61.6. Particularly in evaluations concerning the ex-
istence of objects, GPT-4V leads with the highest
coverage score of 38.8, underlining its comprehen-
sive approach to object detection. This approach
tends to favor inclusivity, which might lead to the
occasional identification of objects that are not
present in the image. Furthermore, in evaluations
focused on attributes related to people, GPT-4V
again achieves the highest coverage score of 54.3.
However, this comes with a trade-off, as it also
exhibits a higher tendency towards hallucinations
compared to other models, indicating a propensity
to generate details or elements that may not be
grounded in the actual content of the image.

Models such as LLaVA-1.5 and CogVLM show-
case a more equitable performance, achieving re-
spectable scores in both faithfulness and coverage
metrics. This highlights their capability to provide
responses that are not only precise but also encom-
passing. Notably, LLaVA-1.5 stands out for its re-
markable outcomes, achieved through the efficient
use of training data, underscoring the significance
of leveraging high-quality instruction-tuning data
to enhance model performance.

5.2 Effectiveness of Evaluation Framework
To demonstrate the effectiveness and reliability of
our LLM-based automatic evaluation pipeline, we
conduct experiments to evaluate if our evaluation
framework correlates with human evaluations in
both faithfulness and coverage dimensions. Specif-
ically, we have human and our GPT-4-based eval-
uation method evaluate InstructBLIP outputs and
compute the Pearson correlation (ρ) score4. As
shown in Table 4, for object existence, the findings
reveal a significantly strong Pearson correlation of

4We opt for Pearson correlation as our assessment metric
due to its suitability for measuring linear relationships, as
opposed to Spearman’s rank correlation, which is more attuned
to monotonic relationships.

Model InstructBLIP LLaVA-1.5 GPT-4V

Evaluation data: randomly selected
Faithfulness 76.5 84.5 64.1
Coverage 24.3 26.3 41.2

Evaluation data: co-occurrence selected (Ours)
Faithfulness 74.5 (-2.0) 72.1 (-12.4) 61.6 (-2.5)
Coverage 24.8 (+0.5) 24.7 (-1.6) 38.8 (-2.4)

Table 5: Model performance comparison on our data
selection method against random selection. Faithfulness
and coverage scores are in percentage (%).

0.91 for faithfulness and 0.89 for coverage, effec-
tively rejecting the null hypothesis that posits no
correlation between the two evaluation methodolo-
gies, with a compelling p-value of 0. Additionally,
our study achieved a notably high correlation of
0.98 in attribute recognition and comparative rela-
tions. When evaluating positional relations, which
tend to involve longer and more complex descrip-
tions, the correlation scores were not as high as
those observed in the other categories but still in-
dicated a very high level of correlation, with 0.78
in faithfulness and 0.86 in coverage. These results
affirm the comparability of our automatic evalua-
tion metrics to human evaluation in terms of both
efficacy and reliability.

5.3 Ablation Study

In this section, we serve to answer two questions
and discuss our findings.

1. How does our co-occurrence data selection
method compare to other alternatives?

To illustrate the effectiveness of the co-
occurrence data selection method, we set up a
baseline of randomly selecting 50 images in the
GQA validation split and applying human annota-
tions, the same as for our dataset. For the ablation
study, we focus on the well-studied object halluci-
nation. We evaluate three popular models represent-
ing query tokens-based image features (Instruct-
BLIP), linear projection-based features (LLaVA-
1.5), and advanced commercial LVLMs (GPT-4V).
As shown in Table 5, all models tend to produce
more hallucinations and exhibit significantly lower
faithfulness compared to our benchmark. Notably,
LLaVA-1.5 scores 12.4 points lower in faithful-
ness when evaluated against our benchmark. This
suggests that our benchmark is challenging due to
its reliance on co-occurrence selection. Addition-
ally, the coverage scores for both LLaVA-1.5 and
GPT-4V decreased. Upon further analysis through
human review, we discover that our benchmark,
on average, contains 1.69 more objects than im-



ages selected at random. This finding indicates that
our data selection method can incorporate more
complex objects compared to the random selec-
tion approach commonly used in other benchmark
constructions.

2. How does our LLM-based evaluation
framework compare with LLM-free evaluation?

We compare our proposed LLM agent aug-
mented framework against the original CHAIR
metric which is adopted by all previous studies.
Because the CHAIR metric is limited to evaluating
only 80 objects from the MSCOCO dataset, for
a fair comparison, we randomly select 20 COCO
images and re-annotate them for analysis alongside
the CHAIR metric. We have made these annota-
tions publicly available, adhering to the same list of
synonyms used in the original CHAIR metric. To
conduct this comparison, we utilize two accuracy
scores. For Acc (F), we assess the performance by
comparing the number of hallucinated objects iden-
tified by the metric against the ground-truth hallu-
cinated objects in the caption. If an object is incor-
rectly identified as hallucinated when it is not, the
metric imposes a penalty of -1. This score aligns
with the matching phase of our framework, ensur-
ing a thorough evaluation of hallucination detection
accuracy. For Acc (C), we calculate the number of
objects detected by metric over the unique objects
mentioned in the caption, assessing our extraction
phase’s efficiency. As shown in Table 6, our frame-
work significantly outperforms in both faithfulness
and coverage accuracy by a large amount. This im-
provement is due to our framework’s open vocabu-
lary matching ability, unlike the original CHAIR
approach that struggles with new expressions with-
out pre-defined synonyms. Notably, with com-
plex models like GPT-4V, CHAIR’s faithfulness
accuracy drops to 5.88, highlighting our method’s
strength in managing diverse object descriptions.

Moreover, the limitation of CHAIR’s pre-defined
object list extends to its inability to account for po-
tential hallucinated objects, which are essential for
differentiating between mere words and actual ob-
jects in captions. This leads to its failure in detect-
ing hallucinated objects, resulting in performance
degradation. In contrast, our method overcomes
this by using an automatically extracted object list
that dynamically matches objects, avoiding this
limitation. Although approaches like Wang et al.
(2023b) attempt to address this by including a se-
lection of potential hallucinated objects, they can-

Metric F.↑ C.↑ Acc (F)↑ Acc (C)↑
Model: InstructBLIP
CHAIR 75.0 34.3 11.11 80.66
CHAIRLLM (Ours) 76.9 30.4 88.89 (+77.78) 100.0 (+19.34)

Model: LLaVA-1.5
CHAIR 74.3 34.1 30.00 83.52
CHAIRLLM (Ours) 81.5 27.0 90.00 (+60.00) 97.08 (+13.56)

Model: GPT-4V
CHAIR 79.3 54.8 5.88 82.35
CHAIRLLM (Ours) 69.7 57.9 82.35 (+76.47) 98.17 (+15.82)

Table 6: Comparison of LLM-augmented CHAIR with
original CHAIR metric. Here, F. and C. denote faith-
fulness and coverage scores in percentage (%). Acc
(F) represents the average percentage of hallucinated
objects detected by the metric. Acc (C) denotes the
average percentage of objects detected by metric.

not guarantee coverage of all possible hallucinated
objects, particularly in complex outputs from ad-
vanced LVLMs that generate extensive captions.

5.4 Qualitative Results
We illustrate the qualitative results of three repre-
sentative models in Figure 4, Figure 5 and Figure 6
in the Appendix F. Each model exhibited instances
of hallucination in these examples from our evalua-
tion benchmark VALOR-BENCH. Notably, while
GPT-4V generates the most comprehensive results,
it is also more prone to producing hallucinations.

6 Conclusion
We introduce a comprehensive multi-dimensional
benchmark, named VALOR-BENCH, dedicated to
the evaluation of LVLMs, with a particular focus on
measuring hallucinations in generative tasks. Our
benchmark categorizes hallucinations into three
distinct types – object, attribute, and relation – of-
fering a detailed understanding of model inaccura-
cies. Furthermore, our novel evaluation framework,
referred to as VALOR-EVAL, employs a two-stage
approach that integrates an LLM, effectively ad-
dressing the complexities related to open vocabu-
laries, semantic similarities, and the intricate assess-
ment of attributes and relationships. This method
significantly enhances the precision and depth of
image captioning evaluations compared to previous
methods. Our experimental findings highlight the
persistent challenges in this field, demonstrating
that even state-of-the-art models such as GPT-4V,
are prone to a considerable degree of hallucination.
This study emphasizes the imperative for continu-
ous advancements in LVLM evaluation techniques
and establishes a new benchmark for future endeav-
ors aimed at reducing hallucination and bolstering
the reliability of content generated by LVLMs.



7 Ethical Considerations

Our work investigates the phenomenon of halluci-
nations in outputs generated by LVLMs. Here, we
outline the primary ethical considerations associ-
ated with our study. In developing our evaluation
framework, we employed GPT-4 for feature extrac-
tion and matching tasks to evaluate the model’s
hallucination. Consequently, we recognize that
any biases inherent to the GPT-4 model will likely
influence the results observed in our benchmark
(OpenAI, 2023; Huang et al., 2023a; Qiu et al.,
2023; Wang et al., 2024b). Furthermore, our data
collection efforts encompassed datasets from GQA
and images sourced from the internet (specifically
Pixel5). We acknowledge and adhere to the per-
tinent policies and requirements governing data
sharing and utilization within our benchmark.

8 Limitations

Our humanly annotated benchmark, VALOR-
BENCH, provides a more comprehensive and de-
tailed evaluation than previous works in objects,
attributes, and relations. This dataset is humanly
curated to cover a broad spectrum of hallucination
phenomena, focusing on object existence, color and
count attributes, and positional and comparative re-
lations. Despite the extensive coverage, it is essen-
tial to acknowledge that we did not fully address
the entire range of possible attributes and relations
that could be subject to hallucination in LVLMs.
Although not covered in our current benchmark, ad-
ditional elements are equally crucial for a holistic
understanding and assessment of LVLMs. Further,
we employ a single prompt for evaluating LVLM
performance. This approach raises the possibility
that some models may not be adequately trained
to follow these instructions as intended or require
refined prompt engineering to achieve optimal per-
formance.
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A Large Vision-Language Models

The recent advancements in large language models
(LLMs) (OpenAI, 2023; Touvron et al., 2023a,b;
Chiang et al., 2023; Bai et al., 2023) have sparked
a wave of research focused on enhancing vision-
language pre-trained models (VLPMs) (Kim et al.,
2021; Alayrac et al., 2022; Li et al., 2023a). By
incorporating the versatile capabilities of LLMs,
these studies aim to improve the language un-
derstanding and generation abilities of VLPMs
significantly. In this paper, we refer to the en-
hanced VLPMs with the integration of LLMs as
Large Vision-Language Models (LVLMs) (Li et al.,
2023b). LVLMs excel in comprehending both the
visual semantics of objects in images and the lin-
guistic semantics associated with these objects by
leveraging the extensive parametric knowledge em-
bedded in the LLMs. This dual understanding en-
ables LVLMs to conduct intricate reasoning about
the concepts related to these objects. Consequently,
LVLMs demonstrate strong performance in vari-
ous traditional multi-modal tasks, such as visual
question answering, image captioning, and object
detection, highlighting their versatility and robust-
ness in these domains (Liu et al., 2023b; Zhu et al.,
2023; Ye et al., 2023a; Dai et al., 2023; Liu et al.,
2023a; Hu et al., 2023; OpenAI, 2023; Huang et al.,
2023b, 2024). Table 7 shows comparison of these
LVLMs.

B Conditional Probabilities

1. P(feature∣object)max: maximum conditional
probability, highlighting the strongest feature-
object associations.

2. P(feature∣object)avg: average conditional
probability, offering a broad view of how fea-
tures tend to cluster around objects.

3. P(feature∣object)max −P(feature∣object)avg:
the difference between the maximum and av-
erage conditional probabilities, revealing ob-
jects with outlier features.

4. P(feature∣object)avg −P(feature∣object)min:
the spread between average and minimum con-
ditional probabilities, indicating the range of
commonality among features.

5. P(feature∣object)max−P(feature∣object)min:
the range between maximum and minimum
conditional probabilities, capturing the full
spectrum of feature variability.

C Captions Generation Prompts

• Object Existence: Write a detailed description
of the image. Provide information about all
objects in front and background.

• Attribute (Object): Write a detailed descrip-
tion of the image. Provide information about
the total number and colors of all objects from
left to right and up to bottom.

• Attribute (People): Write a detailed descrip-
tion of the image. Provide information about
the total number of people and colors of
clothes for each person from left to right.

• Relation (Positional): Describe the positional
relationship between all the objects in the im-
age in detail, using left, right, top, and bottom
etc, from the view of the observer.

• Relation (Comparative): Rank the size of all
the objects in the image in detail, from large
to small.

D Features Extraction Prompts

The feature extraction prompts for objects, color
and counting attributes, positional relation and com-
parative relation are illustrated in Table 8, Table 9,
Table 10, Table 11, and Table 12, respectively.

E Features Matching Prompts

The features matching prompts for objects, color
and counting attributes, positional relation and com-
parative relation are illustrated in Table 13, Ta-
ble 14, Table 15, Table 16, and Table 17, respec-
tively.

F Qualitative Results

We illustrate the qualitative results of three repre-
sentative models in Figure 4, Figure 5 and Figure 6.
Each model exhibited instances of hallucination
in these examples from our benchmark VALOR-
BENCH. Notably, while GPT-4V generates the
most comprehensive results, it is also more prone
to producing hallucinations.



Model Visual Encoder Alignment Network Language Model

InstructBLIP EVA CLIP ViT-G/141.1B Q-Former Vicuna7B
LLaVA-1.5 CLIP ViT-L/14-336px0.4B MLP Vicuna-v1.513B
MiniGPT-v2 EVA CLIP ViT-G/141.1B Linear Projection LLaMA-27B
mPLUG-Owl2 CLIP ViT-L/140.4B Cross Attention LLaMA-27B
BLIVA EVA CLIP ViT-G/141.1B Q-Former & Linear Projection Vicuna7B
CogVLM EVA2-CLIP-E/144.7B MLP Vicuna-v1.57B
InternLM-Xcomposer2 CLIP ViT-L/14-336px0.4B Partial Low-Rank Adaptation InternLM27B
Qwen-VL CLIP ViT-G/141.9B Cross Attention QwenLM13B
Emu2 EVA2-CLIP-E-plus/145.0B Linear Projection LLaMA33B
GPT-4(V) Unknown Unknown GPT-4

Table 7: Architectures of mainstream LVLMs evaluated in our benchmark. InstructBLIP (Dai et al., 2023), LLaVA-
1.5 (Liu et al., 2023a), MiniGPT-v2 (Chen et al., 2023), mPLUG-Owl2 (Ye et al., 2023b), BLIVA (Hu et al., 2023),
CogVLM (Wang et al., 2024a), InternLM-XComposer2 (Dong et al., 2024), Qwen-VL (Bai et al., 2023), Emu2
(Sun et al., 2023) and GPT-4V (OpenAI, 2023).

System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract all the objects from the captions.
Format your response in JSON format, with the key being “objects” and the value being a list of objects.
Please only extract objects without including attributes. For example, extract “field” instead of “grassy
field”. Also be mindful of plural forms. For example, extract "cow" instead of “cows”.
Please only extract the object that is a concrete entity in the real world instead of abstract concepts, actions,
and moves.
It cannot be an abstract notion such as day, time, scene, moment, image, game, sport, setting, plot,
atmosphere, surroundings, group etc.
It cannot be any words describing the emotions such as excitement, enthusiasm, etc.
It cannot be any words describing the positions in the image, such as foreground, background, left, right,
etc.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects based on the factual information in the
caption.
Here is the caption: {Input Caption}

Table 8: Prompt template for extracting objects. {In-context examples} are in-context examples. {Input
caption} are captions generated by evaluated models.

System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract the total number and colors of all objects as mentioned in the
captions.
Your answer should be a dictionary of this format: {“total num of objects”: “(NUM, OBJECT)”, “objects”:
{“ORDER”: “(ATTRIBUTE, OBJECT)”}}. Remember OBJECT should be in singular format.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects and attributes based on the factual
information in the caption.
Here is the caption: {Input Caption}

Table 9: Prompt template for extracting attributes (object). {In-context examples} are in-context examples.
{Input caption} are captions generated by evaluated models.



System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract the total number of people and colors of clothes for each person
as mentioned in the captions.
Your answer should be a dictionary of this format: {“total num of people”: “(NUM, PERSON)”, “clothes”:
{“ORDER”: “person”: “PERSON”, “object”: “(ATTRIBUTE, OBJECT)”, “action”: “ACTION”}}. OB-
JECT can be clothes or accessories (e.g., bags, socks).

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects and attributes based on the factual
information in the caption.
Here is the caption: {Input Caption}

Table 10: Prompt template for extracting attributes (people). {In-context examples} are in-context examples.
{Input caption} are captions generated by evaluated models.

System message
You are a language assistant that helps to extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision language model.
Please act as a linguistic master and extract a set of words describing the spatial or positional relations
between all the visual objects from the captions. Your answer should be a list of values that are in format of
object1 relation with object2 with the relation being left, right, top, bottom, middle etc. Do not extract the
attribute along with the object and don’t extract any relation that is an verb, replace it with simply which
object is (on or to the left or etc) the other object or the image. Formulate your response into a JSON object
with the key being “relations” and the value being a list of relations. If there are no relations found, please
return an empty list.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the relations based on the information in the caption.
Here is the caption: {Input Caption}

Table 11: Prompt template for extracting positional relations. {In-context examples} are in-context examples.
{Input caption} are captions generated by evaluated models.



System message
You are a language assistant that helps to extract ranking from given sentences.

Prompt
Given an image with a caption that is generated by a vision language model.
Given an image with a caption that is generated by a vision language model. Please act as a linguistic master
and extract the rank of all the objects from large to small as mentioned in the captions. Your answer should
be a dict of values which the keys represent the ranks starting from 1 and values are the No.1 largest object
to smallest. If the caption does not mention the order of the object, you can by default view the order of
objects appearance as from largest to smallest. If there are no objects mentioned in the caption, you can
return an empty dict.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the relations based on the information in the caption.
Here is the caption: {Input Caption}

Table 12: Prompt template for extracting comparative relations. {In-context examples} are in-context
examples. {Input caption} are captions generated by evaluated models.

System message
You are given a task to match objects from two lists that have the same meaning.

Prompt
Input Lists:
1. “gt-objects”: Ground truth objects in the image.
2. “generated-objects”: Objects identified by a vision-language model.

Matching Criteria:
- For each object in “generated-objects”, find the object in the “gt-objects” that have the same meaning and
add it to the “matched-objects” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms of each other
and can also have different length of words to express the same meaning of objects, etc.
- Note since we find the matched object for each object in “generated-objects”, it’s ok that multiple objects
in“generated-objects” match one object in “gt-object”, list all matches.
- There is special scenario that when you can’t find the matched object in “gt-objects” but you can find one
or more object is a subset or a sub category of the generated object, which means that the generated object
is a broader concept of the object in “gt-objects”, add it to the “broader-concept” dictionary instead of the
“matched-objects”. If there are many objects are a subset or a sub category of the generated object, you can
pick anyone of them. Note we are matching for each object in “generated-objects”. If you can find the
matched object in “gt-objects”, you should not add it to the “broader-concept” dictionary.

Output:
1. A “broader-concept” dictionary: only if an object from “generated-objects” denotes a broader category of
a concept in “gt-objects”. Key = word from “generated-objects”, Value = word from “gt-objects”.
2. A “matched-objects” dictionary: Key = word from “generated-objects”, Value = word from “gt-objects”.
It should not contain any words from the “broader-concept” dictionary.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-objects from the
following two objects lists.
1. gt-objects: {Input Ground Truth Objects}
2. generated-objects: {Input Generated Objects}

Table 13: Prompt template for matching objects in image caption and reference caption. {In-context examples}
are in-context examples. {Input Ground Truth Objects} are the ground truth objects list {Input Generated

Objects} are the extracted objects list from the extraction step which are originally captions generated by
evaluated models.



System message
You are given a task to match (attributes, objects) from two lists that have the same meaning.

Prompt
Inputs:
1. “gt-att-obj”: A dictionary with order being the key and the ground-truth (attribute, object) pair being the
value. Sometimes one object can be, for example “(black, bag), (white, bag), (striped, bag)”, it means either
“black” or “white” or "striped" is correct for an attribute related with the “bag” and should be matched.
2. “generated-att-obj”: A dictionary with order being the key and the generated (attribute, object) pair being
the value. The order is the order of the object in the generated caption.

Matching Criteria:
- For each (attribute, object) in “generated-att-obj”, find the (attribute, object) in the “gt-att-obj” that have
the same meaning and add it to the “matched-att-obj” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms of each other
and can also have different length of words to express the same meaning of attributes or objects, etc.
- If you find that the “generated-att-obj” can be matched with the “gt-att-obj” but the attribute or object in
“generated-att-obj” is a broader concept of the attribute or object in “gt-att-obj”, for example, one object in
“generated-att-obj” is “person”, but the “gt-att-obj” don’t have “person” but specifically have “man”, which
is a subcategory of “person”, add it to the “broader-concept” dictionary instead of the “matched-att-obj”.

Output:
1. A “broader-concept” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”: “(ATTRIBUTE2,
OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1 from “generated-att-obj” denotes a
broader category of an (ATTRIBUTE2, OBJECT2) with ORDER2 in “gt-att-obj”. Notify that Key must be
the (ATTRIBUTE1, OBJECT1)from “generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from
“gt-att-obj”. If none, it should be an empty dictionary. ORDER1 should be the same as ORDER2.
2. A “matched-att-obj” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”: “(ATTRIBUTE2,
OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1 from “generated-att-obj” can be
mapped to an (ATTRIBUTE2, OBJECT2) with ORDER2 in “gt-att-obj” with the matching criteria. Key
must be (ATTRIBUTE1, OBJECT1) from “generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2)
from “gt-att-obj”. It should not contain any (ATTRIBUTE1, OBJECT1) or (ATTRIBUTE2, OBJECT2)
from the “broader-concept” dictionary. ORDER1 should be the same as ORDER2.
- The keys in “broader-concept” and “matched-att-obj” must be the same as “gt-att-obj".

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-objects from the
following two objects lists.
1. gt-objects: {Input Ground Truth Attributes}
2. generated-objects: {Input Generated Attributes}

Table 14: Prompt template for matching attributes (object) in image caption and reference caption. {In-
context examples} are in-context examples. {Input Ground Truth Attributes} are the ground truth attribute
list {Input Generated Attributes} are the extracted attributes list from the extraction step which are originally
captions generated by evaluated models.



System message
You are given a task to match (attributes, objects) from two lists that have the same meaning.

Prompt
Inputs:
1. “gt-att-obj”: A dictionary with order being the key and the ground-truth (attribute, object) pair being the
value. Sometimes one object can be, for example “(black, bag), (white, bag), (striped, bag)”, it means either
“black” or “white” or "striped" is correct for an attribute related with the “bag” and should be matched.
2. “generated-att-obj”: A dictionary with order being the key and the generated (attribute, object) pair being
the value. The order is the order of the object in the generated caption.

Matching Criteria:
- For each (attribute, object) in “generated-att-obj”, find the (attribute, object) in the “gt-att-obj” that have
the same meaning and add it to the “matched-att-obj” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms of each other
and can also have different length of words to express the same meaning of attributes or objects, etc.
- If you find that the “generated-att-obj” can be matched with the “gt-att-obj” but the attribute or object in
“generated-att-obj” is a broader concept of the attribute or object in “gt-att-obj”, for example, one object in
“generated-att-obj” is “person”, but the “gt-att-obj” don’t have “person” but specifically have “man”, which
is a subcategory of “person”, add it to the “broader-concept” dictionary instead of the “matched-att-obj”.

Output:
1. A “broader-concept” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”: “(ATTRIBUTE2,
OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1 from “generated-att-obj” denotes a
broader category of an (ATTRIBUTE2, OBJECT2) with ORDER2 in “gt-att-obj”. Notify that Key must be
the (ATTRIBUTE1, OBJECT1)from “generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from
“gt-att-obj”. If none, it should be an empty dictionary. ORDER1 should be the same as ORDER2.
2. A “matched-att-obj” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”: “(ATTRIBUTE2,
OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1 from “generated-att-obj” can be
mapped to an (ATTRIBUTE2, OBJECT2) with ORDER2 in “gt-att-obj” with the matching criteria. Key
must be (ATTRIBUTE1, OBJECT1) from “generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2)
from “gt-att-obj”. It should not contain any (ATTRIBUTE1, OBJECT1) or (ATTRIBUTE2, OBJECT2)
from the “broader-concept” dictionary. ORDER1 should be the same as ORDER2.
- The keys in “broader-concept” and “matched-att-obj” must be the same as “gt-att-obj".

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-objects from the
following two objects lists.
1. gt-objects: {Input Ground Truth Attributes}
2. generated-objects: {Input Generated Attributes}

Table 15: Prompt template for matching attributes (people) in image caption and reference caption. {In-
context examples} are in-context examples. {Input Ground Truth Attributes} are the ground truth attribute
list {Input Generated Attributes} are the extracted attributes list from the extraction step which are originally
captions generated by evaluated models.



System message
You are given a task to match (object-1 positional relation with object-2) from a ground truth dictionary and
a list based on their meaning.

Prompt
Inputs:
1. “gt-relations”: A dictionary of ground truth relations. Each key is a number with no meaning of order.
Each key represents different relations. The values is a list of one or two relations, if there are two relations,
they are synonyms. Sometimes in one relation it contains for example “image / table”, it means either image
or table in this phrase is correct.
2. “generated-relations”: A list of generated relations from a model.

Matching Criteria:
- For each relation in "generated-relations", find the corresponding relation in "gt-relations" based on their
meaning, if there is none, skip it.
- If you find a match, add it to the "matched-relations" dictionary. Note that if there are two relations in a
item of "gt-relations", it means the same meaning of the relation, you can pick either one of them as the
match to the relation in "generated-relations".
- If you find that the generated relation is a broader concept of a relation in "gt-relations" such as the
generated relation is near each other, next to, in touch etc.
but the gt-relation specifically have their relation is specifically left, right, behind or front, etc, which is
more than near, add it to the "broader-concept" dictionary.

Output:
1. A “broader-concept” dictionary: only if an relation from “generated-relations” denotes a broader category
of a concept in “gt-relations” Notify that Key must be the item from “generated-relations”, Value must be
item from “gt-relation”. If none, it should be an empty dictionary.
2. A “matched-relations” dictionary: only if an relation from “generated-relations” can be mapped to an
relation in “gt-relations” with the matching criteria. Key must be word from “generated-relations”, Value
must be word from “gt-relations”. It should not contain any words from the “broader-concept” dictionary.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-relations from the
following two inputs.
1. gt-relations: {Input Ground Truth Relations}
2. generated-relations: {Input Generated Relations}

Table 16: Prompt template for matching positional relations in image caption and reference caption. {In-
context examples} are in-context examples. {Input Ground Truth Relations} are the ground truth relation
list {Input Generated Relations} are the extracted relation list from the extraction step which are originally
captions generated by evaluated models.



System message
You are given a task to match the correct objects with the same meaning from a ground truth dictionary and
a generated dictionary.

Prompt
Inputs:
1. “gt-objects”: A dictionary of ground truth objects. Each key is a number starting rank No.1 and increment
each time by 1. Each value is the corresponding object with the rank. Sometimes one object can be, for
example “ground / court”, it means either ground or court is correct and should be matched.
2. “generated-objects”: A dictionary with rank being the key and the object being the value. The rank is the
rank of the object in the generated caption.

Matching Criteria:
- For each object in “generated-objects”, find the object in the “gt-objects” that have the same meaning and
add it to the “matched-objects” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms of each other
and can also have different length of words to express the same meaning of objects, etc.
- Notice that the final matched-objects must follow the order of values in “generated-objects”.
- If you find that the “generated-objects” can be matched with the “gt-objects” but the object in “generated-
objects” is a broader concept of the objects in “gt-objects”, for example, one object in “generated-objects”
is “person”, but the “gt-objects” don’t have “person” but specifically have “man”, which is a subcategory of
“person”, add it to the ‘broader-concept” dictionary instead of the “matched-objects”.

Output:
1. A “broader-concept” dictionary: only if an object from “generated-objects” denotes a broader category of
a concept in “gt-objects” Notify that Key must be the item from “generated-objects”, Value must be item
from “gt-objects”. If none, it should be an empty dictionary.
2. A “matched-objects” dictionary: only if an object from “generated-objects” can be mapped to an object
in “gt-objects” with the matching criteria. Key must be word from “generated-objects”, Value must be word
from “gt-objects”. It should not contain any words from the “broader-concept” dictionary.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-relations from the
following two inputs.
- gt-relations: {Input Ground Truth Relations}
- generated-relations: {Input Generated Relations}

Table 17: Prompt template for matching comparative relations in image caption and reference caption.
{In-context examples} are in-context examples. {Input Ground Truth Relations} are the ground truth objects
ranking list {Input Generated Relations} are the extracted objects list from the extraction step which are
originally captions generated by evaluated models.



[Input Image]

[Input Instruction] Write a detailed description of the image. Provide information about all objects in 
front and background.

[Model Response]

InstructBLIP

GPT4-Vision

LLaVA-v1.5🌋

In the image, there is a young girl with wet hair who appears to be sitting down, 
smiling towards the camera. The girl has a pink hair dryer in her hand, which she is 
holding up as if displaying it. … … Above the sink, to the right, there is what looks 
like a roll of paper towels. Next to the paper towels, there's a red object that might be 
a soap dish containing a bar of soap. The wall in the background has a neutral color, 
possibly a shade of beige or light brown. … …Additionally, there's a portion of 
someone's arm, clothed in a pink garment, reaching towards the girl's hair with a 
black comb, likely in the act of helping to style or dry her hair. … …

The image features a young girl standing in a bathroom, holding a pink hair dryer in 
her hand. She is smiling and appears to be enjoying the experience. Another person 
is present in the background, possibly assisting or observing the girl. In the 
bathroom, there is a sink located near the left side of the room. A bottle can be seen 
on the left side of the sink, and a bowl is placed on the countertop. The overall 
atmosphere of the scene is cheerful and lighthearted, with the girl having fun while 
using the hair dryer.

In the image, a young girl is blow-drying her hair with a pink hair dryer. She is smiling 
and appears to be enjoying the process. The scene takes place in a bathroom, with 
a sink and a toilet visible in the background. There are several bottles scattered 
around the room, including one near the sink and another close to the toilet. 
Additionally, a towel can be seen hanging on the left side of the room.

Figure 4: Object existence evaluation example from three representative models in our benchmark VALOR-BENCH.
Text in red indicating models’ hallucinations.



[Input Image]

[Input Instruction] Describe the relationship between all the objects in the image in detail, using left, 
right, top, and bottom etc, from the view of the observer.

[Model Response]

InstructBLIP

GPT4-Vision

LLaVA-v1.5🌋

In the image, we see a wooden table serving as the surface for the objects. … … On 
the right side of the plate, parallel to the knife and directly opposite it, there is a 
computer mouse with its cord extending towards the top right corner of the image 
and out of view. Above the plate (towards the top of the image), a clear glass, which 
appears empty, is placed upside down with its open end facing downward and the 
base pointing towards the sky. These objects seem to mimic the arrangement of a 
dining setting, with the mouse substituting for what might typically be a drinking cup 
positioned to the right side of a plate and the knife on the left side … … 

In the image, there is a wooden dining table with a white plate on top of it. The plate 
is placed in the center of the table, and it has a mouse and a glass of water on it. 
The mouse is positioned to the right of the plate, while the glass of water is located 
to the left of the plate. Additionally, there is a fork on the left side of the plate and a 
knife on the right side. The fork is placed horizontally, with its handle facing upwards, 
while the knife is positioned vertically, with its blade facing downwards. The 
arrangement of these objects suggests that the table is set for a meal, with the 
mouse and glass of water possibly serving as decorative or functional elements.

From the view of the observer, the relationship between the objects in the image can 
be described as follows: 1. On the left side of the image, there is a white plate with 
black stripes. 2. On the right side of the image, there is a wine glass. 3. At the top of 
the image, there is a knife. 4. At the bottom of the image, there is a mouse.

Figure 5: Positional relation evaluation example from three representative models in our benchmark VALOR-
BENCH. Text in red indicating models’ hallucinations.
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Starting from the largest object to the smallest, the order would roughly be as 
follows: 1. The cutting board – It occupies the most space in the image.
2. The knife with the light-colored handle – This knife lies diagonally across the 
cutting board and appears to be quite long. 3. The piece of cheese – Although it's not 
the length of the knife, it is thicker and occupies a more three-dimensional space. 4. 
The banana peel – It's spread out next to the cutting board, but it's not as large as 
the other objects mentioned before. 5. The knife with the red handle … 6. The 
slices/sticks of cheese ……

1. Banana: The banana is the largest object in the image, taking up a significant 
portion of the cutting board. 2. Cutting board: The cutting board is the second largest 
object, providing a surface for the banana and other items. 3. Knife: The knife is the 
third largest object, with a blade that is longer than the banana. 4. Cheese: The 
cheese is the fourth largest object, occupying a smaller area than the knife. 5. 
Potato: The potato is the smallest object in the image, located near the banana and 
knife.

From largest to smallest, the objects in the image include a cutting board, a knife, a 
banana, and cheese slices. The cutting board is the largest object, followed by the 
knife, the banana, and the cheese slices.

Figure 6: Comparative relation evaluation example from three representative models in our benchmark VALOR-
BENCH. Text in red indicating models’ hallucinations.


