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Abstract
Veracity detection has emerged as a crucial001
NLP task over the last decade, as misinforma-002
tion spreads rapidly in the digital age. Most003
datasets available in the community, such as004
LIAR (Wang, 2017) and PolitiFact (Alhindi005
et al., 2018), either lack complete evidence or006
have a limited number of instances. We present007
a new dataset, Politifact-PLUS, contains claim,008
evidence, speaker, label and designed for the009
task of 5-class veracity detection, with particu-010
lar focus on the political domain. Our analysis011
examines the efficacy of large language models012
(LLMs) using prompting approaches, alongside013
a multi-agent task decomposition framework014
for veracity detection on our dataset. Notably,015
we found that the few-shot prompting tech-016
nique achieved the highest F1 score of 0.7603,017
while the task decomposition approach yielded018
an F1 score of 0.6611. Our findings highlight019
the significant confusion among the classes of020
Mostly True, Half True, and Mostly False. We021
hope this work inspires the community to de-022
velop more robust techniques for veracity de-023
tection.024

1 Introduction025

The proliferation of online information has ac-026

celerated the spread of both factual and mislead-027

ing content, making it increasingly difficult for028

the public to discern truth from falsehood. In re-029

sponse to this growing challenge, fact-checking030

platforms like PolitiFact1 have developed systems031

such as the Truth-O-Meter2, which shows verdict032

for the claims into varying degrees of accuracy,033

from True to Pants on fire and intermediate stages034

like Mostly True, Half True, Mostly False, and035

False2. These labels reflect the complexity of mis-036

information, where claims often contain elements037

of truth mixed with misleading or omitted details.038

1https://www.politifact.com/
2https://www.politifact.

com/article/2018/feb/12/
principles-truth-o-meter-politifacts-methodology-i/

Claim: New Jersey's poverty rate has increased since
this governor took office and the number of New
Jerseyans without health insurance has risen.

Evidence: . . .  The Current Population Survey also
shows that the number of uninsured individuals grew to
about 1.3 million in 2010 from roughly 1.2 million in
2009. . . . According to the ACS, the number of New
Jerseyans below the poverty level increased from 9.4
percent in 2009 to 10.3 percent in 2010. . . . But after
reaching out to three poverty experts, we learned that
while state policy can impact the level of poverty -- such
as a decrease in the State Earned Income Tax Credit --
the main driving forces include the recession and the
level of unemployment. Most of the factors that
determine a state's poverty rate are beyond the control of
a governor in the short run, Sheldon Danziger, director of
the National Poverty Center at the University of
Michigan, said in an email. . . .

Predictor

True

Mostly False

Mostly True

False

Half True

Label: Half True

Figure 1: Given a claim and corresponding evidence,
the predictor assigns one of the five veracity labels to
the claim. Highlighted text in the claim and evidence
shows the facts and evidence relationship whether the
highlighted content in evidence supports (green) or re-
futes (yellow) the claim. Since the average evidence
length is approximately 760 words, only selective lines
are included to maintain relevance and clarity.

Half-truths, in particular, present a unique chal- 039

lenge. They selectively expose the truth and may 040

also contain some false information, exploiting hu- 041

man cognitive biases to manipulate perceptions 042

(Estornell et al., 2020). Unlike outright falsehoods, 043

which are often easier to detect, half-truths thrive 044

on ambiguity. This makes them highly effective in 045

shaping public opinion, particularly in areas like 046

politics, advertisement, and finance, where they 047

are strategically employed to influence decision- 048

making. 049

Fact-checking is a laborious process that requires 050

significant time and effort. Journalists need to sift 051

through multiple sources to verify claims, assess 052

the credibility of those sources, and draw mean- 053

ingful comparisons. This process, which can take 054

several hours or even days for professional fact- 055

checkers (Hassan et al., 2015), is often further 056

strained by tight deadlines, especially for internal 057

fact-check procedures (Godler and Reich, 2017). 058

Research indicates that less than half of the pub- 059
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1. Does this claim leave out crucial information considering the evidence?
2. Does the given claim contain false information given the evidence?
3. Is the given claim taking meaning out of context based on the evidence?
4. Does the claim show ambiguity given the evidence?
5. Does the given claim exaggerate based on the evidence?
6. Does the given claim generalize the context based on the evidence?
7. Is the given claim misleading considering the evidence?
8. Does the given claim make a completely ridiculous statement given the evidence?
9. Does the given claim make a false statement given the evidence?

Figure 2: Questions inspired by Truth-o-meter label
guideline, politifact.com, described in Appendix, Figure
4.

lished articles undergo verification (Lewis et al.,060

2008). With the rapid pace of information genera-061

tion and dissemination, manual fact-checking alone062

is not scalable, highlighting the need for automa-063

tion (Guo et al., 2022).064

We refer to the work of Frank and Hall (2001)065

to motivate our approach to fact-checking as a tra-066

ditional classification task. While fact-checking067

could be framed as an ordinal classification task,068

where claims based on evidence are ranked by069

degrees of truthfulness, this approach faces chal-070

lenges because accurately capturing the subtle dis-071

tinctions in a statement’s intent and context is not072

always straightforward. Thus, by simplifying it073

into a prediction problem, we focus on automat-074

ing evaluation and measuring performance more075

effectively.076

Figure 1 demonstrates the predictor as a classi-077

fier based on evidence that classifies the claim into078

one of the 5 categories from True to False, with la-079

bels like Mostly True, Half True, and Mostly False.080

A Mostly True claim may omit minor details but re-081

mains unambiguous, whereas a Mostly False claim082

significantly distorts the truth or omits some details083

while keeping small factual elements. Half true084

claim remains in between Mostly True and Mostly085

False.086

The majority of fact-checking datasets avail-087

able today contain fewer classes (Thorne et al.,088

2018; Jiang et al., 2020; Schuster et al., 2021;089

Hanselowski et al., 2019), typically two or three.090

This limits the ability to effectively discriminate091

between varying degrees of the falseness of a claim.092

More nuanced distinctions are necessary between093

True and False, especially in political statements.094

Existing datasets with four or more classes, such095

as PUBHEALTH (Kotonya and Toni, 2020) and096

AnswerFact (Zhang et al., 2020), are from non-097

political domains, which makes them unsuitable098

for our focus on political fact-checking. Datasets099

that do originate from the political domain, such100

as Liar (Wang, 2017) and PolitiFact (Vlachos and 101

Riedel, 2014), contain either fewer instances to gen- 102

eralize across a five-class classification distribution 103

or doesn’t contain complete evidence, which limits 104

their usefulness for multi-class classification tasks. 105

We propose the Politifact-PLUS dataset, which 106

contains 21,102 instances related to the political do- 107

main across five classes of truthfulness. Addition- 108

ally, Wang (2017) obtained a Cohen’s kappa score 109

of 0.82 using data from PolitiFact.com, demonstrat- 110

ing the reliability of the source. This new dataset 111

offers the volume necessary to improve model per- 112

formance in multi-class political fact-checking. 113

We conduct various experiments shown in ta- 114

ble 3 and table 4 using language models on the 115

Politifact-PLUS dataset for 5-class veracity detec- 116

tion. 117

Our contributions are: 118

1. PolitiFact-PLUS an extension of Politifact 119

dataset (Misra, 2022), contains extracted 120

fact-checking articles provided by the fact- 121

checkers. We release this extended dataset 122

containing 21,102 instances for the benefit of 123

the research community Section 3. 124

2. A novel multi-agent framework Section 4.3 125

boosts the zero-shot F1 score by 10%, which 126

utilizes task decomposition, formulated 9 127

questions shown in Figure 2 curated from 128

the label description of Politifact’s1 Truth-o- 129

meter2 verdict label description, for the task 130

of veracity detection. 131

3. Experiments using LLMs were conducted for 132

the task of 5-class veracity detection on the 133

proposed Politifact-PLUS dataset. We ex- 134

plore approaches including, zero-shot prompt- 135

ing (Kojima et al., 2024), few-shot prompt- 136

ing (Brown et al., 2020), fine-tuning, and 137

2-stage chain-of-thought reasoning (Kojima 138

et al., 2024). We achieve a 0.7603 F1 score 139

through few-shot learning, showing a consid- 140

erable performance. Mistral-7B-v0.3 emerged 141

as the top performer Table 3. 142

2 Related Work 143

In this section, we review the existing fact-checking 144

datasets listed in Table 1. Following the intuition 145

from Hu et al. (2022), we categorize datasets into 146

two groups: natural (comprising real-world claims) 147

and synthetic (artificially generated). Our focus is 148

on English-language datasets. 149
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Datasets Type Domain #Claim Meta/Text #Class

HOVER (Jiang et al., 2020) Synthetic Multiple 26,171 Text 2
FEVER (Thorne et al., 2018) Synthetic Multiple 185,445 Text 3
VitaminC (Schuster et al., 2021) Synthetic Multiple 488,904 Text 3

PunditFact (Rashkin et al., 2017) Natural Multiple 4,361 Meta 2/6
Snopes (Hanselowski et al., 2019) Natural Multiple 6,422 Text 3
SciFact (Wadden et al., 2020) Natural Science 1,409 Text 3
PUBHEALTH (Kotonya and Toni, 2020) Natural Health 11,832 Text 4
PolitiFact (Vlachos and Riedel, 2014) Natural Politics 106 Text 5
AnswerFact (Zhang et al., 2020) Natural Product 60,864 Both 5
LIAR (Wang, 2017) Natural Politics 12,836 Meta 6
LIAR-PLUS (Alhindi et al., 2018) Natural Politics 12,836 Both 6
Politifact (Misra, 2022) Natural Politics 21,152 Meta 6

Politifact-PLUS Natural Politics 21,102 Both 5

Table 1: Comparison of different fact-check datasets in English based on their type, domain, number of claims,
meta-data/textual-evidence, and number of classes.

2.1 Meta-Based Datasets150

Several fact-checking datasets rely solely on claims151

and their associated metadata. Notably, the LIAR152

dataset (Wang, 2017) includes metadata such as the153

claim’s speaker, the media source, and a history154

of the speaker’s claims. Similarly, Rashkin et al.155

(2017) leveraged claims with minimal textual evi-156

dence and meta-information. Another early effort157

by Vlachos and Riedel (2014) resulted in a small158

dataset that collected claims and meta-information159

from Channel 4’s fact-checking blog3 and Politi-160

Fact1. While these datasets provide related context,161

they lack evidence to validate claims, limiting their162

utility for fact-checking tasks.163

2.2 Text-Based Datasets164

Many text-based datasets focus on Wikipedia as165

a single source of truth. For example, Schuster166

et al. (2021) relied solely on Wikipedia, which,167

while useful, fails to capture misinformation spread168

beyond what is available on Wikipedia. Datasets169

such as HOVER (Jiang et al., 2020) and FEVER170

(Thorne et al., 2018) similarly use only Wikipedia171

as their knowledge base. Although these datasets172

provide large-scale examples, they limit their scope173

to a single source and ignore the varied contexts in174

which information is interpreted.175

To address these limitations, other datasets have176

been proposed that incorporate evidence from a177

broader range of real-world sources. These in-178

clude works by (Hanselowski et al., 2019), (Wad-179

3http://blogschannel4com/factcheck/

den et al., 2020), (Kotonya and Toni, 2020), and 180

(Vlachos and Riedel, 2014), which provide claims 181

grounded in natural domains beyond politics. How- 182

ever, available political domain datasets provide 183

fewer instances that contain evidence to support or 184

refute the claim, reducing their effectiveness for 185

fact-checking in the political domain. 186

A significant limitation of LIAR PLUS dataset 187

(Alhindi et al., 2018) is that as evidence, it uses the 188

last 5 sentences of the source article or provides 189

human-written justifications if available. Selected 190

last 5 sentences need not contain complete informa- 191

tion to support or refute the claim. This shortcom- 192

ing limits the dataset’s ability to support accurate 193

fact-checking. 194

In contrast, Misra (2022) introduced a dataset 195

that includes only the claim and metadata from 196

PolitiFact, without incorporating the corresponding 197

retrieved evidence. Building on this, we propose 198

PolitiFact-PLUS dataset, which includes not only 199

claims and metadata but also the complete evidence 200

from the PolitiFact website. This enriched dataset 201

provides complete evidence for the veracity detec- 202

tion of the claim. 203

3 Politifact-PLUS: An Evidence 204

Retrieved Politifact Benchmark Dataset 205

We address key limitations observed in existing 206

datasets like LIAR (Wang, 2017) which only con- 207

tains metadata and lacks detailed justification for 208

claims whereas LIAR-PLUS (Alhindi et al., 2018) 209

attempts to extend this by including justifications, 210

3
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Label Train Instances Test Instances Validation Instances Total Instances

True 1,717 612 125 2,454
Mostly True 2,332 824 169 3,325
Half True 2,502 910 179 3,591
Mostly False 2,409 829 184 3,422
False 5,811 2,101 398 8,310

Total 14,771 5,276 1,055 21,102

Table 2: Politifact-PLUS Dataset Statistics

but the quality of these justifications is inconsistent.211

Specifically, LIAR-PLUS either provides human-212

written justifications or, when unavailable, defaults213

to extracting the last five lines of the source arti-214

cle. This approach often results in irrelevant or215

incomplete explanations, which may not accurately216

capture the reasoning behind the label assignment.217

In contrast, our dataset ensures that each claim218

is accompanied by evidence containing full context219

about the claim’s veracity. The PolitiFact dataset,220

introduced by Misra (2022), consists of 21,152221

fact-checked instances sourced from Politifact.com.222

Each record contains eight attributes: verdict,223

statement_originator, statement, statement_date,224

statement_source, factchecker, factcheck_date, and225

factcheck_analysis_link. The verdict classifies the226

truthfulness of a claim into one of six categories:227

true, mostly true, half true, mostly false, false, and228

pants-fire. The statements come from 13 differ-229

ent media categories, including speech, television,230

news, blog, other, social media, advertisement,231

campaign, meeting, radio, email, testimony, and232

statement.233

To extend this dataset, we create the Politifact-234

PLUS dataset by extracting articles from the URLs235

provided in the factcheck_analysis_link attribute.236

After removing instances without valid URLs, the237

dataset is reduced to 21,102 instances. We retain238

four key attributes for our dataset: label (verdict),239

claim (statement), evidence (the extracted article),240

speaker (statement_originator). Additionally, the241

false and pants-fire labels were combined into a242

single false label, as both categories represent com-243

pletely false information, an example from the244

dataset can be seen in Figure 1, and example from245

each class can be seen in Appendix, Figure 5, 6,246

and 7. The Politifact-PLUS dataset contains both247

meta/text and has five truthfulness categories: true,248

mostly true, half true, mostly false, and false. The249

dataset is divided into training, testing, and val- 250

idation sets with the statistics shown in Table 2. 251

252

4 Methodology 253

In this section, we describe the methods used to 254

evaluate the Politifact-PLUS dataset for 5-class 255

veracity detection. Our approach progresses from 256

small language models finetuning to more resource- 257

intensive techniques, LLMs prompting strategies, 258

and a 2-stage task decomposition framework. 259

4.1 Fine-tuning Language Models 260

We first explored fine-tuning language models on 261

our dataset for the 5-class classification task. Using 262

smaller models with parameters ≤ 340M , adapting 263

them to the Politifact-PLUS dataset. 264

4.2 Prompting Techniques 265

Zhao et al. (2024) shows LLMs knowledge can 266

be leveraged using prompt-based techniques. We 267

apply a few prompting approaches to guide the 268

model’s predictions: 269

• Zero-Shot Prompting: We used large lan- 270

guage models (LLMs) directly without any 271

task-specific training, relying on their pre- 272

existing knowledge to make veracity predic- 273

tions based solely on the claim and evidence 274

(Kojima et al., 2024). 275

• Few-Shot Prompting: We provided the mod- 276

els with five example instances—one for each 277

class—before asking the model to classify 278

new claims (Brown et al., 2020). 279

• 2-stage Chain-of-Thought (CoT) Prompt- 280

ing: In work of Kojima et al. (2024), the task 281

is divided into 2 stages, the first stage takes 282

care of reasoning extraction, by simply adding 283

“Let’s think step by step” at the end of the 284
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Agent A Agent V

true /
mostly-true /
 half-true /

mostly-false /
false

Q: Does this claim leave out crucial
information considering the evidence?
A: True/False

Q: Does this claim leave out crucial
information considering the evidence?
A: True/False

Q1: Does this claim leave out crucial
information considering the evidence?
A1: True
Q2: Does the given claim contain false
information given the evidence?
A2: False
Q3: Is the given claim taking meaning out
of context based on the evidence?
A3: True
.
.
Q9: Does the given claim make a false
statement given the evidence?
A9: False

claim: Seven times Obama could have
stopped China's cheating. Seven times,
he refused.

evidence: A campaign ad for Mitt
Romney accuses President . . . . .

claim: Seven times Obama could have
stopped China's cheating. Seven times,
he refused.

evidence: A campaign ad for Mitt
Romney accuses President . . . . .

Q: Is the given claim taking meaning
out of context based on the evidence?
A: True/False

Figure 3: Agent A takes a question, along with the claim and evidence, and generates answers for all 9 questions
one by one. Agent V then takes the claim, and evidence, along with all 9 question-answer pairs, and predicts one of
the 5 fact-checking labels.

prompt and the second stage takes care of an-285

swer extraction by adding “Therefore, among286

A through E, the answer is” at the end of the287

response generated after the first stage, to pre-288

dict the label. Here, labels are encoded as289

follows A: true, B: mostly-true, C: half-true,290

D: mostly-false, E: false.291

4.3 Multi Agent Task Decomposition292

Framework293

To address the complexity of 5-class classification,294

we design a multi-agent task decomposition frame-295

work inspired by PolitiFact’s label guidelines and296

previous work on decomposing complex claims297

(Press et al., 2023). The approach breaks down298

complex queries into simpler sub-queries before299

answering the main query, which results in an im-300

provement in the success rate of handling com-301

positional tasks. This guides us to design fixed302

questions that can enhance the prediction accu-303

racy of labels, especially in zero-shot settings. Our304

framework splits the fact-checking process into two305

stages, Figure 3.306

• Agent A (Answer Predictor): In stage 1,307

Agent A predicts the answers to 9 targeted308

questions, which are either True or False, as309

shown in the Figure 2 derived from the Politi-310

Fact1 truth-o-meter2 label descriptions. Each311

question is designed to assess specific aspects312

of the claim, such as whether it contains false313

information, is misleading, or leaves out cru-314

cial information, along with other aspects.315

• Agent V (Veracity Detector): In stage 2, us- 316

ing the claim, evidence, questions, and an- 317

swers generated by Agent A, Agent V predicts 318

the overall truthfulness of the claim. By ana- 319

lyzing the responses to the 9 questions along- 320

side the evidence, Agent V makes an informed 321

decision, classifying the claim into one of the 322

five veracity labels. 323

5 Experimental Setup 324

Reynolds and McDonell (2021) demonstrates how 325

prompt structure and wording influence large lan- 326

guage models’ performance, emphasizing the im- 327

portance of prompt selection. We utilized the 328

publicly available codebase (Gao et al., 2024) by 329

EleutherAI, which offers various evaluation tech- 330

niques. In our experiments, we employed log- 331

likelihood-based evaluation for label prediction and 332

as our dataset is imbalanced, we reported results 333

using the weighted-f1 score in all cases. 334

5.1 Models 335

Our experiments span models ranging from small 336

language models with ≥ 110M parameters to 337

large models with ≤ 9B parameters. We em- 338

ploy small language models such as BERT (De- 339

vlin et al., 2019) (google-bert/bert-base-uncased, 340

google-bert/bert-large-uncased) and XLNet (Yang 341

et al., 2019) (xlnet/xlnet-base-cased, xlnet/xlnet- 342

large-cased). These smaller models provide a com- 343

parison against the performance of larger models. 344

For large language models, we utilize state- 345

of-the-art models like Meta’s LLaMA (Dubey 346
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Zero Shot Few (5) Shot Zero Shot CoT Few (5) Shot CoT QA Task

Base Models

Llama-3-8B 0.5471 0.7332 0.3386 0.5465 0.3590
Mistral-7B-v0.3 0.4437 0.7603 0.2339 0.6038 0.3381
Gemma-2-9B 0.0674 0.3223 0.1928 0.5887 0.1928

Average 0.3527 0.6052 0.2551 0.5796 0.2966

Instruct Models

Llama-3-8B-Instruct 0.4425 0.5117 0.2377 0.6122 0.5942
Mistral-7B-Instruct-v0.3 0.4884 0.7330 0.3247 0.6877 0.6611
Gemma-2-9B-it 0.5995 0.6744 0.4062 0.7065 0.4229

Average 0.5101 0.6397 0.3228 0.6688 0.5594

Table 3: Performance comparison of base and instruct models across various prompting methods—Zero Shot, Few
(5) Shot, Zero Shot Chain of Thought (CoT), Few (5) Shot CoT, and QA Task. The results are reported as weighted
F1 scores. The ’Average’ row shows the average of weighted F1 score for the models under each prompting method.

True Mostly True Half True Mostly False False Overall

SLMs

Bert-base-uncased 0.4133 0.3493 0.3348 0.2937 0.7260 0.4953
Bert-large-uncased 0.4349 0.3792 0.3319 0.2854 0.7539 0.5118
xlnet-base-cased 0.4527 0.3977 0.3579 0.3181 0.7436 0.5207
xlnet-large-cased 0.5152 0.4451 0.3950 0.3658 0.7660 0.5598

Table 4: Weighted F1 score comparison of small language models (SLMs) including BERT and XLNet (base
and large versions) across five veracity classes—True, Mostly True, Half True, Mostly False, and False on the
fine-tuning task. The table reports class-specific and overall F1 scores, showcasing the models’ performance in the
fact-checking task after fine-tuning.

et al., 2024) (meta-llama/Meta-Llama-3-8B4, meta-347

llama/Meta-Llama-3-8B-Instruct5), along with348

Mistral’s latest versions at the time of experimen-349

tation (Jiang et al., 2023) (mistralai/Mistral-7B-350

v0.36, mistralai/Mistral-7B-Instruct-v0.37). Addi-351

tionally, we experiment with models from Google,352

such as the GEMMA series (Team et al., 2024)353

(google/gemma-2-9b8, google/gemma-2-9b-it9).354

5.2 Hyperparameter and Prompt Selection355

For small language models (SLMs), we experi-356

mented with various learning rates: 1e−4, 5e−5,357

4https://huggingface.co/meta-llama/
Meta-Llama-3-8B

5https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

6https://huggingface.co/mistralai/
Mistral-7B-v0.3

7https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.3

8https://huggingface.co/google/gemma-2-9b
9https://huggingface.co/google/gemma-2-9b-it

3e−5, 1e−5, 5e−6, 3e−6, and 1e−6, using a batch 358

size of 8 till 10 epochs Appendix Table 9. To per- 359

form the experiment on the test set, we finalized the 360

learning rate = 1e−5, batch size = 8, till 8 epochs. 361

To perform inference across different approaches 362

such as zero-shot (Appendix A.1), few-shot 363

(Appendix A.2), and Chain-of-Thought(CoT) 364

(Appendix A.3), we conducted experiments on the 365

validation set with various prompts, detailed in Ap- 366

pendix A, results in Appendix table 7, and selected 367

the best-performing prompt for the final results. 368

6 Results and Error Analysis 369

Label-Wise Insights: To better understand the 370

overlapping nature of labels that leads to confusion 371

in predictions, we performed a one-vs-all classi- 372

fication experiment. The results, detailed in Ap- 373

pendix Table 8, show the challenges of distinguish- 374

ing between closely related labels. The task was 375

conducted in two parts: (1) using label-specific 376
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True Mostly True Half True Mostly False False #Actual

True 566 26 13 0 7 612
Mostly True 200 405 180 33 6 824
Half True 18 61 594 201 36 910
Mostly False 2 8 134 526 159 829
False 5 2 11 137 1946 2101

#Prediction 791 502 932 897 2154 5276

Table 5: Confusion matrix illustrating the number of instances correctly and incorrectly classified across all class
labels. Rows represent actual labels, while columns indicate predicted labels. These results correspond to Mistral-
7B-v0.3 on a few-shot (5-shot) task.

zero-shot prompts and (2) using a general prompt377

for all labels (see Appendix B for details).378

Interestingly, Mistral emerged as less confused379

among the classes compared to other models, while380

GEMMA struggled to perform well in this setting.381

Across all experiments, the True and False labels382

performed better than other classes. This trend383

is likely because it is easier for models to iden-384

tify claims that are entirely true or entirely false,385

whereas partially true labels require good reasoning.386

Label-specific prompt performance is lesser than387

the general prompt signifies the restrictive nature388

of providing explicit label descriptions, which may389

prevent the model from leveraging its generalized,390

pre-existing knowledge effectively.391

The overlapping nature of the labels further adds392

to the complexity. For instance, a claim missing393

minor details could be classified as Mostly True394

or Half True depending on whether the omission395

creates ambiguity. Determining the correct label396

requires careful reasoning, as ambiguity and con-397

textual shifts often depend on individual interpre-398

tations. Similarly, for claims containing both true399

and false information, the classification depends on400

the extent and impact of the false information. A401

claim is labeled Half True if it becomes ambiguous402

or misleading but remains majorly true. On the403

other hand, it is classified as mostly false if the404

false information predominates, with only minor405

elements of truth.406

Performance Overview:407

The performance of SLMs like XLNet-large-408

cased (weighted F1: 0.5598) and BERT-large-409

uncased (weighted F1: 0.5118) outperforms their410

smaller counterparts due to their larger parameter411

sizes. The False class consistently achieved the412

highest F1 scores across all models, supported by413

a higher number of instances (Table 2). 414

BERT and XLNet use different training strate- 415

gies: BERT masks 15% of the words randomly 416

and predicts them using surrounding context, while 417

XLNet employs a permutation-based approach to 418

learn contextual dependencies. XLNet’s strategy 419

captures better dependencies but both models strug- 420

gle with complex, overlapping labels like Half True, 421

Mostly False, and Mostly True (Appendix Table 422

8). 423

Table 3 compares base and instruct models 424

across prompting techniques (Zero Shot, Few 425

Shot, 2-stage CoT, and QA Task). The Mistral- 426

7B-v0.3 instruct model in the few-shot setting 427

achieved the best performance, with a weighted 428

F1 score of 0.7603, a 26.82% improvement over 429

the zero-shot setting. 430

We introduce the QA Task, a multi-agent 431

task decomposition framework that im- 432

proves veracity detection by breaking labels 433

descriptions into True/False sub-questions, 434

achieving a 10.27% performance boost using 435

Mistral-7B-Instruct-v0.3 over zero-shot set- 436

ting. This approach, to the best of our knowledge, 437

is novel in veracity detection by simplifying label 438

descriptions through decomposition. Instead of 439

directly asking for predictions, structured questions 440

about the claim-evidence relationship (Figure 2) 441

provide additional context. The answers to these 442

questions, generated by the same model used for 443

prediction, enriched the context and guided the 444

model toward more accurate conclusions. 445

Interestingly, CoT techniques, particularly in 446

zero-shot settings, underperformed for all mod- 447

els, with an average of 0.2551 for base models 448

and 0.3228 for instruct models, indicating the chal- 449

lenges of logical reasoning without sufficient con- 450
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text or examples. The few-shot CoT task showed a451

marked relative improvement of 107%, especially452

for instruct models, with an average of 0.6688. No-453

tably, Gemma-2-9B-it outperformed the others in454

the few-shot CoT task with a score of 0.7065, show-455

casing the model’s efficiency in handling structured456

reasoning when primed with examples. CoT tech-457

nique’s reliance on structured reasoning appears to458

benefit from few-shot learning.459

Best Performing Techniques: The Mistral-7B-460

v0.3 instruct model in the few-shot setting emerged461

as the best-performing model across all techniques.462

Its classification report (Table 6) highlights strong463

performance, particularly for the True and False464

classes, with F1 scores of 0.8068 and 0.9147, re-465

spectively. However, the corresponding confusion466

matrix (Table 5) reveals that most misclassifica-467

tions occurred within the Mostly True, Half True,468

and Mostly False classes, reflecting the inherent469

ambiguity and overlap between these labels.470

For example, 200 instances of the Mostly True471

label were misclassified as True, and 180 instances472

as Half True, underscoring the challenge of deter-473

mining whether omitted information is significant474

enough to affect the label. Similarly, 201 instances475

of Half True were misclassified as Mostly False,476

and 134 instances of Mostly False were misclas-477

sified as Half True. This suggests that the model478

struggles to correctly determine the upper thresh-479

old of incorrect information required to classify a480

claim as Mostly False rather than Half True. This481

confusion arises because both labels often involve482

claims containing elements of truth and falsehood,483

making it difficult for the model to make a clear484

distinction without deeper reasoning.485

As highlighted in the results, the True and False486

classes consistently achieved higher F1 scores com-487

pared to the other labels. This is primarily because488

completely false information is easier to classify, as489

it contains no truthful elements, while completely490

true information is straightforward to identify due491

to the absence of ambiguity. In contrast, the overlap492

among classes like Mostly True, Mostly False, and493

Half True introduces confusion, making it more494

challenging for the model to distinguish between495

them.496

Conclusion and Future Work497

We have expanded the Politifact dataset (Misra,498

2022) by incorporating complete evidence from the499

original sources, resulting in the Politifact-PLUS500

Class Label Precision Recall F1-Score

True 0.7155 0.9248 0.8068
Mostly True 0.8068 0.4915 0.6109
Half True 0.6373 0.6527 0.6450
Mostly False 0.5864 0.6345 0.6095
False 0.9034 0.9262 0.9147

Weighted Avg 0.7708 0.7652 0.7603

Table 6: Classification report showing precision, re-
call, and F1-scores for each class label. The weighted
average provides a summary of the overall model per-
formance. These results correspond to Mistral-7B-v0.3
on a few-shot (5-shot) task.

dataset. Our experiments demonstrate that this ad- 501

ditional context significantly improves classifica- 502

tion performance. Previous studies, such as Wang 503

(2017) and Alhindi et al. (2018), reported a max- 504

imum F1 score of 0.37 across six classes—true, 505

mostly-true, half-true, barely-true, false, and pants- 506

on-fire—on the LIAR-PLUS dataset, which is a 507

political domain dataset. Our analysis included var- 508

ious prompting techniques and fine-tuning strate- 509

gies for language models. The best-performing 510

model achieved a 0.7603 weighted F1 score on 511

the Politifact-PLUS dataset. Additionally, by in- 512

troducing a multi-agent task decomposition frame- 513

work, we achieved a weighted F1 score of 0.6611, 514

which represents a 10% improvement over zero- 515

shot prompting. 516

In future work, we plan to improve the quality 517

of our generated questions and implement a rule- 518

based system to classify claims based on the an- 519

swers generated. Furthermore, we intend to explore 520

a range of large language models (LLMs) to fur- 521

ther enhance the performance of our fact-checking 522

agents. 523

Limitation 524

This dataset contains instances where the label or 525

label description itself is present so we need to 526

manually clean this dataset as automation can not 527

work because, in the case of removing the words 528

like True or False label, we may lose some relevant 529

information. 530
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A Prompt Selection945

In this section, we present the various prompts ex-946

plored to identify the most effective one for the947

5-class fact-checking task. We also report the948

weighted F1 scores in table 7 for each prompt eval-949

uated on the validation set, providing insight into950

the performance differences across the prompt vari-951

ations.952

A.1 Zero Shot Prompts 953

Base Model Prompts 954

In this section, we provide the seven prompts used 955

for the base model in the zero-shot setting for the 956

5-class fact-checking task. 957

P1 Given claim and evidence, predict 958

if the claim is true, mostly-true, 959

half-true, mostly-false, or false. 960

claim: {{claim}} 961

evidence: {{evidence}} 962

label: 963

P2 Given the evidence, decide if the 964

given claim is true, mostly-true, 965

half-true, mostly-false, or false. 966

claim: {{claim}} 967

evidence: {{evidence}} 968

label: 969

P3 Given claim and evidence, find if 970

the claim is true, mostly-true, 971

half-true, mostly-false, or false. 972

claim: {{claim}} 973

evidence: {{evidence}} 974

label: 975

P4 Identify if the claim is true, 976

mostly-true, half-true, mostly-false, 977

or false based on the evidence. 978

claim: {{claim}} 979

evidence: {{evidence}} 980

label: 981

P5 Given claim and evidence, classify 982

if the claim is true, mostly-true, 983

half-true, mostly-false, or false. 984

claim: {{claim}} 985

evidence: {{evidence}} 986

label: 987

P6 You need to determine the accuracy of 988

a claim based on the evidence. Use 989

one of following 5 labels for the 990

claim: true, mostly-true, half-true, 991

mostly-false, or false. Examine the 992

evidence and choose the most likely 993

label based on the claim’s accuracy 994

without explaining your reasoning. 995

claim: {{claim}} 996

evidence: {{evidence}} 997

label: 998
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P7 Given claim and evidence, you999

are tasked with evaluating the1000

truthfulness of claims based on1001

the provided evidence. Each claim1002

can be categorized into one of 51003

labels: true, mostly-true, half-true,1004

mostly-false, false. Assess the claim1005

given the evidence and classify it1006

appropriately without providing an1007

explanation.1008

claim: {{claim}}1009

evidence: {{evidence}}1010

label:1011

Mistral Instruct Models Prompts1012

In this section, we provide the seven prompts used1013

for the Mistral instruct model in the zero-shot set-1014

ting for the 5-class fact-checking task.1015

P1 <s>[INST] You are a helpful AI1016

assistant, and you are tasked with1017

evaluating the truthfulness of claims1018

based on the provided evidence. Each1019

claim can be categorized into one1020

of 5 labels: "true", "mostly-true",1021

"half-true", "mostly-false", "false".1022

Assess the claim given the evidence1023

and classify it appropriately without1024

providing an explanation. [/INST]1025

I am excited to work on this1026

classification problem. Can you1027

please provide me with the label1028

description for all 5 labels?1029

[/INST][Label Descriptions]1030

true: The claim is accurate and1031

includes all relevant information.1032

There are no omissions or distortions1033

that could mislead the audience.1034

mostly-true: The claim is accurate,1035

but it might benefit from additional1036

context to provide a complete picture.1037

However, the absence of this context1038

does not alter the claim’s accuracy.1039

half-true: The claim is true1040

in a limited context. However,1041

it omits crucial information1042

that could significantly alter1043

its interpretation, leading to1044

potential misunderstanding or1045

misinterpretation.1046

mostly-false: The claim contains1047

some elements of truth but distorts1048

or misrepresents critical facts. 1049

Important information is omitted, 1050

which could lead to a misleading 1051

impression despite some truthful 1052

elements. 1053

false: The claim is inaccurate and 1054

contradicts established facts. The 1055

claim has no truth, and it is likely 1056

to mislead those who encounter it. 1057

[/INST] Now, can you please provide 1058

me with a claim and evidence so that 1059

based on the evidence I can classify 1060

the claim into one of the 5 labels: 1061

"true", "mostly-true", "half-true", 1062

"mostly-false", "false". 1063

[/INST] 1064

claim: {{claim}} 1065

evidence: {{evidence}} 1066

label: [/INST] 1067

P2 <s>[INST] Given claim and evidence, 1068

you are tasked with evaluating the 1069

truthfulness of claims based on 1070

the provided evidence. Each claim 1071

can be categorized into one of 5 1072

labels: true, mostly-true, half-true, 1073

mostly-false, false. Assess the claim 1074

given the evidence and classify it 1075

appropriately without providing an 1076

explanation. [/INST] 1077

Now, can you please provide me with 1078

a claim and evidence so that based 1079

on the evidence I can classify the 1080

claim into one of the 5 labels: true, 1081

mostly-true, half-true, mostly-false, 1082

false. 1083

</s> [INST] 1084

claim: {{claim}} 1085

evidence: {{evidence}} 1086

label: [/INST] 1087

P3 <s>[INST] You need to judge the truth 1088

of a claim based on the evidence 1089

given. Use one of these 5 labels 1090

for each claim: true, mostly-true, 1091

half-true, mostly-false, or false. 1092

Review the evidence and classify 1093

the claim without explaining your 1094

reasoning. [/INST] 1095

Now, can you please provide me with 1096

a claim and evidence so that based 1097

on the evidence I can classify the 1098

13



claim into one of the 5 labels: true,1099

mostly-true, half-true, mostly-false,1100

false.1101

</s> [INST]1102

claim: {{claim}}1103

evidence: {{evidence}}1104

label: [/INST]1105

P4 <s> Given claim and evidence, you1106

are tasked with evaluating the1107

truthfulness of claims based on1108

the provided evidence. Each claim1109

can be categorized into one of 51110

labels: true, mostly-true, half-true,1111

mostly-false, false. Assess the claim1112

given the evidence and classify it1113

appropriately without providing an1114

explanation.1115

claim: {{claim}}1116

evidence: {{evidence}}1117

label:1118

P5 <s> Given a claim and evidence, you1119

need to decide how accurate a claim is1120

based on the evidence given. Select1121

one of the five labels to classify the1122

claim: true, mostly-true, half-true,1123

mostly-false, or false. Review the1124

evidence, decide how well it supports1125

the claim, and then pick the best1126

label for the truthfulness of the1127

claim.1128

claim: {{claim}}1129

evidence: {{evidence}}1130

label:1131

P6 <s> You need to determine the accuracy1132

of a claim based on the evidence. Use1133

one of the following 5 labels for the1134

claim: true, mostly-true, half-true,1135

mostly-false, or false. Examine the1136

evidence and choose the most likely1137

label based on the claim’s accuracy1138

without explaining your reasoning.1139

claim: {{claim}}1140

evidence: {{evidence}}1141

label:1142

P7 <s> Given claim and evidence, find1143

if the claim is true, mostly-true,1144

half-true, mostly-false, or false.1145

claim: {{claim}}1146

evidence: {{evidence}} 1147

label: 1148

Llama/Gemma Instruct Models Prompts 1149

In this section, we provide the seven prompts used 1150

for the LLaMA/Gemma instruct model in the zero- 1151

shot setting for the 5-class fact-checking task. 1152

P1 You need to judge the truth of a claim 1153

based on the evidence given. 1154

Use one of these 5 labels for each 1155

claim: true, mostly-true, half-true, 1156

mostly-false, or false. 1157

Review the evidence and classify 1158

the claim without explaining your 1159

reasoning. 1160

claim: {{claim}} 1161

evidence: {{evidence}} 1162

label: 1163

P2 You need to decide how accurate a 1164

claim is based on the evidence given. 1165

Use one of these 5 labels to classify 1166

each claim: true, mostly-true, 1167

half-true, mostly-false, or false. 1168

Read the evidence, decide how well it 1169

supports the claim, and then pick the 1170

best label. 1171

claim: {{claim}} 1172

evidence: {{evidence}} 1173

label: 1174

P3 Determine the validity of a claim 1175

using the provided evidence. 1176

Select one of the following 5 1177

labels: true, mostly-true, half-true, 1178

mostly-false, or false. 1179

Thoroughly review the evidence and 1180

accurately categorize the claim 1181

without explaining your decision. 1182

claim: {{claim}} 1183

evidence: {{evidence}} 1184

label: 1185

P4 You need to determine the accuracy of 1186

a claim based on the evidence. 1187

Use one of the following 5 labels 1188

for each claim: true, mostly-true, 1189

half-true, mostly-false, or false. 1190

Examine the evidence and pick the most 1191

probable label for the claim without 1192

explaining your reasoning. 1193

claim: {{claim}} 1194
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evidence: {{evidence}}1195

label:1196

P5 You need to determine the accuracy of1197

a claim based on the evidence.1198

Use one of the following 5 labels1199

for each claim: true, mostly-true,1200

half-true, mostly-false, or false.1201

Examine the evidence and pick the1202

most probable label according to the1203

truthfulness of the claim without1204

explaining your reasoning.1205

claim: {{claim}}1206

evidence: {{evidence}}1207

label:1208

P6 You need to determine the accuracy of1209

a claim based on the evidence.1210

Use one of the following 5 labels1211

for the claim: true, mostly-true,1212

half-true, mostly-false, or false.1213

Examine the evidence and choose the1214

most likely label based on the1215

claim’s accuracy without explaining1216

your reasoning.1217

claim: {{claim}}1218

evidence: {{evidence}}1219

label:1220

P7 Given claim and evidence, you1221

are tasked with evaluating the1222

truthfulness of claims based on the1223

provided evidence.1224

Each claim can be categorized into1225

one of 5 labels: true, mostly-true,1226

half-true, mostly-false, false.1227

Assess the claim given the evidence1228

and classify it appropriately without1229

providing an explanation.1230

claim: {{claim}}1231

evidence: {{evidence}}1232

label:1233

A.2 Few Shot Prompts1234

Base/Instruct Models Prompts1235

In this section, we provide the seven prompts used1236

for Base/Instruct models in the few-shot setting for1237

the 5-class fact-checking task.1238

P1 You need to determine the accuracy of1239

a claim based on the evidence.1240

Use one of the following 5 labels1241

for each claim: true, mostly-true,1242

half-true, mostly-false, or false. 1243

Examine the evidence and pick the 1244

most probable label according to the 1245

truthfulness of the claim without 1246

explaining your reasoning. 1247

claim: {{claim}} 1248

evidence: {{evidence}} 1249

label: 1250

P2 You need to judge the truth of a claim 1251

based on the evidence given. 1252

Use one of these 5 labels for each 1253

claim: true, mostly-true, half-true, 1254

mostly-false, or false. 1255

Review the evidence and classify 1256

the claim without explaining your 1257

reasoning. 1258

claim: {{claim}} 1259

evidence: {{evidence}} 1260

label: 1261

P3 Given claim and evidence, you 1262

are tasked with evaluating the 1263

truthfulness of claims based on the 1264

provided evidence. 1265

Each claim can be categorized into 1266

one of 5 labels: true, mostly-true, 1267

half-true, mostly-false, or false. 1268

Assess the claim given the evidence 1269

and classify it appropriately without 1270

providing an explanation. 1271

claim: {{claim}} 1272

evidence: {{evidence}} 1273

label: 1274

P4 Given claim and evidence, find if 1275

the claim is true, mostly-true, 1276

half-true, mostly-false, or false. 1277

claim: {{claim}} 1278

evidence: {{evidence}} 1279

label: 1280

P5 Based on the provided evidence, 1281

verify the claim and classify it 1282

as true, mostly-true, half-true, 1283

mostly-false, or false. 1284

claim: {{claim}} 1285

evidence: {{evidence}} 1286

label: 1287

P6 Based on the provided evidence, 1288

judge whether the claim is true, 1289

mostly-true, half-true, mostly-false, 1290

or false. 1291
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claim: {{claim}}1292

evidence: {{evidence}}1293

label:1294

P7 Examine the evidence and classify1295

the claim as true, mostly-true,1296

half-true, mostly-false, or false.1297

claim: {{claim}}1298

evidence: {{evidence}}1299

label:1300

A.3 CoT Prompts1301

The Chain of Thought (CoT) method used in this1302

experiment involves a two-stage task. In the first1303

stage, the model generates reasoning by using a1304

trigger phrase: Let’s think step by step. In the1305

second stage, the model produces the final answer1306

using the phrase: Therefore, among A through1307

E, the answer is. The following prompts were1308

used in this setting:1309

P1 Q: Does the provided evidence support1310

or refute the claim, and how would you1311

categorize the claim based on this1312

evidence?1313

Answer Choices: (A) True (B) Mostly1314

True (C) Half True (D) Mostly False1315

(E) False.1316

claim: {{claim}}1317

evidence: {{evidence}}1318

A: Let’s think step by step.1319

{{reasoning}}1320

Therefore, among A through E, the1321

answer is1322

P2 Q: Does the provided evidence support1323

or refute the claim, and how would1324

you categorize the claim based on1325

this evidence?1326

Answer Choices: (A) True (B) Mostly1327

True (C) Half True (D) Mostly False1328

(E) False.1329

Consider category description as1330

follows:1331

True: The statement is completely1332

accurate, fully supported by the1333

evidence, and does not omit any1334

relevant information that would1335

affect its understanding. There is no1336

ambiguity or need for clarification.1337

Mostly True: The statement is1338

generally accurate and correct, but1339

it may omit some minor details1340

or require slight clarification. 1341

These omissions or clarifications 1342

do not affect the core accuracy of 1343

the statement but could slightly 1344

influence the full understanding of 1345

the context. 1346

Half True: The statement is 1347

correct in parts but omits 1348

crucial information or context that 1349

significantly affects understanding. 1350

This omission can cause the statement 1351

to be misleading or open to multiple 1352

interpretations, without necessarily 1353

containing false information. 1354

Mostly False: The statement includes 1355

a minor element of truth but is 1356

largely misleading or inaccurate due 1357

to significant omissions, incorrect 1358

details, or a distortion of the 1359

facts. 1360

False: The statement is entirely 1361

inaccurate or false, with misleading 1362

or exaggerated claims that deviate 1363

significantly from the truth. 1364

claim: {{claim}} 1365

evidence: {{evidence}} 1366

A: Let’s think step by step. 1367

{{reasoning}} 1368

Therefore, among A through E, the 1369

answer is 1370

P3 Q: Does the provided evidence support 1371

or refute the claim, and how would you 1372

categorize the claim based on this 1373

evidence? 1374

Answer Choices: (A) True (B) Mostly 1375

True (C) Half True (D) Mostly False 1376

(E) False. 1377

Consider answer choices description 1378

as follows: 1379

True: The statement is completely 1380

accurate. 1381

Mostly True: The statement is 1382

accurate, but it may leave some 1383

minor details or require slight 1384

clarification. 1385

Half True: The statement is partially 1386

correct but omits crucial information 1387

or context that affects understanding. 1388

This omission can cause the statement 1389

to be misleading. 1390

Mostly False: The statement includes 1391

16



a minor element of truth but is1392

largely misleading or inaccurate due1393

to omissions, incorrect details, or1394

a distortion of the facts.1395

False: The statement is entirely1396

inaccurate.1397

claim: {{claim}}1398

evidence: {{evidence}}1399

A: Let’s think step by step.1400

{{reasoning}}1401

Therefore, among A through E, the1402

answer is1403

P4 Q: Does the provided evidence support1404

or refute the claim, and how would you1405

categorize the claim based on this1406

evidence?1407

Answer Choices: (A) True (B) Mostly1408

True (C) Half True (D) Mostly False1409

(E) False.1410

Consider answer choices description1411

as follows:1412

True: The statement is completely1413

accurate.1414

Mostly True: The statement is1415

accurate, but it may leave some1416

minor details or require slight1417

clarification.1418

Half True: The statement is correct1419

but omits crucial information or1420

context that affects understanding.1421

This omission can cause the statement1422

to be misleading.1423

Mostly False: The statement includes1424

a minor element of truth but is1425

largely misleading or inaccurate due1426

to omissions, incorrect details, or1427

a distortion of the facts.1428

False: The statement is entirely1429

inaccurate.1430

claim: {{claim}}1431

evidence: {{evidence}}1432

A: Let’s think step by step.1433

{{reasoning}}1434

Therefore, among A through E, the1435

answer is1436

P5 Consider claim veracity description1437

as follows:1438

True: The statement is completely1439

accurate.1440

Mostly True: The statement is1441

accurate, but it may leave some 1442

minor details or require slight 1443

clarification. 1444

Half True: The statement is correct 1445

but omits crucial information or 1446

context that affects understanding. 1447

This omission can cause the statement 1448

to be misleading. 1449

Mostly False: The statement includes 1450

a minor element of truth but is 1451

largely misleading or inaccurate due 1452

to omissions, incorrect details, or 1453

a distortion of the facts. 1454

False: The statement is entirely 1455

inaccurate. 1456

Q: Does the provided evidence support 1457

or refute the claim, and how would you 1458

categorize the claim based on this 1459

evidence? 1460

Answer Choices: (A) True (B) Mostly 1461

True (C) Half True (D) Mostly False 1462

(E) False. 1463

claim: {{claim}} 1464

evidence: {{evidence}} 1465

A: Let’s think step by step. 1466

{{reasoning}} 1467

Therefore, among A through E, the 1468

answer is 1469

P6 Consider claim veracity description 1470

as follows: 1471

True: The statement is completely 1472

accurate. 1473

Mostly True: The statement is 1474

accurate, but it may leave some 1475

minor details or require slight 1476

clarification. 1477

Half True: The statement is correct 1478

but omits crucial information or 1479

context that affects understanding. 1480

This omission can cause the statement 1481

to be misleading. 1482

Mostly False: The statement includes 1483

a minor element of truth but is 1484

largely misleading or inaccurate due 1485

to omissions, incorrect details, or 1486

a distortion of the facts. 1487

False: The statement is completely 1488

inaccurate or ridiculous. 1489

Q: Does the provided evidence support 1490

or refute the claim, and how would you 1491

categorize the claim based on this 1492
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evidence?1493

Answer Choices: (A) True (B) Mostly1494

True (C) Half True (D) Mostly False1495

(E) False.1496

claim: {{claim}}1497

evidence: {{evidence}}1498

A: Let’s think step by step.1499

{{reasoning}}1500

Therefore, among A through E, the1501

answer is1502

B One vs All1503

The "One vs All" experiment helps evaluate model1504

performance by isolating each label, allowing us1505

to analyze how well the model distinguishes be-1506

tween one class and the rest. We conduct the exper-1507

iments results present in table 8 using two types of1508

prompts:1509

• A label-specific prompt, which incorporates1510

the label descriptions from the PolitiFact1511

Truth-O-Meter2.1512

• A general prompt that applies to all labels.1513

Label specific Prompts1514

Below are the five specific prompts used for the1515

One vs All experiment:1516

• True: Is the claim fully accurate with no er-1517

rors or missing information according to the1518

evidence? Respond with true or not true.1519

claim: claim1520

evidence: evidence1521

label:1522

• Mostly True: Is the claim largely accurate1523

but has minor details missing? Respond with1524

mostly-true or not mostly-true.1525

claim: claim1526

evidence: evidence1527

label:1528

• Half True: Is the claim partially true but miss-1529

ing crucial information, causing it to be out1530

of context with the evidence? Respond with1531

half-true or not half-true.1532

claim: claim1533

evidence: evidence1534

label:1535

• Mostly False: Is the claim mostly inaccu-1536

rate, with the evidence only supporting small1537

parts? Respond with mostly-false or not 1538

mostly-false. 1539

claim: claim 1540

evidence: evidence 1541

label: 1542

• False: Given claim and evidence, is the claim 1543

entirely inaccurate, with no part of the evi- 1544

dence supporting it? Respond with false or 1545

not false. 1546

claim: claim 1547

evidence: evidence 1548

label: 1549

General Prompt 1550

You need to determine the accuracy of 1551

a claim based on the evidence. Use one 1552

of following 2 labels for the claim: 1553

label or not label. Examine the 1554

evidence and choose the most likely 1555

label based on the claim’s accuracy 1556

without explaining your reasoning. 1557

claim: {{claim}} 1558

evidence: {{evidence}} 1559

label: 1560
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Zero Shot

P1 P2 P3 P4 P5 P6 P7

Base Models

Mistral-7B-v0.3 0.3213 0.3213 0.3199 0.3396 0.3415 0.4253 0.4147
Llama-3-8B 0.29 0.4607 0.4891 0.4678 0.4468 0.5202 0.4781
Gemma-2-9b 0.2979 0.3180 0.3264 0.3494 0.3094 0.3473 0.3769

Instruct Models

Mistral-7B-Instruct-v0.3 0.5191 0.5334 0.4060 0.5428 0.4832 0.5419 0.5066
Llama-3-8B-Instruct 0.6132 0.4249 0.3550 0.6239 0.6276 0.6240 0.4207
Gemma-2-9b-it 0.5183 0.3837 0.4281 0.4041 0.4041 0.3979 0.5512

Few(5) Shot

Base Models

Mistral-7B-v0.3 0.7690 0.7567 0.7587 0.7809 0.7618 0.7778 0.7785
Llama-3-8B 0.6984 0.7123 0.6883 0.7251 0.7304 0.7044 0.7365
Gemma-2-9b 0.6566 0.6552 0.6073 0.6914 0.7127 0.7127 0.6990

Instruct Models

Mistral-7B-Instruct-v0.3 0.6867 0.6989 0.6856 0.7360 0.7215 0.7350 0.7332
Llama-3-8B-Instruct 0.4387 0.4433 0.4908 0.5505 0.5235 0.5235 0.5120
Gemma-2-9b-it 0.3700 0.4009 0.3774 0.3625 0.3867 0.3889 0.3585

2-stage CoT

P1 P2 P3 P4 P5 P6

Mistral-7b-v0.3-instruct 0.5317 0.4129 0.4339 0.4180 0.4957 0.4604

Table 7: Weighted F1 Scores for Different Prompts Across Various Models and Experiment Methodologies (Zero-
Shot, Few-Shot, and Two-Stage CoT). The scores are reported for multiple prompt configurations for base and
instruct models, demonstrating performance variations in prompt selection.
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P R F1 P R F1 P R F1
Label Specific Prompt

Base Models

Mistral 7b Base Llama 3 8b Base Gemma 2 9b Base

True 0.8956 0.1204 0.0289 0.8956 0.1223 0.0327 0.7192 0.1242 0.0399
Mostly true 0.8489 0.5450 0.5977 0.8299 0.3242 0.3335 0.8057 0.1716 0.0687
Half true 0.8250 0.1905 0.0924 0.8592 0.1725 0.0550 0.7907 0.3156 0.3186
Mostly false 0.7717 0.3763 0.4058 0.8186 0.3109 0.3003 0.7706 0.2104 0.1297
False 0.1423 0.3773 0.2067 0.1423 0.3773 0.2067 0.4723 0.3839 0.2835

Instruct Models

Mistral 7b Instruct Llama 3 8b Instruct Gemma 2 9b Instruct

True 0.9051 0.6028 0.6697 0.8893 0.6701 0.7285 0.0140 0.1184 0.0251
Mostly true 0.8572 0.6910 0.7319 0.8708 0.3318 0.3368 0.8657 0.1697 0.0633
Half true 0.8415 0.3583 0.3706 0.8489 0.2815 0.2537 0.8604 0.2076 0.1234
Mostly false 0.7423 0.3592 0.3895 0.8563 0.1829 0.0691 0.8145 0.2076 0.1200
False 0.7652 0.3782 0.2087 0.7697 0.4085 0.2710 0.7652 0.3782 0.2087

General Prompt

Base Models

Mistral 7b Base Llama 3 8b Base Gemma 2 9b Base

True 0.8993 0.3270 0.3681 0.8895 0.4066 0.4702 0.8956 0.1242 0.0365
Mostly true 0.8589 0.3052 0.2998 0.8030 0.5555 0.6124 0.8656 0.1649 0.0538
Half true 0.7915 0.2910 0.2795 0.8197 0.2550 0.2137 0.7590 0.2171 0.1519
Mostly false 0.7293 0.2891 0.2851 0.7688 0.5204 0.5741 0.7338 0.1924 0.0941
False 0.7362 0.4218 0.3006 0.7271 0.4227 0.3036 0.5292 0.4009 0.3055

Instruct Models

Mistral 7b Instruct Llama 3 8b Instruct Gemma 2 9b Instruct

True 0.9199 0.8133 0.8427 0.9086 0.7128 0.7634 0.8965 0.1810 0.1417
Mostly true 0.8739 0.4085 0.4396 0.8707 0.4559 0.4977 0.8660 0.1810 0.0857
Half true 0.8277 0.6265 0.6728 0.8619 0.3630 0.3734 0.8322 0.2455 0.1953
Mostly false 0.7059 0.1877 0.0849 0.8562 0.1801 0.0634 0.8565 0.1915 0.0862
False 0.7624 0.7555 0.7576 0.7515 0.4834 0.4107 0.6603 0.4284 0.3271

Table 8: Onevsall performance of Base and Instruct Models on validation set using Label-Specific and General
Prompts for all, showing Precision (P), Recall (R), and weighted F1 Score (F1) across Different Labels (True,
Mostly True, Half True, Mostly False, and False). In comparison to others, Mistral 7b performed better and we got
best performance using Mistral 7b Table 3
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lr Bert-base-uncased f1 Bert-large-uncased f1 xlnet-base-cased f1 xlnet-large-cased f1

1e-4 0.1095 0.1095 0.1095 0.1095
5e-5 0.3899 0.1095 0.3349 0.1095
3e-5 0.4051 0.1095 0.4320 0.1095
1e-5 0.4268 0.4408 0.4501 0.4924
5e-6 0.4206 0.4340 0.4458 0.4899
3e-6 0.3872 0.4088 0.4509 0.4788
1e-6 0.3086 0.3495 0.4113 0.4580

Table 9: Macro F1 Scores for Different Learning Rates and Models (BERT and XLNet) with a Batch Size of 8, till
10 epochs. We see that at 1e-5 learning rate, we are getting the best result.

Politifact's Truth-O-Meter Guidelines for labels :
True: The statement is accurate and there’s nothing significant missing.
Mostly True: The statement is accurate but needs clarification or additional information.
Half True: The statement is partially accurate but leaves out important details or takes things out of context.
Mostly False: The statement contains an element of truth but ignores critical facts that would give a different impression.
False: The statement is not accurate.
Pants on fire: The statement is not accurate and makes a ridiculous claim.

As we clubbed False and Pants on Fire as both contain completely false information only revised definitions are:
True: The statement is accurate and there’s nothing significant missing.
Mostly True: The statement is accurate but needs clarification or additional information.
Half True: The statement is partially accurate but leaves out important details or takes things out of context.
Mostly False: The statement contains an element of truth but ignores critical facts that would give a different impression.
False: The statement is not accurate and makes a ridiculous claim.

The intuition behind breaking down into the questions:
True: The statement is accurate and there’s nothing significant missing(not misleading, doesn’t contain false info, doesn’t leave crucial
information).
Mostly True: The statement is accurate but needs clarification(may leave crucial information) or additional information.
Half True: The statement is partially accurate(may contain false information) but leaves out important details or takes things out of context
making it more generalized.
Mostly False: The statement contains an element of truth(contains false information) but ignores critical facts(leaves crucial information)
that would give a different impression(takes things out of context).
False: The statement is not accurate(the claim is false and exaggerated) and makes a ridiculous claim.

Questions arise from label description:
1. Does this claim leave out crucial information considering the evidence?
2. Does the given claim contain false information given the evidence?
3. Is the given claim taking meaning out of context based on the evidence?
4. Does the given claim show ambiguity given the evidence?
5. Does the given claim exaggerate based on the evidence?
6. Does the given claim generalize the context based on the evidence?
7. Is the given claim misleading considering the evidence?
8. Does the given claim make a completely ridiculous statement given the evidence?
9. Does the given claim make a false statement given the evidence?

Figure 4: Given the level descriptions from PolitiFact truth-o-meter guidelines, the key quantities can be extracted
from the descriptions. Based on that, the question can be formed.
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"id": 16396,
"label": "true",
"speaker": "Florida Democratic Party",
"claim": "(Bill) McCollum also voted for numerous amendments to weaken the legislation, even voting to make trains less accessible to those in
wheelchairs.",
"evidence": "Gubernatorial hopeful Bill McCollum has been in politics for much of his adult life, charting a wide map of potential minefields for his
enemies to use against him.The Florida Democratic Party, no stranger to partisan warfare, took such aim in a July 26, 2010, press release, using the
20th anniversary of the Americans with Disabilities Act to remind voters of McCollum's initial concerns about the sweeping civil rights legislation.Earlier
this year, McCollum said he was proud of his efforts to pass the ADA when he was in Congress, noting there was 'Great Resistance' to the bill.
McCollum neglected to state that he was a major player in the 'Great Resistance,'  wrote party spokesman Eric Jotkoff in the press release.The press
release goes on, He urged then-President George H.W. Bush to reconsider his support of the ADA ... McCollum also voted for numerous amendments
to weaken the legislation, even voting to make trains less accessible to those in wheelchairs. McCollum then voted for final passage of the ADA, saying
'politically, it's a very tough vote.' The Americans with Disabilities Act, signed into law July 26, 1990, is considered one of the nation's most important
civil rights victories. It requires that disabled Americans be provided reasonable access to employment, transportation, public buildings and
communications services. It is widely supported by Republicans and Democrats alike, although some conservatives, libertarians and business groups
have long expressed concern that the law puts an undue burden on public servants and employers to accommodate the disabled.The Democrats' claim
that McCollum, who represented Florida in Congress for two decades, tried to water down the legislation and didn't want to help people in wheelchairs
is an emotional charge. We wondered, is it true?In fact, congressional records show McCollum voted for several amendments to the bill.He supported
Amendment 448, which would have specified that the costs required to accommodate the employment of a disabled person not exceed 10 percent of
the annual salary or the annualized hourly wage of that job. In debate, McCollum said the amendment, may be the most significant one from the
standpoint of mitigating the cost to small business. It failed 187-213 on May 17, 1990. Today, we are going to say that a company manager who earns
$40,000 is entitled to a greater accommodation that the mail clerk who receives a salary of $15,000? argued Rep. Dwayne Payne, D-N.J., according to
congressional records.On May 22, 1990, the day the legislation passed in the House, records show McCollum voted for Amendment 452, which sought
to exempt commuter rail services from the requirement that all new rail cars be readily accessible by persons with disabilities if the commuter rail
service made at least one car per train accessible for the disabled. To qualify for the exemption, a rail service would have to add more accessible cars if
the demand could not be met by just one car. Proponents of the rail amendment argued that the change offered more specific requirements, albeit
different ones, than the original bill, and therefore provided greater protection. For example, the bill required all new purchased or leased buses and rail
cars be accessible to the disabled but did not require retrofitting of existing vehicles. The amendment, singled out by the Florida Democratic Party in its
press release, failed 110-290. The New York Times wrote at the time, opponents said the effect of the proposed changes would be to segregate people
with disabilities.McCollum also voted for Amendment 453 that day, which sought to provide an annual exemption to public transit systems in urban
areas with populations of less than 200,000 from the bill's requirement that new vehicles be accessible to people with disabilities, including wheelchair
users. To qualify for the exemption, the transit system would have to develop an alternative plan, such as a Dial-a-Ride service. It is the people who
need to get from their home to where they want to go, the people who cannot get to the bus stop, are the people who are going to suffer, said sponsor
Rep. Bud Shuster, R-Penn. The amendment failed 148-266. A civil right to equal transportation services does not diminish according to a city's
population in the latest census, said Rep. Norman Mineta, D-Calif., according to Congressional Quarterly.Finally, McCollum voted for Amendment 454,
which sought to keep plaintiffs from suing for monetary damages by limiting the remedies available to discrimination victims to those provided under the
Civil Rights Act of 1964, such as injunctive relief, back pay and attorney fees. Supporters argued the disabled should not have greater remedies than
those available to women and minorities under the 1964 law. The amendment failed 192-227. You have lesser rights if you have lesser remedies, said
Rep. Patricia Schroeder, D-Colo., at the time, according to Congressional Quarterly.On that amendment, McCollum argued at the time: The real
problem I have had with the ADA bill altogether, and I am going to vote for this bill, even though a lot of people think that I am out here with a lot of
amendments and I am opposed, I am not, because I think the disabled need to have a civil rights bill like this one. I think the problem we have had all
along has been costs. It has been a question of how do we mitigate, how do we reduce, costs. It is far more complex under the civil rights legislation for
the handicapped than it is for race or sex or any other kind of discrimination. There may be as many as 900, some people say, 900 different disabilities
covered by this legislation. There are innumerable different situations in the workplace where the handicapped of different types will intermesh, and
those situations will have to be resolved hopefully through processes that are short of litigation. It will be expensive, and even if there is a resolution
occasionally by litigation, that will undoubtedly be a very expensive route.McCollum then joined the majority to pass the legislation in a 403-20 vote.So,
would the amendments he supported have weakened the legislation? The McCollum campaign did not respond to our questions on this point.But many
experts on disability law said the amendments did attempt to undercut the bill.These amendments sought to narrow the rights provided to individuals
with disabilities, said Ruth Colker, author of The Disability Pendulum: The First Decade of the Americans with Disabilities Act and a law professor at
Ohio State University.The amendments were more pro business and anti-worker, said Paul Steven Miller, a University of Washington law professor and
a former commissioner on the U.S. Equal Employment Opportunity Commission, the federal agency that enforces employment discrimination laws.
They sort of run counter to what the ADA seeks to accomplish.We also checked whether the law was eventually altered to reflect the amendments
supported by McCollum. It wasn't. To this day, Americans with disabilities can sue for monetary damages, there is no fiscal cap on how much an
employer may spend to accommodate a disabled employer, and transportation systems still must be accessible.To be sure, the Americans with
Disabilities Act does have its critics.After the legislation's passage, the libertarian Cato Institute published a policy analysis by economist Robert
O'Quinn, that concluded, the ADA so zealously pursues its mainstreaming goal that individuals, businesses, and governmental bodies must make
expensive accommodations to ensure full integration even when less costly, more convenient alternatives, which are preferred by disabled individuals,
are available.He continued, The ADA is objectionable on moral as well as economic grounds. In a free society the government should employ its
coercive powers only to protect the life, liberty, and property of its citizens from aggression. Any attempt to enforce moral behavior, however noble or
desirable, is beyond the proper scope of government.In contrast, some advocates of the bill have complained that it did not go far enough.Our mission,
however, is not to judge the value of the acclaimed legislation.The Florida Democratic Party claimed McCollum voted for numerous amendments to
weaken the legislation, even voting to make trains less accessible to those in wheelchairs."

Figure 5: An example of a True label instance from the dataset.

22



"id": 20687,
"label": "mostly-true",
"speaker": "Wisconsin Senate Republicans",
"claim": "Gov. Tony Evers has only gotten one-third of the money meant for COVID relief out the door. He is sitting on $930 million in ARPA funds left
unspent. In fact, he still has CARES Act money from two years ago.",
"evidence": "Billions of dollars in federal funding has been flowing into Wisconsin since the early days of the COVID-19 pandemic. The first round of
funding arrived in April 2020 courtesy of the Coronavirus Aid, Relief and Economic Security Act (better known as CARES), which dealt nearly $2 billion
to the state, to be spent largely at the discretion of Democratic Gov. Tony Evers. The state received another batch in May 2021 as part of the American
Rescue Plan Act: About $1.5 billion, with a second payment set to arrive sometime this spring. So far, Evers has directed the money to pandemic-
related initiatives such as testing and contact tracing, as well as to broader issues such as infrastructure, tourism recovery and support of small
businesses, according to an end-of-year report on the ARPA funds from the state Department of Administration. All of this has given Evers a rare
opportunity to dole out money without the approval of the Republican-controlled state Legislature \u2014 and those lawmakers arent happy about it.
Theyve pushed unsuccessfully to gain control over how the state should spend the relief money. Now, theyre turning their attention to how fast the
governor is getting those dollars out the door. On Feb. 2, 2022, the Senate Republicans made this statement on Twitter: The truth is, Gov. Evers has
not acted quickly. He has only gotten one-third of the money meant for COVID relief out the door. He is sitting on $930 million in ARPA funds left
unspent. In fact, he still has CARES Act money from two years ago. What is he waiting for? The statement was in response to a tweet from a
Democratic state senator, who had praised Evers for acting quickly with the money. There are many things embedded in the Senate Republicans tweet,
but were looking here at how much ARPA and CARES Act money has been distributed and how much is still sitting in the states coffers. Lets dig in.
When asked to back up the claims, Adam Gibbs, communications director for Senate Majority Leader Devin LeMahieu, sent a Jan. 9, 2022 document
from the Legislative Audit Bureau showing that of the nearly $1.5 billion the state had received so far as part of the American Rescue Plan Act, the state
had spent about $541 million of it. That would be about a third of that chunk of money \u2014 and leave about $930 million left over. The same
document showed Wisconsin has spent about $1.9 billion of the nearly $2 billion in funds from the CARES Act, leaving about $85 million still in Evers
hands. On its face, that would make the claim accurate. But theres also a wrinkle. Evers team noted that in addition to the money thats already been
spent, there is money that hasnt been spent but has been earmarked for a specific purpose \u2014 in budgetary parlance, this is described as
obligated. Any small business owner knows that any accrued expenses should be considered spent, Evers communications director Britt Cudaback
wrote in an email. Many pandemic relief programs dont provide funding at the time the award is given, Cudaback said. For example, funds from the
states Workforce Innovation grant program are given to grantees periodically as they show progress toward their goals. When looking at how much
funding from ARPA was expended or obligated, Cudaback said thats nearly $750 million through Dec. 31, 2021, which doesnt include programs that
have been announced since the start of this year \u2014 such as grants for investment in tourism and employee development in the meat-processing
industry, among others. Deadlines for allocating and spending the ARPA money also wont approach for years, Cudaback added. Wisconsin must
allocate the money by the end of 2024 and spend it by the end of 2026. Wed contend that having nearly $750 million of funds expended or obligated in
less than a years time with funds that effectively have a five-year runway meets the definition of acting quickly, she wrote. Similarly, Cudaback said, all
$2 billion in CARES Act funding has been allocated, with just about 1% left to be spent. Still, while that provides context on why more money hasnt
headed out the door, it doesnt dispute what Senate Republicans claimed. Evers does still have ARPA and CARES Act funding to dole out, even if some
of it is earmarked. Senate Republicans claimed that Evers had only gotten a third of COVID relief money out the door, still sitting on about $930 million
in ARPA funds, as well as some CARES Act funding. According to the Legislative Audit Bureau, those numbers are right \u2014 but they dont take into
account the fact that some of those funds are already set aside, or obligated, to specific purposes."

"id": 18350,
"label": "half-true",
"speaker": "Barack Obama",
"claim": "We've brought trade cases against China at nearly twice the rate as the last administration.",
"evidence": "President Barack Obama touts his administrations record holding trade partners accountable by drawing a contrast with President George
W. Bush over China.We've brought trade cases against China at nearly twice the rate as the last administration, he said in an April 13, 2012, speech in
Tampa, Fla., before a trip to Colombia.Heres how he set it up: Now, one of the ways that we've helped American business sell their products around the
world is by calling out our competitors, making sure they're playing by the same rules. For example, we've brought trade cases against China at nearly
twice the rate as the last administration. We just brought a new case last month. And we've set up a trade enforcement unit that's designed to
investigate any questionable trade practices taking place anywhere in the world. Its a claim hes made before, published in the Los Angeles Times and
the New York Times.We wondered, is it true?The honeymoonWe asked the White House for support for the presidents claim.Obama referred to cases
brought against China before the World Trade Organization, said spokesman Matt Lehrich. The WTO is a group of more than 150 governments that
sets and enforces international trade rules. Since the United States and China are both members, its a pivotal place they can go to settle disputes with
one another.There are other important types of trade cases, such as anti-dumping cases brought before the U.S. International Trade Commission, but
those are brought by private industry, said Peg OLaughlin, public affairs officer for the ITC.Other kinds of enforcement cases include those brought
under Section 301 or 201 of U.S. trade laws. They're rare now because, under WTO rules, the United States isn't supposed to regularly turn to that sort
of unilateral action, said Paul Blustein, a trade expert with the Brookings Institution.So while there are a wide range of trade measures available, the
experts we consulted said focusing on just WTO cases seemed reasonable.The Obama administration has brought six cases against China before the
WTO in less than one term, while the Bush administration brought seven cases over two terms \u2014 thus, the claim at nearly twice the rate.But
theres a distinction between the two presidencies, what well call Chinas honeymoon.China joined the WTO in 2001, after Bush took office. At that point,
member countries essentially gave China a grace period to follow the new rules.Business was just rushing into China  those were good days, said Gary
Clyde Hufbauer, a senior fellow for the Peterson Institute for International Economics who writes about U.S.-China trade and worked in the Carter and
Ford administrations. Nobody was wanting to bring cases in particular. (China) probably got more of a grace period than would normally be expected
because of the business boom.The United States became the first country to file a trade case, over trade barriers against integrated circuits, in March
2004.Jerry Jasinowski, president of the National Association of Manufacturers, said in 2004 that China had needed time to adjust its tax and regulatory
policies to comply with WTO standards, but that after two years the honeymoon was over, according to Congressional Quarterly and other news
organizations.The Obama administration, on the other hand, had no such delay \u2014 plus it could take advantage of work started under Bush to file a
first case within six months of taking office.Thats not to say Democrats back in 2004 werent arguing the Bush administration could have acted
sooner.One case brought as a political talking point does not make up for the administration's failure to develop a China trade policy over the past three
years, Rep. Sander Levin of Michigan, the top-ranking Democrat on the Ways and Means Trade Subcommittee, was quoted as saying in Congressional
Quarterly in 2004. This is an open-and-shut case that the administration should have addressed years ago.A Bush-era deputy U.S. trade representative
says Bush realistically had five years to bring cases against China \u2014 not seven.The first year of China's membership was eaten up giving them a
chance to prove compliance, said John Veroneau, who also worked in the Defense Department under President Bill Clinton. The second year was
eaten up jawboning about problems and preparing the facts and analysis to be able to bring a WTO case. At the beginning of the third year, we brought
the first case.That changes the math, putting Bushs rate of cases much closer to Obamas.Rather than nearly two cases a year for Obama vs. about
one for Bush, the comparison would be nearly two cases a year for Obama vs. about one and a half for Bush.Driving factorsThe trade policy of the
president isnt necessarily the largest factor driving the rate of trade cases, said Hufbauer, the expert with the Peterson Institute. Other considerations
out of Obamas control (and Bushs) held greater sway, he said."

Figure 6: Instances of a Half True and Mostly True label from the dataset.
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"id": 182,
"label": "mostly-false",
"speaker": "Mark Pocan",
"claim": "Says withdrawing troops from Afghanistan could save the U.S. $50 billion.",
"evidence": "After nearly 20 years of conflict in Afghanistan, the United States has pledged to withdraw its forces from the country. President Joe Biden
announced a plan to have all U.S. troops out of the country by Sept. 11, 2021, but an accelerated pace of withdrawal could have troops completely out
of the country by mid-July, according to a May 25, 2021 report from the New York Times. As Americas longest war draws to a close, arguments have
sprung up over what to do with the money the country is currently spending on the conflict -- and how much will actually be saved by pulling troops out
of the unstable region. U.S. Rep. Mark Pocan, D-Madison, claimed that withdrawing troops from Afghanistan could save the country $50 billion a year
in a May 21, 2021 tweet -- money he argues could be cut from the Pentagon budget and put towards something else, such as ending homelessness.
For the purpose of this fact check, were going to focus on the first part of his claim. Can bringing home the troops in Afghanistan really save the country
$50 billion? In short, not as a practical matter. When we reached out to Pocans office seeking backup, communications director Usamah Andrabi said
that the $50 billion had been widely reported, and shared a link to a report by The Balance, a nonpartisan financial advice and news site, based in New
York City. The war started off in 2001, with 9,700 people on the ground in Afghanistan, at a cost of $23 billion, according to The Balance. That number
has grown since then, hitting $107 billion in spending in 2011, with more than 94,000 people on the ground. Since then, yearly spending has dropped
as the number of troops stationed in the country has declined. In 2018, that number dropped to $52 billion in spending, and remained the same for
2019, according to an estimate by The Balance. Spending for 2020 was not yet available. But even though the U.S. is currently spending about $50
billion a year on the war, that doesnt mean that pulling troops out will amount to that same figure in savings. Jonathan Bydlak, director of the
Governance Program for the R Street Institute, a nonpartisan policy research organization, said estimating cost savings from shifts in ground troops
and other foreign policy decisions isnt straightforward. There are three things that would need to be considered to reach an estimation of savings, he
said: The direct costs of engagement. Changes in the base Department of Defense budget because of reduced engagement. Ongoing/long-term costs,
primarily veterans medical/disability benefits and interest. Bydlak estimated the U.S. could see about $4 billion to $6 billion in direct savings, about $1
billion to $2 billion in base budget savings and about $28 billion to $42 billion in long-term costs. That puts total savings somewhere between $33 billion
and $50 billion a year. So, Pocans claim is on the very high end of that range. But that savings could shrink if Biden opts to only withdraw a portion of
the troops currently on the ground, leaving a small residual force. In that case, savings would only be about $7 billion to $10 billion. There are also other
costs that could crop up, too, Bydlak said: If the U.S. decides to provide more aid to Afghanistan, to help encourage stability; if more money is spent by
the Department of Homeland Security in the wake of withdrawal; or if the domestic cost of housing troops is greater than the cost of stationing them in
Afghanistan, due to a higher cost of living. Others worry that any savings for the U.S. could be eaten up -- at least in the short term -- by the cost of
pulling troops and supplies out of Afghanistan. Mackenzie Eaglen, a resident fellow at the American Enterprise Institute, a right-leaning public policy
think tank, said in an April 26, 2021 report that spending in Afghanistan will still remain high without boots on the ground due to ongoing investments in
counterterrorism and salaries and other expenses for the 3,000 members of the Afghan National Security Forces. Among other potential costs Eaglen
included in her report: Breaking contracts with private entities for property, buildings and equipment and bringing home the equipment the U.S. brought
with its troops. It will require more forces than are in the country now, the article said. Bringing troops home isnt an end to the mission that started in
2001 in Afghanistan, its a mission change, Eaglen wrote. If Congress is expecting a windfall of savings to result from the Afghanistan withdrawal, it is
likely to be disappointed, Eaglen wrote. Threats will still need to be managed -- just from slightly farther away. In the meantime, it will discover that
leaving is hard, dangerous, and expensive. Pocan claimed in a tweet that the country could save $50 billion a year by pulling troops out of Afghanistan.
The U.S. could save up to $50 billion, or as little as $7 billion on withdrawing troops, according to one expert. But that just covers one side of the
ledger."

"id": 5732,
"label": "false",
"speaker": "Barack Obama",
"claim": "The most realistic estimates for jobs created by Keystone XL are maybe 2,000 jobs during the construction of the pipeline.",
"evidence": "The Keystone XL pipeline that would carry oil from Alberta, Canada, to refineries on the Texas Gulf coast presents President Barack
Obama with no easy choice. While officially, the final decision to block or approve it is in the hands of the State Department, politically, the plan pits two
key Democratic constituencies against each other, environmentalists and organized labor. For the first group, extracting petroleum from Canadian tar
sands is a climate change disaster. For the unions, the project means jobs. Fresh off a speech that underscored the need to restore Americas middle
class, Obama talked about the steps that lie ahead for the 875-mile link between the Canadian border and a distribution hub in Nebraska. The central
question, he said in an interview with the New York Times, is whether this would significantly contribute to carbon in our atmosphere. As for jobs, the
president went out of his way to downplay them. In the big picture, they were but a blip, as the president put it. Republicans have said that this would be
a big jobs generator. There is no evidence that thats true, Obama said. Any reporter who is looking at the facts would take the time to confirm that the
most realistic estimates are this might create maybe 2,000 jobs during the construction of the pipeline -- which might take a year or two -- and then after
that were talking about somewhere between 50 and 100 jobs in a economy of 150 million working people. Theres been a running battle over jobs and
the Keystone XL. Weve checked claims that it would employ as many as 20,000 workers. To be clear, there are all sorts of complications when it comes
to predicting how many jobs a complex, two-year project will generate. There are the direct construction jobs; theres indirect employment at companies
that provide the materials and services related to the work; and then theres the really indirect effect that comes when money is pumped into an
economy and people buy food and pay rent and so on. But out of all the numbers bruited about, the presidents seemed particularly low. We asked the
White House for evidence to support the claim. All they offered was a statement from spokesman Josh Earnest during a press briefing. There are a
range of estimates out there about the economic impact of the pipeline, Earnest said. What the president is interested in doing is draining the politics
out of this debate and evaluating this project on the merits. During the New York Times interview, the president invited reporters to use the most realistic
estimates. So we went to the State Departments lengthy environmental impact statement on the project that came out in March. In that report, the
lowest estimate for jobs directly tied to construction was 3,900 jobs a year. That number came after analysts wrestled with the stop-and-start nature of
construction work and converted the jobs to a yearly estimate. Approximately 10,000 construction workers engaged for 4-to 8-month seasonal
construction periods (approximately 5,000 to 6,000 per construction period) would be required to complete the proposed project. When expressed as
average annual employment, this equates to approximately 3,900 jobs. The analysis noted that 90 percent of those jobs would come from a unique
national labor force that is highly specialized in pipeline construction techniques. It also confirmed that there would be few long-term jobs, something on
the order of 35. The largest jobs number in the State Department report is an annual average of 42,100, but that includes part-time jobs and folds in the
ripple effects as spending moves through the economy, measured over two years. The further out from the immediate project the analysis moves, the
less certain the results. The report said these jobs would amount to 0.02 percent of total American employment, adding some weight to the presidents
characterization of the impact on the overall jobs picture. The North American Building Trades Union said it was disappointed with Obamas words and
pressed him to let the pipeline move forward. So that workers and their families can share in the economic recovery he is touting, said union president
Sean McGarvey. The president should look to his own State Departments findings that there will be meaningful job creation. We looked at the website
of the Sierra Club, one of the leading environmental groups opposed to the pipeline, and they used the State Departments 3,900 annual number. The
only place we found anything close to the presidents figure was at the Cornell School of Industrial and Labor Relations Global Labor Institute. Assistant
director Lara Skinner co-wrote a report highly critical of the pipeline. Skinner argued that the 3,900 covered employment for two years and that it should
be divided in half. That's where the 2,000 job figure comes from, Skinner said. "

Figure 7: Instances of a Mostly False and False label from the dataset.
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