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Abstract

We study the problem of learning a neural sampler to generate samples from
discrete state spaces where the target probability mass function π ∝ e−U is
known up to a normalizing constant, which is an important task in fields such as
statistical physics, machine learning, combinatorial optimization, etc. To better
address this challenging task when the state space has a large cardinality and
the distribution is multi-modal, we propose Masked Diffusion Neural Sampler
(MDNS), a novel framework for training discrete neural samplers by aligning
two path measures through a family of learning objectives, theoretically grounded
in the stochastic optimal control of the continuous-time Markov chains. We
validate the efficiency and scalability of MDNS through extensive experiments
on various distributions with distinct statistical properties, where MDNS learns to
accurately sample from the target distributions despite the extremely high problem
dimensions and outperforms other learning-based baselines by a large margin. A
comprehensive study of ablations and extensions is also provided to demonstrate
the efficacy and potential of the proposed framework. Our code is available at
https://github.com/yuchen-zhu-zyc/MDNS.

1 Introduction

Drawing samples from an unnormalized target distribution π ∝ e−U on some state space X0 is a
fundamental problem with wide-ranging applications across fields such as statistical physics [LB14],
Bayesian inference [Gel+13], machine learning [And+03; WJ08], etc. For decades, Markov chain
Monte Carlo (MCMC) methods, such as the Langevin Monte Carlo, the Metropolis-Hastings al-
gorithm, and the Glauber dynamics, have been a cornerstone. These methods simulate a Markov
chain whose stationary distribution is the target distribution, and converge provably fast under certain
circumstances [Che22]. Despite their widespread adoption, MCMC algorithms face significant chal-
lenges, especially when the state space is high-dimensional and the target distribution is multimodal,
which hinders efficient exploration and convergence (see, e.g., the lower-bound results in [Ran06;
GT06; GLR18; HZ25]).

Recently, inspired by the success of diffusion models in generative modeling for continuous data
[HJA20; SME21; Son+21], significant progress has been made in leveraging neural networks to learn
a stochastic differential equation (SDE) to generate samples from π, which we collectively refer to as
neural samplers (e.g., [ZC22; VGD23; AVE25; Hav+25]). Concurrently, the diffusion paradigm has
been effectively extended to discrete state spaces [Aus+21; Cam+22; Sun+23b; LME24], finding
broad applications in domains involving sequences of categorical data. However, while neural
samplers have been extensively developed for distributions on Rd and discrete diffusion models
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have shown promise in modeling discrete data, the study of leveraging discrete diffusion models
for sampling remains relatively unexplored. Addressing this gap is crucial, as numerous real-
world sampling problems in areas such as statistical physics [FL24] and combinatorial optimization
[Sun+23a] necessitate specialized methods to navigate the unique challenges they pose. This work
aims to develop such a specialized approach.

Contributions. Our contributions can be summarized in the following points.

1. We introduce Masked Diffusion Neural Sampler (MDNS), a novel framework for training
discrete neural samplers that leverages optimal control of CTMCs and masked discrete diffusion
models.

2. To cope with the optimization challenges caused by the discontinuity of CTMC trajectories, we
introduce several learning objectives that are free of differentiability requirements.

3. To achieve scalable training in high dimensions, we propose a novel training loss named Weighted
Denoising Cross-entropy (16) that directly implements score learning on the target distribution
using importance sampling.

4. We conduct comprehensive experiments and ablation studies on Ising and Potts models to validate
the efficacy of our method. MDNS can accurately sample from target distributions even when the
state space has cardinality 10122, substantially surpassing other learning-based methods.

Related works. We refer readers to App. A for a detailed discussion of related works.

2 Preliminaries

2.1 Continuous-time Markov Chains

A continuous-time Markov chain (CTMC) X = (Xt)t∈[0,T ] is a stochastic process defined on
a probability space (Ω,F ,Pr) and takes value in a finite state space X . Its law is completely
characterized by the generator Q = (Qt ∈ RX×X )t∈[0,T ], defined by

Qt(x, y) = lim
∆t→0

1

∆t
(Pr(Xt+∆t = y|Xt = x)− 1x=y), (1)

where 1A is the indicator function of the statement A, being one if A holds and zero if otherwise. By
definition, the generator satisfies Qt(x, y) ≥ 0 for x ̸= y and Qt(x, x) = −

∑
y ̸=x Qt(x, y).

The path of X , i.e., t 7→ Xt(ω), is a piecewise constant and càdlàg1 function. The path measure
of a CTMC X is a probability measure on (Ω,F) defined as PX(A) := Pr(X ∈ A), which is
the distribution of X on Ω. We define PX

t as the marginal distribution of Xt, and PX
t|s(·|x) as the

distribution of Xt conditional on Xs = x. The following lemma is an important result to know
from the literature of CTMCs, which shows how to compute the Radon-Nikodým (RN) derivative
between two path measures driven by CTMCs with different generators and initial distributions, and
is crucial for developing our proposed sampling algorithms in (14):

Lemma 1. Given two CTMCs with generators Q1, Q2 and initial distributions µ1, µ2 on X , let
P1,P2 be the associated path measures. Then for any trajectory ξ = (ξt)t∈[0,T ],

log
dP2

dP1
(ξ) = log

dµ2

dµ1
(ξ0) +

∑
t:ξt− ̸=ξt

log
Q2

t (ξt−, ξt)

Q1
t (ξt−, ξt)

+

∫ T

0

∑
y ̸=ξt

(Q1
t (ξt, y)−Q2

t (ξt, y))dt. (2)

A detailed proof is provided in App. C.3. An intuitive interpretation of (2) is to view the RN derivative
between path measures as the limit of density ratios between finite-dimensional joint distributions,
and approximate the transition distribution by (1). We remark that for masked diffusion models, (2)
can be precisely calculated without discretization error, as will be seen later in (14).

1Acronym of the French phrase standing for “right continuous with left limits”.
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2.2 Discrete Diffusion Models

In discrete diffusion models, one learns the generator of a CTMC that starts from a simple distribution
pinit and reaches the target distribution pdata at the final time. This CTMC is typically chosen as
the time-reversal of a noising process that converts any distribution to pinit. An especially effective
subclass of discrete diffusion is the masked discrete diffusion models [LME24; Ou+25; Sah+24;
Shi+24a; Zhe+25], which corresponds to choosing pinit to be pmask, the Dirac distribution on the
fully masked sequence. Adding a mask token M into the original state space X0 := {1, 2, ..., N}D
containing length-D sequences with vocabulary size N , denote the mask-augmented state space
by X := {1, 2, ..., N,M}D. Throughout the paper, x = (x1, ..., xD) denotes a sequence of tokens,
xd←n represents the sequence constructed by replacing the d-th position of x by n, and xUM = (xd :
xd ̸= M) represents the unmasked part of x ∈ X .

Suppose we need to model sequential data X ∈ X0 following the distribution pdata. The intuition
behind the masked discrete diffusion model is to define a noising CTMC that independently and
randomly masks each token according to a certain schedule, then reverse this CTMC to generate data
from a sequence of pure mask tokens. It is proved in [Ou+25] that for x ̸= y ∈ X , the generator for
the unmasking generative process enjoys a special structure and can be written as

Qt(x, y) = γ(t) Pr
X∼pdata

(Xd = n|XUM = xUM), if xd = M and y = xd←n, (3)

and 0 if otherwise, for some noise schedule γ : [0, T ] → [0,∞) such that
∫ T

0
γ(t)dt = ∞. In

practice, practitioners typically leverage a neural network sθ that takes a partially masked sequence
x ∈ X as input and outputs sθ(x) ∈ RD×N whose (d, n) entry approximates PrX∼pdata

(Xd =
n|XUM = xUM) if xd = M.

A standard way for training a masked discrete diffusion model given i.i.d. samples from pdata is
using the denoising cross-entropy (DCE) loss [Ou+25; Sah+24; Shi+24a]:

min
θ

Epdata(x) Eλ∼Unif(0,1)

[
w(λ)Eµλ(x̃|x)

∑
d:x̃d=M

− log sθ(x̃)d,xd

]
, (4)

where the transition kernel µλ(·|x) means independently masking each entry of x with probability λ,
and the weight w(·) can be any positive function. In particular, the loss with w(λ) = 1

λ corresponds
to the any-order autoregressive loss [Ou+25, Eq. (3.7)].

Sampling from a masked discrete diffusion model can be achieved through multiple schemes, such
as the Euler method, variants of τ -leaping [LME24; Ou+25; Ren+25b; Cam+22], uniformization
[CY25], and (semi-)autoregressive sampler [Arr+25; Nie+25]. In this paper, we mainly use an exact
sampling method known as the random order autoregressive sampler [Ou+25, App. J.4], imple-
mented by choosing a uniformly random permutation of {1, ..., D} and autoregressively unmasking
each position along the permutation conditional on the observed positions.

3 Control-based Learning of Discrete Neural Sampler

3.1 Discrete Sampling with CTMCs

In this paper, we focus on the task of drawing samples from a target distribution π(x) = 1
Z e−U(x)

on the finite state space X0 = {1, 2, . . . , N}D. Here, we only have access to the potential function
U , and the normalizing constant Z =

∑
x∈X0

e−U(x) is unknown. Moreover, we are interested in
using CTMCs to sample from this target distribution, in the sense that we hope to find a generator
Q∗ = (Q∗t )t∈[0,T ] such that it drives a CTMC X = (Xt)t∈[0,T ] with X0 ∼ pinit (a readily sampleable
initial distribution) to reach the target distribution at the final time T , i.e., XT ∼ π.

While this setup is simple and ideal, the problem is essentially ill-posed and hard to solve due to the
non-uniqueness of the feasible generator Q∗. We thus seek to restrict the solution space by enforcing
stricter constraints: finding a generator Q∗ such that the associated path measure P∗ satisfies

P∗(ξ) = P0(ξ[0,T )|ξT )π(ξT ) = P0(ξ)
dπ

dP0
T

(ξT ) := P0(ξ)
1

Z
er(ξT ), where r := −U − log pbase,

(5)
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for any trajectory ξ = (ξt)t∈[0,T ]. Here, P0 is a reference path measure with a known generator Q0,
readily sampleable initial distribution P0

0 =: pinit, and known final distribution P0
T =: pbase.

Such a formulation has a natural connection to the stochastic optimal control (SOC) of CTMCs.
In fact, parameterizing our candidate generator as Qu and assuming that it induces a path measure
Pu, the learning of Qu through matching Pu to P∗ can be understood as controlling a CTMC with
generator Q0 to reach a new terminal distribution π. We demonstrate this connection in detail by
considering the following SOC problem on X :

min
u

EX∼Pu

∫ T

0

∑
y ̸=Xt

(
Qu

t log
Qu

t

Q0
t

−Qu
t +Q0

t

)
(Xt, y)dt− r(XT )

 ,

s.t. X = (Xt)t∈[0,T ] is a CTMC on X with generator Qu, X0 ∼ pinit,

(6)

It can be shown that the problem (6) is equivalent to minimizing the Kullback–Leibler (KL) divergence
between two path measures Pu and P∗, KL(Pu∥P∗) = EPu log dPu

dP∗ . Define the value function as

−Vt(x) = inf
u

EX∼Pu

∫ T

t

∑
y ̸=Xs

(
Qu

s log
Qu

s

Q0
s

−Qu
s +Q0

s

)
(Xs, y)ds− r(XT )

∣∣∣∣∣∣Xt = x

 . (7)

In order to guarantee the existence and uniqueness of the solution to (6) for any r and pinit, we need
to choose a reference path measure P0 that is memoryless [DE+25], i.e., X0 and XT are independent
for X ∼ P0. In this case, the unique optimal solution Q∗ can be expressed as a multiplicative
perturbation of the reference generator Q0:

Q∗t (x, y) = Q0
t (x, y) exp(Vt(y)− Vt(x)), ∀x ̸= y. (8)

Moreover, the optimal path measure P∗ associated with Q∗ has the identical form as (5): dP∗
dP0 (ξ) =

1
Z er(ξT ), ∀ξ, where Z = EP0

T
er. These results can be shown using Lem. 1 and standard SOC theory,

and we include the proofs in App. C.2 for self-consistency and better readability.

3.2 Optimal Control Formulation of Discrete Neural Sampler Training

As discussed in the previous section, if we manage to learn the generator Qu that produces a path
measure Pu matching P∗, we can sample from the target distribution by simulating the CTMC with
this generator. However, minimizing KL(Pu∥P∗) is not the only available choice of objective to reach
the goal. In fact, it has some disadvantages due to the inherent discontinuous nature of the problem.
Instead, we propose the following general framework for learning the discrete neural sampler:

Framework: Given a target distribution π ∝ e−U on X0, a choice of reference path measure
P0 with generator Q0, learn the generator Qu to sample from π through optimizing an efficiently
estimable objective F(Pu,P∗), where P∗ is given in (5) and Q∗ = argminQu F(Pu,P∗).

It is straightforward to see that the problem (6) is a special case of the proposed framework upon
choosing F(Pu,P∗) = KL(Pu∥P∗). However, although directly relevant to many theoretical results,
naively optimizing the discretized, estimated objective in (6) is not an appropriate approach for
learning the desired controlled generator Qu. The estimation of (6) requires the simulation of CTMC
using a neural network parameterized generator with parameter θ, yet the objective itself is inherently
non-differentiable with respect to θ since (1) the trajectories of CTMCs are pure jump processes, and
(2) the reward function r is non-differentiable, making it difficult to effectively train the generator.

A workaround is proposed in [Wan+25a], where the authors retain the differentiability of the objectives
through relaxing the CTMC trajectories from staying on X0 to sequences of probability vectors on
RD×N , using the Gumbel softmax trick. This partly solves the problem at the cost of introducing a
high approximation error into the learning process, since the θ gradients coming from the Gumbel
softmax trick are known to be biased and easily cause numerical instability [JGP17; Liu+23]. This
leads to failure to converge to the correct target distribution, even in low dimensions, as empirically
validated in our experiments (see App. D.5). Moreover, backpropagation over the entire trajectory is
a memory-intensive operation, and we would like to avoid it as much as possible. In the following,
we propose several alternative learning objectives that operate without these disadvantages.
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Relative-entropy with REINFORCE (RERF). One of the key reasons that KL(Pu∥P∗) is intractable
for direct optimization originates from the fact that the expectation is with respect to Pu, which tracks
the θ gradient. Alternatively, we can estimate ∇θ KL(Pu∥P∗) by introducing a gradient-nontracking
trajectory simulated using ū = stopgrad (u), also known as the REINFORCE trick [Wil92; RGB14;
MG14]. We denote the path measure produced with ū to be Pū2, and express the gradient of the
relative-entropy by the following identity: ∇θ KL(Pu∥P∗) = ∇θFRERF(Pu,P∗), where

FRERF(Pu,P∗) := EPū log
dP∗

dPu

(
log

dP∗

dPū
+ C

)
, ∀C ∈ R. (9)

See App. C.3 for a detailed derivation. Thus, FRERF can be introduced for the purpose of gradient
estimation of relative entropy. We remark that, in contrast to the approach proposed in [Wan+25a],
(9) yields an unbiased estimator of the relative-entropy gradient, which is crucial for accurate
learning of the target distribution. However, FRERF(Pu,P∗) is not a valid “loss function” but only a
computational surrogate, in the sense that a reduction in the objective value does not guarantee an
improvement in learning performance.

Log-variance (LV). Other than KL divergence on path measures, we can also consider the variance
type of losses, such as Log-variance (LV). Originally proposed in [NR21] to solve SOC problems for
SDEs on Rd, LV considers minimizing the following v-dependent objective

FLV(Pu,P∗) := VarPv log
dP∗

dPu
, (10)

where v for now is generic and Pv is a chosen sampling path measure driven by the generator Qv that
does not require gradient backpropagation. Note that the optimality of the solution (10) is guaranteed
under weak regularity assumptions on Pv .3 In practice, we choose v = ū as in [NR21] for algorithmic
effectiveness. (10) can be efficiently computed for CTMCs leveraging Lem. 1 and (5).

Cross-entropy (CE). While the aforementioned RERF and LV objectives have an optimality guar-
antee of the solution, they often do not enjoy optimization guarantees as in general these objectives
have a nonconvex landscape. To mitigate it, we consider cross-entropy between Pu and P∗,

FCE(Pu,P∗) := KL(P∗∥Pu) = EP∗ log
dP∗

dPu
= EPv

dP∗

dPv
log

dP∗

dPu
. (11)

FCE(Pu,P∗) is convex in Pu due to the convexity of t 7→ − log t, thus enjoying a benign optimization
landscape. However, since P∗ is not directly tractable for simulation, we need to introduce an auxiliary
sampling path measure Pv and equivalently express the objective based on Pv . This can be understood
as an importance sampling estimation of the original objective, and in practice we use v = ū.

To sum up, the RERF, LV, and CE losses do not involve the error for approximating the discrete
variables by continuous ones, do not require backpropagation over the entire trajectory of states, and
thus are more preferable for efficient and stable optimization.

3.3 Masked Diffusion Neural Sampler

Besides the objective F(Pu,P∗), another major component in the design space of the proposed
training framework is the choice of reference path measure P0 and the corresponding generator Q0.
Recall from Sec. 3.1 that we need the reference path measure to be memoryless to guarantee the
existence and uniqueness of the SOC problem (6). We now introduce a method for choosing such
a memoryless reference path measure based on a masked discrete diffusion model. This approach,
which we term the Masked Diffusion Neural Sampler (MDNS), forms the core of our framework.
The corresponding learning algorithms are subsequently developed based on the objectives proposed
in Sec. 3.2. Furthermore, we demonstrate that this framework can be extended to incorporate uniform
discrete diffusion models, an adaptation referred to as the Uniform Diffusion Neural Sampler (UDNS),
with a detailed discussion deferred to App. F.

We choose P0 to be the generative process of a masked discrete diffusion model, starting from
pinit ← pmask(x) =: 1x=(M,...,M) and terminating at pdata ← punif(x) :=

1
ND 1x∈X0

, the uniform

2This means we sample a trajectory X ∼ Pu and detach it from the computational graph. After that, use the
values of the trajectory to compute the objective and do backpropagation.

3As long as Pv is supported almost everywhere on the space of paths.
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Algorithm 1 Training of Masked Diffusion Neural Sampler (MDNS)

Require: score model sθ, batch size B, training iterations K, reward r : X0 → R, learning objective
F ∈ {FRERF,FLV,FCE,FWDCE}, (num. replicates R, resample frequency k for FWDCE).

1: for step = 1 to K do
2: if F ∈ {FRERF,FLV,FCE} then
3: {X(i),Wu(X(i))}1≤i≤B = Sample_Trajectories(B). ▷ See Alg. 2 for details.
4: Compute F with {X(i),Wu(X(i))}1≤i≤B . ▷ See (15).
5: else if F = FWDCE then
6: if step mod k = 0 then ▷ Sample new trajectories every k steps.
7: {X(i),Wu(X(i))}1≤i≤B = Sample_Trajectories(B).
8: Set replay buffer B ← {X(i),Wu(X(i))}1≤i≤B .
9: {X̃(i),Wu(X̃(i))}1≤i≤BR = Resample_with_Mask(B;R). ▷ See App. B for details.

10: Compute FWDCE with {X̃(i),Wu(X̃(i))}1≤i≤BR.
11: Update the parameters θ based on the gradient ∇θF .

return trained score model sθ.

distribution on the unmasked data space X0. Based on (3), the corresponding generator is

Q0
t (x, x

d←n) = γ(t) Pr
X∼punif

(Xd = n|XUM = xUM)1xd=M =
γ(t)

N
1xd=M. (12)

One can prove the following lemma (see App. C.3 for the proof):

Lemma 2. Under the assumption that
∫ T

0
γ(t)dt =∞, the reference path measure P0 with generator

Q0 defined in (12) and starting from pmask is memoryless and satisfies P0
T = punif .

With such a choice for P0, the optimal generator Q∗ also has a special structure:
Lemma 3. The generator Q∗ corresponding to the optimal solution of (6) with Q0 defined as the
memoryless reference path measure (12) satisfies

Q∗t (x, x
d←n) = γ(t) Pr

X∼π
(Xd = n|XUM = xUM)1xd=M. (13)

See App. C.3 for the proof. This suggests that it suffices to parameterize Qu
t (x, x

d←n) =
γ(t)sθ(x)d,n1xd=M. Here, sθ : X → RD×N is parameterized to have non-negative entries and each
row sums up to 1, representing the one-dimensional marginals of the target distribution π conditioned
on unmasked entries of the input x. Moreover, such parameterization implies that the diagonal entries
of Qu

t are∑
y ̸=x

Qu
t (x, y) =

∑
d:xd=M

∑
n

Qu
t (x, x

d←n) = γ(t)
∑

d:xd=M

1 = γ(t)|{d : xd = M}|,

where the first equality is due to (3) and the second equality is due to the parameterization of Qu
t .

Similarly, one can also verify that
∑

y ̸=x Q
0
t (x, y) = γ(t)|{d : xd = M}|. This turns out to

significantly simplify the expression of the RN derivative, as will be shown later.

With the results above, we use Lem. 1 to derive the RN derivative between the optimal and the current
path measures P∗ and Pu, the common term for computing FRERF, FLV, and FCE:

log
dP∗

dPu
(X) = r(XT )− logZ +

∑
t:Xt− ̸=Xt

log
Q0

t

Qu
t

(Xt−, Xt) +

∫ T

0

∑
y ̸=Xt

(Qu
t −Q0

t )(Xt, y)dt

= r(XT ) +
∑

t:Xt− ̸=Xt

log
1/N

sθ(Xt−)d(t),Xd(t)
t

− logZ =: Wu(X)− logZ,

where Wu(X) = r(XT ) +
∑

t:Xt− ̸=Xt

log
1/N

sθ(Xt−)d(t),Xd(t)
t

. (14)
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Here, we assume that the jump from Xt− to Xt is at the d(t)-th position, and the total number of
jumps is D. With (14), the aforementioned training objectives (9) to (11) are simplified to

FRERF = E
X∼Pū

W ū(X)Wu(X), FLV = Var
X∼Pū

Wu(X), FCE = E
X∼Pū

1

Z
eW

ū(X)Wu(X), (15)

where we have removed terms related to Z in FRERF and FLV without modifying the optimization
landscape (in particular, C is chosen as logZ in (9)). For the CE loss, as in practice the normalizing
constant Z may be prohibitively large, removing 1

Z from the loss may lead to numerical instability.
To avoid this, we propose to estimate Z via the equality Z = EX∼Pū eW

ū(X) implied by (14), which
is equivalent to applying softmax to the weights {W ū(X(i))}1≤i≤B in a batch.

Scalable training via weighted denoising cross-entropy. While the learning objectives in (15)
successfully avoid backpropagation along all the states X and are thus relatively memory efficient,
their implementation still wastes much compute. Note that for computing Wu(X), we need to call
the model sθ(·)D times, but each time only the (d(t), Xd(t)

t )-th element of the D×N output matrix
is used in optimization. What’s worse, the three losses in (15) require backpropagation through
all of the D gradient-tracking score outputs in (14), which may be unaffordable due to the GPU
memory constraints. To propose a more scalable loss for high-dimensional data, we start with a
further simplification of FCE by discarding the u-independent terms in Wu(X):

min
u

EX∼Pū

1

Z
eW

ū(X)Wu(X) = min
u

EX∼Pū

1

Z
eW

ū(X)
∑

t:Xt− ̸=Xt

− log sθ(Xt−)d(t),Xd(t)
t

.

Here, the key idea is to treat i.i.d. samples from Pu as importance weighted samples from P∗. Instead
of only learning the conditional distribution sθ on a set of positions and values on the generation
trajectory, we can actually forget about the trajectory and only focus on the achieved clean sample
XT . By remasking XT and computing the DCE loss in (4), we arrive at the following weighted
denoising cross-entropy (WDCE) loss:

FWDCE(Pu,P∗) := E
X∼Pū

[
1

Z
eW

ū(X) E
λ∼Unif(0,1)

[
w(λ) E

µλ(x̃|XT )

∑
d:x̃d=M

− log sθ(x̃)d,Xd
T

]]
,

(16)
where we estimate Z by EX∼Pū eW

ū(X) as inFCE. It is straightforward to note that (16) is equivalent
to the DCE loss (4) with π being the data distribution pdata, except that XT are now importance
weighted instead of i.i.d. samples from π. FWDCE is much more efficient than FCE in that we can
use all the output of the score model sθ(·) to compute the loss, instead of only one element. Moreover,
for each pair of (XT , e

W ū(X)), we can sample multiple (say, R) partially masked x̃ to compute the
loss, so the expensive O(D) computation of the RN derivative can be amortized. Inspired by recent
works for reusing samples [Mid+23; Hav+25], we can also create a replay buffer B that stores pairs
of final samples and weights (XT , e

W ū(X)) for multiple steps of optimization for further reduction
of the computational cost. Our algorithm is summarized in Alg. 1.

3.4 Theoretical Guarantees

We can establish the following theoretical guarantees for our learning algorithms (proof in App. C.3):
Proposition 1 (Guarantee for sampling). Let psamp := Pu

T be the distribution of the samples
generated from the learned sampler. Then, to ensure KL(psamp∥π) ≤ ε2 (resp., KL(π∥psamp) ≤ ε2),
it suffices to train the sampler to reach KL(Pu∥P∗) ≤ ε2 (resp., KL(P∗∥Pu) ≤ ε2).

Proposition 2 (Guarantee for normalizing constant estimation). Ẑ := eW
u(X), X ∼ Pu is an

unbiased estimation of Z. To guarantee Pr
(∣∣∣ ẐZ − 1

∣∣∣ ≤ ε
)
≥ 3

4 , it suffices to train the sampler to

reach min{KL(Pu∥P∗),KL(P∗∥Pu)} ≤ ε2

2 . One can boost the probability from 3
4 to 1− ζ for any

ζ ∈
(
0, 1

4

)
by taking the median of O

(
log 1

ζ

)
i.i.d. estimates.

4 Experiments

In this section, we experimentally validate our proposed frameworks by learning to sample from
the Ising model and Potts model on square lattices. At different temperatures, these models exhibit
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Figure 1: Average of 2-point correlation Crow(k, k + r) of samples from 16× 16 Ising model.

distinct behaviors, providing a rich ground for demonstrating the effectiveness of our algorithms.
We use probabilistic metrics (KL divergence, TV distance, χ2 divergence, etc.) and observables
(magnetization, 2-point correlation) originating from statistical physics to benchmark our learning
results. We include both learning-based approaches such as LEAPS [HAJ25], and learning-free
approaches such as the Metropolis-Hastings (MH) algorithm as benchmarks. For fair comparisons,
we run all baselines with a long enough but comparable compute time. To accurately estimate ground
truth values for all the observables when an exact computation is intractable, we draw samples by
running the Swendsen-Wang (SW) algorithm [SW86; SW87] for a sufficiently long time. We include
experiment details such as metric definitions and training hyperparameters in Apps. D and E.

4.1 Ising model on Square Lattice

We consider learning to sample from the Ising model on a square lattice with L sites per dimension,
Λ = {1, ..., L}2. The state space is X0 = {±1}Λ, where ±1 represent the two spin states. Given an
interaction parameter J ∈ R, an external magnetic field h ∈ R, and an inverse temperature β > 0,
the probability distribution of any configuration x ∈ X0 is given by

π(x) =
1

Z
e−βH(x), where H(x) = −J

∑
i∼j

xixj − h
∑
i

xi and Z =
∑
x∈X0

e−βH(x). (17)

In the above equation, i ∼ j means that i, j ∈ Λ are adjacent on the lattice. For simplicity, we impose
periodic boundary conditions in both the horizontal and vertical directions.

A case study on the choice of F . We first compare the effects of different learning objectives F by
learning to sample from a 4×4 high temperature Ising model with J = 1, h = 0.1, and βhigh = 0.28.
The system size is picked so that the sampling problem is not trivial, but an exact computation of the
partition function remains computationally tractable. The results are reported in Tab. 2, and results at
other temperatures are available in App. D. For a fair comparison, we train for 1000 steps with a batch
size of 256 for each loss, and use R = 16 resampling replicates for FWDCE so that the effective batch
size is the same across all objectives. We draw a sufficiently large number (220) of samples from the
learned model to estimate all the reported metrics. We also report the average effective sample size
(ESS, defined in (24)) of the last 100 steps to showcase the learning speed for each objective. We
include a baseline produced by running the MH algorithm for sufficiently long as a reference. We can
see that all four learning objectives can learn a good model that generates ground-truth-like samples.
In all the evaluation metrics except the absolute error of log Ẑ, the effectiveness ranking is uniformly
FLV > FWDCE > FRERF > FCE.

Scaling to higher dimensions and lower temperatures. We also run on significantly harder
settings by increasing the system size to 16 × 16 (so the cardinality of the state space is 2256).
We keep J = 1, h = 0 and vary the inverse temperature, ranging from βhigh = 0.28, βcritical =

log(1 +
√
2)/2 = 0.4407, to βlow = 0.6. The behaviors of the Ising model are known to be distinct

at these temperatures by the phase transition theory [KW41; Ons44]. For the purpose of efficient
training, we use FWDCE as learning objectives and train on each problem for 50k steps. In Tab. 1,
we report the ESS and the absolute error of magnetization and 2-point correlation (respectively
defined in (26) and (28)) to the estimated ground truth. We also plot the estimated average 2-point
correlation (defined in (27)) between a varying distance r in Fig. 1, and defer further results to
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Table 1: Results for learning 16× 16 Ising model at different temperatures, best in bold. Mag. and
Corr. represent the absolute error of the magnetization and 2-point correlation to ground truth values.

Temperature βlow = 0.6 βcritical = 0.4407 βhigh = 0.28

Metrics Mag. ↓ Corr. ↓ ESS ↑ Mag. ↓ Corr. ↓ ESS ↑ Mag. ↓ Corr. ↓ ESS ↑
MDNS (ours) 9.9e−3 2.4e−3 0.981 3.7e−3 2.0e−3 0.933 8.5e−3 1.0e−3 0.962

LEAPS 2.4e−2 5.8e−1 0.261 7.4e−3 1.6e−1 0.384 7.4e−3 1.6e−3 0.987

Baseline (MH) 1.9e−2 7.7e−4 / 4.6e−3 2.5e−3 / 6.1e−3 1.1e−3 /

Table 2: Results for learning 4× 4 Ising model with J = 1, h = 0.1, and βhigh = 0.28, best in bold.
Method ESS ↑ TV(p̂samp, π) ↓ KL(p̂samp∥π) ↓ χ2(p̂samp∥π) ↓ K̂L(Pu|P∗) ↓ Abs. err. of log Ẑ ↓
FRERF 0.9621 0.0799 0.0380 0.0845 0.0188 0.00003

FLV 0.9713 0.0748 0.0348 0.0714 0.0141 0.00046

FCE 0.9513 0.0833 0.0393 0.0903 0.0248 0.00099

FWDCE 0.9644 0.0799 0.0382 0.0868 0.0177 0.00030

Baseline (MH) / 0.0667 0.0325 0.0628 / /

App. D.3. Our learned distribution accurately matches the theoretically predicted trend of correlation
functions, which exponentially decays to the non-zero spontaneous magnetization at βlow, polynomial
decays at βcritical and exponential decays to 0 at βhigh. As shown in the table and figure, MDNS
outperforms LEAPS by a large margin across almost all metrics. MDNS accurately learns the
high-dimensional distribution across all temperatures, as evidenced by low observables errors and
high ESS values, whereas LEAPS fails at βcritical and βlow despite long training.

Warm-up for lower temperatures. Instead of only training from scratch, our training includes a
warm-up phase. When targeting hard distributions such as βcritical and βlow, to help the model
better locate the modes of the target distribution, we start the training by fitting easier ones such as
βhigh for a short (20k steps in this example) period of time. An ablation study to demonstrate the
importance of this proposed technique is presented in App. D.2. A more systematic study on the
warm-up is deferred to future work [Guo+25].

Preconditioning. In learning diffusion samplers for a continuous distribution ν ∝ e−V on Rd, one
typically leverages the score information ∇ log ν in the neural network architecture to guide the
sampling process for faster convergence and better sampling quality, known as preconditioning. We
also explore similar techniques to improve the training of MDNS, see App. D.4 for details.

4.2 Potts model on Square Lattice

We now consider a harder problem known as the standard Potts model, which has q(≥ 2) spin states on
a square lattice with L sites per dimension, Λ = {1, ..., L}2, i.e., the state space isX0 = {1, 2, ..., q}Λ.
Given an interaction parameter J ∈ R and an inverse temperature β > 0, the probability distribution
of any configuration x ∈ X0 is given by

π(x) =
1

Z
e−βH(x), where H(x) = −J

∑
i∼j

1xi=xj and Z =
∑
x∈X0

e−βH(x). (18)

In the above equation, i ∼ j also means that i, j ∈ Λ are adjacent on the lattice, and we impose the
same periodic boundary conditions. As a generalization of the Ising model, the Potts model also
exhibits diverse behaviors across different temperatures, and the critical inverse temperature is known
to be βcritical = log(1 +

√
q) [BDC12]. In the following experiment, we consider the system size

to be L = 16, fix q = 3 and J = 1, and vary the inverse temperature β, ranging from βhigh = 0.5,
βcritical = log(1 +

√
3) = 1.005, to βlow = 1.2.

Similar to the training for the Ising model, we use FWDCE and train on each temperature for 100k
steps, among which 30k steps are in the warm-up phase for training βcritical and βlow. We report
quantitative metrics (defined in (30) and (32)) in Tab. 3 and similarly plot the estimated average
2-point correlation (defined in (31) between a varying distance r in Fig. 2. More results can be
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Figure 2: Average of 2-point correlation Crow(k, k + r) of samples from 16× 16 Potts model.

Table 3: Results for learning 16× 16 Potts model at different temperatures, best in bold. Mag. and
Corr. represent absolute errors of magnetization and 2-point correlation to ground truth values.

Temperature βlow = 1.2 βcritical = 1.005 βhigh = 0.5

Metrics Mag. ↓ Corr. ↓ ESS ↑ Mag. ↓ Corr. ↓ ESS ↑ Mag. ↓ Corr. ↓ ESS ↑
MDNS (ours) 1.3e−3 8.8e−5 0.933 4.3e−3 2.9e−3 0.875 2.2e−3 5.8e−4 0.983

LEAPS 2.9e−1 2.5e−1 0.012 2.7e−1 2.0e−1 0.004 2.9e−3 1.2e−3 0.991

Baseline (MH) 7.4e−1 5.6e−1 / 5.2e−1 3.5e−1 / 3.5e−2 1.6e−2 /

found in App. E. Again, our approach recovers a distribution with a correlation function whose decay
patterns are well aligned with the ground truth, whereas other baselines fail to do so. It is worth
noting that the MH algorithm cannot mix even after a continuous simulation of more than 20 hours,
while it remains a successful approach for all Ising model experiments. Such a difference likely
originates from the exponential increase in the state space cardinality |X0| despite the system size L
remaining the same. For example, a 4× 4 Ising model has around 60k distinct states, while a 4× 4
Potts model with q = 3 has 40M distinct states, which clearly highlights the increased difficulty of
Potts model sampling. Nevertheless, our approach succeeds with a moderate increase in training
iterations. Moreover, the evaluation shows that MDNS performs best across almost all metrics and
temperatures, suggesting that our framework and learning objectives are highly scalable.

5 Conclusion, Limitations and Future Directions

This paper introduces Masked Diffusion Neural Sampler (MDNS), a novel framework for training
discrete neural samplers based on stochastic optimal control and masked diffusion models. While
MDNS has proven effective for distributions arising in statistical physics, its performance on other
families of discrete distributions, such as those on graphs or related to combinatorial optimization,
is unknown. We also propose that the framework can be extended to fine-tune pretrained discrete
diffusion models given a (possibly non-differentiable) reward function, which is left for future work
[Zhu+25d]. Theoretically, we conjecture that our interpolation between the masked and the target
distribution possesses superior properties compared to the geometric annealing (πη ∝ e−ηU )η∈[0,1]
used in LEAPS [HAJ25]. A rigorous theoretical analysis of annealing paths in discrete spaces,
potentially building upon insights in continuous spaces [GTC25b; GTC25a], remains a key area for
future investigation.
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Broader impacts. This work focuses on foundational research in sampling algorithms for discrete
distributions where the unnormalized probability mass function is known. Advancements in this area
have the potential to accelerate scientific discovery and improve solutions to complex problems in
fields like statistical physics and machine learning. Given the specific scope of our proposed method,
we do not foresee direct negative societal impacts stemming from its application.

Organization of the appendix. App. A includes a detailed discussion of the related literature.
App. B contains the pseudo-code for our proposed algorithm. We review the relevant theory of
CTMC and SOC in App. C, and provide all proofs omitted in the main text. In Apps. D and E, we
present detailed experimental setups and additional results for learning the Ising model and Potts
model, respectively, including ablation studies and further visualizations. Finally, App. F discusses
the extension of our SOC framework to the training of uniform diffusion neural samplers (UDNS).

A Related Works

Neural samplers. Recently, a growing trend of research directions has been focusing on training
neural samplers [Noé+19; He+25], where one amortizes the sampling procedure through learning a
neural network. Most of the work has focused on learning distributions over the continuous Euclidean
space Rd. One of the main approaches is to learn a trainable drift term that drives an SDE to
approximate the time-reversal of a pre-selected noising process that converts any target distribution
π to a noise distribution. This includes methods like Path Integral Sampler (PIS, [ZC22]), Neural
Schrödinger-Föllmer Flows (NSFS, [Var+23]), Denoising Diffusion Samplers (DDS, [VGD23]),
time-reversed DIffusion Sampler (DIS, [BRU24]), iterated Denoising Energy Matching (iDEM,
[AS+24]), Diffusion-PINN Sampler [Shi+24b], Adjoint Sampling [Hav+25; Liu+25b; Cho+25], etc.
Another popular approach trains the process to transport from a prior distribution π0 to π along
a sequence of marginal distributions whose unnormalized densities are all available, such as the
geometric interpolation πt ∝ π1−t

0 πt
1. Methods of this type include the paper [MF23], Controlled

Monte Carlo Diffusion (CMCD, [Var+24]), Liouville Flow Importance Sampler (LFIS [TPL24]),
Non-Equilibrium Transport Sampler (NETS, [AVE25]), Sequential Controlled Langevin Diffusions
(SCLD, [Che+25c]), the paper [Che+25a], underdamped diffusion bridges [Ble+25], Accelerated
Parallel Tempering (APT, [Zha+25a]), Progessive Tempering with Diffusion (PTSD, [Ris+25]),
etc. There are also works motivated by annealed importance sampling [Nea01] and Jarzynski
equality [Jar97; VJ08], including Monte Carlo Diffusion (MCD, [Dou+22]) and Langevin Diffusion
Variational Inference (LDVI, [GD23]). Despite the progress, these methods are restricted to the
setting of Rd and cannot be easily extended to sampling discrete distributions. This distinguishes our
proposed MDNS from all the aforementioned approaches.

In terms of methodology, MDNS is most relevant to PIS [ZC22]. Despite the difference in the
underlying state space of the target distributions, PIS resembles our work in terms of method at a high
level, since it approaches the sampling problem in Rd also from an SOC perspective. However, PIS
training does not suffer from the non-differentiability of underlying sampling dynamics, which is a
serious problem in discrete state spaces that we need to address by proposing new learning objectives
that do not require trajectory differentiability.

In terms of task, MDNS is most connected to LEAPS [HAJ25], which focuses on the same problem
of training discrete neural samplers using CTMC. We also note the concurrent work [OZL25], which
appeared after our submission and proposed a framework, DNFS, similar to LEAPS. Unlike our
framework, LEAPS takes a measure transport perspective and trains the neural sampler to follow a
sequence of pre-defined discrete distributions. However, LEAPS requires a special inductive bias
called locally equivariant networks to efficiently evaluate the training objectives, which greatly limits
the algorithm’s design flexibility. In contrast, our proposed MDNS does not impose constraints on the
choice of score model backbone. Empirically, we also find that escorted-transport-based approaches
like LEAPS tend to be ineffective when learning multimodal, high-dimensional distributions, while
MDNS remains competitive.

Discrete diffusion models. Diffusion models [SD+15; HJA20; SME21; Son+21] have been
achieving state-of-the-art performances on generative modeling of various data modalities [Wat+23;
Zhu+25c; Ess+24; Jin+25; Zhu+25a; Chi+23; HRT24; Roj+25b; Che+25b; Ren+25c]. As a natural
generalization of diffusion models to discrete state space, discrete diffusion models [Aus+21; Cam+22;
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CZH23; Sun+23b; LME24; Gat+24; Sha+25] have gradually attracted the attention of the research
community as a competent method for generative modeling of general discrete sequence data. Discrete
diffusion models have seen successful applications in numerous tasks, including image synthesis
[Cha+22; Bai+25; Shi+25], text generation [Nie+25; Gon+25; Zhe+24; Arr+25], protein [Gru+23;
Ala+23; Hay+25; Wan+24; Che+25d; TZC25], graph [Xu+24; Li+25], etc. Motivated by the huge
empirical success of discrete diffusion models in practice, researchers have also worked on the theory
of discrete diffusion to understand the key behind its success [Ben+24; CY25; Ren+25a; Fen+25;
Kim+25; RRY25; HRT25]. An extensive portion of the literature is also devoted to the development
of techniques to enhance further the effectiveness of discrete diffusion models, such as guidance
[Sch+25; Guo+24; Nis+25; Roj+25a], distillation [Zhu+25b; DG25], training [Zha+25b; Liu+25a],
planning [Par+25; Liu+25c], and inference-time scaling [Wan+25b; Tan+25].

Masked discrete diffusion model [Sah+24; Ou+25; Shi+24a; Zhe+25], as a particularly effective
variant of discrete diffusion, is most related to our work. Masked diffusion models enjoy many
favorable theoretical properties, such as a special structure of score functions that enables a simplified,
variance-reduced training objective. Masked diffusion also has a natural connection to any-order
autoregressive models and can be precisely simulated with a fixed number of inference steps. The
training of MDNS also benefits from these additional structures, making it more effective than other
existing approaches. However, what we propose is indeed a general framework and can be applied to
other discrete diffusion models as well, such as uniform discrete diffusion. We defer the discussion
of such extension to App. F.

Optimal control of stochastic dynamics. The literature of solving SOC problems has a rich history,
dating back to the work of Richard Bellman [Bel66], which introduces the Hamilton-Jacobi-Bellman
(HJB) equation to characterize the optimal control through PDE. To efficiently solve SOC problems
in high dimensions, neural networks are first introduced into the solving process by [EHJ17; HJE18]
to alleviate the curse of dimensionality suffered by traditional approaches. Later, various learning
objectives have been proposed to train the neural network for solving the SOC problems [DE+25;
HLVE24]. We refer interested readers to [NR21] and [DE24] for a detailed review of the properties
of different objectives.

Although all the works above focus on solving SOC problems in Rd (i.e., controlling SDEs instead of
CTMCs), MDNS is still tightly connected to this literature due to our SOC formulation of the discrete
sampling problem. Moreover, in our main training framework, we took a path measure perspective
for designing the learning objectives, which generalizes the perspective used in [NR21] to a discrete
state space. However, there is a notable difference between the SOC for CTMC (considered in this
work) and the SOC for SDEs (widely studied in the literature) due to the non-differentiable nature of
CTMCs, which further limits the feasible choice of learning objectives. These differences separate
our paper from the works mentioned above.

B Details of Algorithms

In Alg. 1, Resample_with_Mask means sample random variables {λ(i,r)}1≤i≤B,1≤r≤R
i.i.d.∼

Unif(0, 1), and for each i and r, obtain X(i,r) by randomly masking each entry of X(i) with
probability λ(i,r). Sample_Trajectories is defined as in Alg. 2, which is also the inference
algorithm for MDNS.

C Theory of Continuous-time Markov Chain and Stochastic Optimal Control

C.1 Continuous-time Markov Chain

We refer readers to [Cam+22; LME24; Sun+23b; LME24; CY25; Ren+25a; Ren+25b] for the general
theory of CTMC. Below, we present several key lemmas that will be used in our paper.

Lemma 4. Let X be a CTMC with generator Q, and let pt denote the probability distribution of Xt,
i.e., pt(·) = Pr(Xt = ·). Then p satisfies the following Kolmogorov forward equation:

∂tpt(x) =
∑
y

Qt(y, x)pt(y) =
∑
y ̸=x

(Qt(y, x)pt(y)−Qt(x, y)pt(x)), ∀x. (19)
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Algorithm 2 Sample_Trajectories: Sample trajectories and compute weights

Require: score model sθ, reward function r : X0 → R, batch size B.
1: Initialize fully masked sequences {X(i) = (M, ...,M)}1≤i≤B and weights {W (i) = 0}1≤i≤B .
2: Sample B i.i.d. permutations of {1, ..., D}: {Π(i) = (Π

(i)
1 , ...,Π

(i)
D )}1≤i≤B .

3: for d = 1 to D do
4: Call the score model and get all the scores {sθ(X(i))}1≤i≤B .
5: For each 1 ≤ i ≤ B, sample a random integer n(i) in {1, ..., N} following the probability

distribution Pr(n(i) = n) = sθ(X
(i))

Π
(i)
d ,n

, and update the Π
(i)
d -th entry of X(i) as n(i).

6: For each 1 ≤ i ≤ B, update weights W (i) ←W (i) + log
(

1
N

/
sθ(X

(i))
Π

(i)
d ,n(i)

)
.

7: For each 1 ≤ i ≤ B, update weights with the final reward: W (i) ←W (i) + r(X(i)).
return pairs of sample and weights {X(i),Wu(X(i)) := W (i)}1≤i≤B .

Moreover, the solution p to (19) given boundary condition at either 0 or T is unique when [0, T ] ∋
t 7→ Qt ∈ RX×X is a continuous function.

Proof. By (1), we have

pt+∆t(x) =
∑
y

Pr(Xt+∆t = x|Xt = y)pt(y) =
∑
y

(
1y=x +∆tQt(y, x) +O(∆t2)

)
pt(y)

= pt(x) + ∆t
∑
y

Qt(y, x)pt(y) +O(∆t2).

Therefore, by taking the limit ∆t→ 0, we have

∂tpt(x) =
∑
y

Qt(y, x)pt(y) =
∑
y ̸=x

Qt(y, x)pt(y) +Qt(x, x)pt(x)

=
∑
y ̸=x

Qt(y, x)pt(y)−
∑
y ̸=x

Qt(x, y)pt(x).

The uniqueness of the solution follows from the uniqueness of the solution to the linear ODE, by
equivalently writing (19) as ∂tpt = QT

t pt, t ∈ [0, T ], where pt = (pt(x) : x ∈ X ) are column
vectors in R|X |.

Lemma 5. Let X be a CTMC with generator Q. For any bounded test function ϕ : X → R, define
ϕt(·) := E[ϕ(XT )|Xt = ·]. Then ϕt satisfies the following Kolmogorov backward equation:

−∂tϕt(x) =
∑
y

ϕt(y)Qt(x, y) =
∑
y ̸=x

(ϕt(y)− ϕt(x))Qt(x, y), ϕT (x) = ϕ(x), ∀x ∈ X . (20)

Moreover, the solution ϕ to (20) is unique when [0, T ] ∋ t 7→ Qt ∈ RX×X is a continuous function.

Proof. By (1), we have
ϕt(x) = E[E[ϕ(XT )|Xt+∆t]|Xt = x] = E[ϕt+∆t(Xt+∆t)|Xt = x]

=
∑
y

ϕt+∆t(y)(1x=y +∆tQt(x, y) +O(∆t2))

= ϕt+∆t(x) + ∆t
∑
y

ϕt+∆t(y)Qt(x, y) +O(∆t2).

Hence, by taking the limit ∆t→ 0, we have

−∂tϕt(x) =
∑
y

ϕt(y)Qt(x, y) =
∑
y ̸=x

ϕt(y)Qt(x, y) + ϕt(x)Qt(x, x) =
∑
y ̸=x

(ϕt(y)− ϕt(x))Qt(x, y).

The uniqueness of the solution also follows from the uniqueness of the solution to the linear ODE, by
equivalently writing (20) as −∂tϕt = Qtϕt, t ∈ [0, T ]; ϕT = ϕ, where ϕt = (ϕt(x) : x ∈ X ) and
ϕ = (ϕ(x) : x ∈ X ) are column vectors in R|X |.
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Proof of Lem. 1.

Proof. Let ∆t = T
K and tk = k∆t. We have

log
dP2

dP1
(ξ) = log

dµ2

dµ1
(ξ0) +

K−1∑
k=0

log
P2
tk+1|tk(ξtk+1

|ξtk)
P1
tk+1|tk(ξtk+1

|ξtk)
+O(∆t)

= log
dµ2

dµ1
(ξ0) +

K−1∑
k=0

(
log

1ξtk+1
=ξtk

+∆tQ2
tk
(ξtk+1

|ξtk)
1ξtk+1

=ξtk
+∆tQ1

tk
(ξtk+1

|ξtk)
+O(∆t2)

)
+O(∆t)

By the definition of the generator. If ξtk+1
̸= ξtk , then

log
1ξtk+1

=ξtk
+∆tQ2

tk
(ξtk+1

|ξtk)
1ξtk+1

=ξtk
+∆tQ1

tk
(ξtk+1

|ξtk)
= log

Q2
tk
(ξtk , ξtk+1

)

Q1
tk
(ξtk , ξtk+1

)
.

If otherwise, by Taylor expansion,

log
1ξtk+1

=ξtk
+∆tQ2

tk
(ξtk+1

|ξtk)
1ξtk+1

=ξtk
+∆tQ1

tk
(ξtk+1

|ξtk)
= ∆t(Q2

tk
(ξtk , ξtk)−Q1

tk
(ξtk , ξtk)) +O(∆t2)

= ∆t
∑
y ̸=ξk

(Q1
tk
−Q2

tk
)(ξtk , y) +O(∆t2).

Hence, taking the limit K →∞, we have

log
dP2

dP1
(ξ) = log

dµ2

dµ1
(ξ0) +

∑
k:ξtk+1

̸=ξtk

log
Q2

tk
(ξtk , ξtk+1

)

Q1
tk
(ξtk , ξtk+1

)

+ ∆t
∑

k:ξtk+1
=ξtk

∑
y ̸=ξk

(Q1
tk
−Q2

tk
)(ξtk , y) +O(∆t)

→ log
dµ2

dµ1
(ξ0) +

∑
t:ξt− ̸=ξt

log
Q2

t (ξt−, ξt)

Q1
t (ξt−, ξt)

+

∫ T

0

∑
y ̸=ξt

(Q1
t (ξt, y)−Q2

t (ξt, y))dt.

Corollary 1. Given two CTMCs with generators Q1, Q2 and initial distributions µ1, µ2 on X , let
P1,P2 be the associated path measures. Then the KL divergence between these two path measures
can be written as

KL(P2∥P1) = KL(µ2∥µ1) + Eξ∼P2

∫ T

0

∑
y ̸=ξt

(
Q2

t log
Q2

t

Q1
t

+Q1
t −Q2

t

)
(ξt, y)dt.

Proof. It suffices to take expectation w.r.t. P2 on both sides of (2). For the first term on the
r.h.s., Eξ∼P2 log dµ2

dµ1
(ξ0) = Eµ2(ξ0) log

dµ2

dµ1
(ξ0) = KL(µ2∥µ1); for the third term, the expectation

is straightforward. To compute the expectation of the second term under P2, we start with the
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discrete-time version and take limit when K →∞:

Eξ∼P2

 ∑
k:ξtk+1

̸=ξtk

log
Q2

tk
(ξtk , ξtk+1

)

Q1
tk
(ξtk , ξtk+1

)

 = Eξ∼P2

[
K−1∑
k=0

log
Q2

tk
(ξtk , ξtk+1

)

Q1
tk
(ξtk , ξtk+1

)
1ξtk+1

̸=ξtk

]

=

K−1∑
k=0

EP2
tk

(ξtk )P
2
tk+1|tk

(ξtk+1
|ξtk )

[
log

Q2
tk
(ξtk , ξtk+1

)

Q1
tk
(ξtk , ξtk+1

)
1ξtk+1

̸=ξtk

]

=

K−1∑
k=0

EP2
tk

(ξtk )

∑
y ̸=ξtk

P2
tk+1|tk(y|ξtk) log

Q2
tk
(ξtk , y)

Q1
tk
(ξtk , y)

=

K−1∑
k=0

EP2
tk

(ξtk )

∑
y ̸=ξtk

(
∆tQ2

tk
(ξtk , y)

[
log

Q2
tk
(ξtk , y)

Q1
tk
(ξtk , y)

]
+O(∆t2)

)

→
∫ T

0

EP2
t (ξt)

∑
y ̸=ξt

Q2
t log

Q2
t

Q1
t

(ξt, y)dt = Eξ∼P2

∫ T

0

∑
y ̸=ξt

Q2
t log

Q2
t

Q1
t

(ξt, y)dt

Thus, the proof is complete.

C.2 Stochastic Optimal Control

Here, we give proof of some key lemmas in Sec. 3.1 concerning the SOC for CTMC. See also
[Wan+25a] for a review of results.

The proof of (8) can be found in proving the following lemma.
Lemma 6. The value function satisfies the following Hamiltonian-Jacobi-Bellman (HJB) equation:

∂tVt(x) =
∑
y ̸=x

Q0
t (x, y)(1− eVt(y)−Vt(x)) ⇐⇒ ∂te

Vt(x) =
∑
y ̸=x

Q0
t (x, y)(e

Vt(x) − eVt(y)). (21)

Proof. By the dynamic programming principle, we have

−Vt(x) = inf
u

EX∼Pu

(∫ t+∆t

t

+

∫ T

t+∆t

) ∑
y ̸=Xs

⋆s(Xs, y)ds− r(XT )

∣∣∣∣∣∣Xt = x


= ∆t inf

u

∑
y ̸=x

⋆t(x, y) +O(∆t2) + inf
u

EX∼Pu [−Vt+∆t(Xt+∆t)|Xt = x],

where ⋆· = Qu
· log

Qu
·

Q0
·
−Qu

· +Q0
· . We decompose the last term as

inf
u

EX∼Pu [−Vt+∆t(Xt+∆t)|Xt = x]

= inf
u

[
−
∑
y

Vt+∆t(y)
(
1x=y +∆tQu

t (x, y) +O(∆t2)
)]

= inf
u

−Vt+∆t(x)−∆t
∑
y ̸=x

Vt+∆t(y)Q
u
t (x, y) + ∆t

∑
y ̸=x

Vt+∆t(x)Q
u
t (x, y) +O(∆t2)


= −Vt+∆t(x) + ∆t inf

u

∑
y ̸=x

Qu
t (x, y)(Vt+∆t(x)− Vt+∆t(y))

+O(∆t2).

Hence, by taking the limit ∆t→ 0, we have

∂tVt(x) = inf
u

∑
y ̸=x

(
Qu

t log
Qu

t

Q0
t

−Qu
t +Q0

t

)
(x, y) + (Vt(x)− Vt(y))Q

u
t (x, y)

 . (22)
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For each pair of x ̸= y, by optimizing the r.h.s. of (22) with respect to Qu
t (x, y), we have

Q∗t (x, y) = argmin
Qu

t (x,y)≥0

[(
Qu

t log
Qu

t

Q0
t

−Qu
t +Q0

t

)
(x, y) + (Vt(x)− Vt(y))Q

u
t (x, y)

]
= Q0

t (x, y)e
Vt(y)−Vt(x),

and plugging this back into (22) gives the first equality in Lem. 6. The second equality is an immediate
consequence of the first one.

Lemma 7. Assume that t 7→ Q0
t is continuous. Then the following Feynman-Kac formula holds:

eVt(x) = EP0 [er(XT )|Xt = x].

Proof. This result follows immediately from the second form of the HJB equation (21) and the
Kolmogorov backward equation Lem. 5.

Lemma 8. Assume that t 7→ Q0
t is continuous. Then the optimal marginal distribution P∗t satisfies

P∗t (x) = 1
ZP0

t (x)e
Vt(x), where Z = EP0

T
er.

Proof. Let ht(x) :=
1
ZP0

t (x)e
Vt(x), and obviously hT = P∗T . Recall from Lem. 4 that

∂tP0
t (x) =

∑
y ̸=x

(Q0
t (y, x)P0

t (y)−Q0
t (x, y)P0

t (x)).

Also, from Lem. 6,
∂te

Vt(x) =
∑
y ̸=x

Q0
t (x, y)(e

Vt(x) − eVt(y)).

Multiplying the first equation by eVt(x) and the second by P0
t (x), we can easily derive

∂tht(x) =
∑
y ̸=x

(Q0
t (y, x)ht(y)−Q0

t (x, y)ht(x)),

which is the Kolmogorov forward equation for P∗ driven by generator Q∗. By the uniqueness result,
we conclude that ht(x) = P∗t (x).

Remark 1. Note that P∗0(x) = 1
ZP0

0(x)e
V0(x) = 1

Z pinit(x)e
V0(x). Thus, P∗0 = pinit if.f. V0(·) is a

constant, which can be guaranteed when X0 and XT are independent under P0 due to the Feynman-
Kac formula. Otherwise, P∗0 ̸= pinit leads to a contradiction, which means there is no solution to the
SOC problem (6).
Lemma 9. The following relation between the reference and optimal path measures holds: dP∗

dP0 (ξ) =
1
Z er(ξT ) for any ξ, where Z = EP0

T
er.

Proof. By (2), (8), and Lem. 8,

log
dP∗

dP0
(ξ) = log

dP∗0
dP0

0

(ξ0) +
∑

t:ξt− ̸=ξt

log
Q∗t (ξt− , ξt)

Q0
t (ξt− , ξt)

+

∫ T

0

∑
y ̸=ξt

(Q0
t (ξt, y)−Q∗t (ξt, y))dt

= V0(ξ0)− logZ +
∑

t:ξt− ̸=ξt

(Vt(ξt)− Vt(ξt−)) +

∫ T

0

∑
y ̸=ξt

Q0
t (ξt, y)(1− eVt(y)−Vt(ξt))dt.

Since ξ· is piecewise constant and càdlàg, t 7→ Vt(x) is continuous for all x, suppose the jump times
are 0 < t1 < · · · < tn < T , and let t0 = 0, tn+1 = T , we can write

VT (ξT )− V0(ξ0) =

n∑
i=0

(Vti+1(ξti)− Vti(ξti)) +

n∑
i=1

(Vti(ξti)− Vti(ξti−1))

=

n∑
i=0

∫ ti+1

ti

∂tVt(ξti)dt+
∑

t:ξt− ̸=ξt

(Vt(ξt)− Vt(ξt−))

=

∫ T

0

∂tVt(ξt)dt+
∑

t:ξt− ̸=ξt

(Vt(ξt)− Vt(ξt−)).
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On the other hand, by (8) and (21),∫ T

0

∑
y ̸=ξt

(Q0
t (ξt, y)−Q∗t (ξt, y))dt =

∫ T

0

∑
y ̸=ξt

Q0
t (ξt, y)(1− eVt(y)−Vt(ξt))dt =

∫ T

0

∂tVt(ξt)dt.

Finally, as VT = r, the proof is completed.

C.3 Omitted Proofs in the Main Text

Proof of (9).

Proof. Throughout the proof, we assume regularity conditions that guarantee the validity of swapping
the position between the integral and the derivative. We also assume Pu and P∗ are mutually
absolutely continuous. We have

∇θ KL(Pu∥P∗) = ∇θ EPū

dPu

dPū
log

dPu

dP∗
= EPū ∇θ

dPu

dPū
log

dPu

dP∗

= EPū

[
∇θ

dPu

dPū
· log dPu

dP∗
+

dPu

dPū
∇θ log

dPu

dP∗

]
(Chain rule for derivative)

= EPū

[
dPu

dPū
∇θ log

dPu

dPū
· log dPu

dP∗
+

dPu

dPū
∇θ log

dPu

dP∗

]
(Gradient of log)

= EPū

[
∇θ log

dPu

dPū
· log dPū

dP∗
+∇θ log

dPu

dP∗

]
(When not taking gradient,

dPu

dPū
≡ 1,

dPu

dP∗ =
dPū

dP∗ )

= EPū

[
∇θ log

dPu

dP∗

(
log

dPū

dP∗
+ 1

)]
(∇θ log

dPu

dP∗ = ∇θ log
dPu

dPū
). (23)

The second term is actually zero:

EPū ∇θ log
dPu

dP∗
= EPū

∇θ(dPu/dP∗)
dPu/dP∗

= EPū

∇θ(dPu/dP∗)
dPū/dP∗

(When not taking gradient,
dPu

dP∗ =
dPū

dP∗ )

= EP∗ ∇θ
dPu

dP∗
= ∇θ EP∗

dPu

dP∗
= ∇θ1 = 0.

Therefore, the 1 in (23) can be replaced by any real number C. Swapping the positions of EPū and
∇θ completes the proof.

Proof of Lem. 2.

Proof. Note that under the generator Qt defined as (12), it is obvious that each token evolves
independently. Therefore, it suffices to consider the transition probability of a single token, Qtok =
(Qtok

t ∈ R(N+1)×(N+1))t∈[0,T ].

Let the mask token M be N + 1. By definition, Qtok
t can be expressed as Qtok

t = γ(t)uvT, where
u = (0, ..., 0, 1)T and v =

(
1
N , ..., 1

N ,−1
)T

are both (N + 1)-dimensional vectors. Thus, by the
Kolmogorov forward equation (Lem. 4), the transition probability matrix from s to t is given by
exp

((∫ t

s
γ(r)dr

)
uvT

)
. To compute the matrix exponential, note that (uvT)k = u(vTu)k−1vT =

(−1)k−1uvT, and hence

eλ(uv
T) = I +

∞∑
k=1

λk

k!
(uvT)k = I +

∞∑
k=1

λk

k!
(−1)k−1uvT

= I −
∞∑
k=1

(−λ)k
k!

uvT = I + (1− e−λ)uvT.

Therefore, we have P0
T |0(n|M) = 1

N

(
1− exp

(∫ T

0
γ(r)dr

))
for n ∈ {1, ..., N}. Since the initial

sample is completely masked,
∫ T

0
γ(r)dr = ∞ guarantees P0

T = punif . Moreover, as the initial
distribution is a point mass, it is obvious that X0 and XT are independent, i.e., P0 is memoryless.
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Proof of Lem. 3.

Proof. From (8) and (12), we only need to consider the values of Q∗t (x, x
d←n) for xd = M, as

otherwise the value is 0.

We first compute the conditional distribution of XT given Xt = x ∈ X under P0. We know from the
proof of Lem. 2 that each token unmasks into {1, ..., N} uniformly and independently, and remains
unchanged as long as it is unmasked. Thus, the conditional distribution of XT given Xt = x is the
uniform distribution over the subset of X0 whose tokens at the unmasked positions of x are the same
as x, i.e.,

P0
T |t(x̃|x) =

1

N |{d:xd=M}|

∏
d:xd ̸=M

1x̃d=xd .

Hence, by Lem. 7, we have

eVt(x) =
1

N |{d:xd=M}|

∑
x̃∈X0: x̃d=xd, ∀d:xd ̸=M

er(x̃).

Notably, Vt(x) is independent of t. Now, suppose xi = M, we have

eVt(x
i←n)

eVt(x)
=

1

N |{d:(xi←n)d=M}|

∑
x̃∈X0: x̃d=(xi←n)d, ∀d:(xi←n)d ̸=M er(x̃)

1

N |{d:xd=M}|

∑
x̃∈X0: x̃d=xd, ∀d:xd ̸=M er(x̃)

= N

∑
x̃∈X0: x̃d=xd, ∀d:xd ̸=M; x̃i=n π(x̃)∑

x̃∈X0: x̃d=xd, ∀d:xd ̸=M π(x̃)
(Since er(x) =

Zπ(x)

punif(x)
)

= N Pr
X∼π

(Xi = n|XUM = xUM),

which, together with (12), completes the proof.

Proof of Prop. 1.

Proof. The claim follows from the data processing inequality KL(p∥q) ≥ KL(T♯p∥T♯q), where T is
an arbitrary measurable mapping and T♯p is the law of T (X) given X ∼ p.

Proof of Prop. 2

Proof. The identity (14) directly implies that Z = EX∼Pu eW
u(X), and hence Ẑ is an unbiased

estimation of Z. By the Markov inequality,

Pr

(∣∣∣∣∣ ẐZ − 1

∣∣∣∣∣ ≥ ε

)
= Pu

(∣∣∣∣dP∗dPu
− 1

∣∣∣∣ ≥ ε

)
≤ 1

ε
EPu

∣∣∣∣dP∗dPu
− 1

∣∣∣∣
=

1

ε

∫ ∣∣∣∣dP∗dPu
− 1

∣∣∣∣ dPu

dQ
1 dPu

dQ >0dQ (∀Q that dominates both P∗ and Pu, e.g.,
1

2
(P∗ + Pu))

≤ 1

ε

∫ ∣∣∣∣dPu

dQ
− dP∗

dQ

∣∣∣∣ dQ (Product rule of RN derivatives and 1A ≤ 1, ∀A)

=
TV(Pu,P∗)

2ε
(By definition of TV distance).

By the Pinsker’s inequality KL(p∥q) ≥ 2TV(p, q)2, the probability can thus be bounded by 1
4 . The

last claim follows from the median trick, see [GTC25a, Lem. 29].

D Experimental Details and Additional Results: Learning Ising model

D.1 General Training Hyperparameters and Model Architecture

Model backbone. We use vision transformers (ViT, [Dos+21]) to serve as the backbone for
the discrete diffusion model. In particular, we use the DeiT (Data-efficient image Transformers)
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framework [Tou+21] with 2-dimensional rotary position embedding [Heo+25], which better captures
the 2-dimensional spatial structure of the Ising model.

For L = 4, we use 2 blocks with a 32-dimensional hidden space and 4 attention heads, and the whole
model contains 26k parameters. For L = 16, we use 6 blocks with a 64-dimensional embedding
space and 4 attention heads, and the whole model contains 318k parameters.

Training. Among all the training tasks, we choose the batch size as 256, and use the AdamW
optimizer [LH19] with a constant learning rate of 0.001. We always use exponential moving average
(EMA) to stabilize the training, with a decay rate of 0.9999. All experiments of learning Ising model
are trained on an NVIDIA RTX A6000. The training of L = 4 target distributions takes around 10
minutes while the training of L = 16 target distributions takes around 20 hours (or equivalently,
4 hours on an NVIDIA RTX A100). For 16 × 16 Ising model, we use FWDCE with a resampling
frequency k = 10 and replicates R = 8 for a total of 50k iterations, among which 20k is warm-up
training.

Generating baseline and ground truth samples. For the learning-based baseline, we train LEAPS
on 16×16 Ising model for up to 150k steps for each temperature, which is comparable to, if not more
than, our requirement on this task, to ensure a fair comparison. We also run the Metropolis-Hastings
(MH) algorithm for a sufficiently long time to serve as a baseline. For L = 4 (resp., L = 16), we use
a batch size 1024, and warm up the algorithm with 210 (resp., 220) burn-in iterations. After that, we
collect the samples every 210 (resp., 216) steps to ensure sufficient mixing, and collect for 210 rounds,
so the final number of samples is 220. For L = 16, we run the Swendsen-Wang (SW) algorithm on
each temperature to generate examples accurately distributed as the ground truth. We use a batch size
of 128, and warm up the algorithm with 213 burn-in iterations. After that, we collect samples every
128 steps to ensure sufficient mixing of the chain, and collect for 32 rounds to gather a total of 212
samples. For L = 16, the MH sampling takes around 3 hours while the SW sampling takes around 2
hours on a CPU.

D.2 Evaluation and Additional Results on 4× 4 Ising model

D.2.1 Definition and Discussion on the Effective Sample Size

The effective sample size is a metric commonly used to evaluate the sampling quality and does not
rely on the normalized target probability mass function or ground truth samples.

As in earlier works (e.g., [ZC22; AVE25; HAJ25]), given any control u, suppose we have M

trajectories X(1), ..., X(M) i.i.d.∼ Pu, we can associate each X(i) with weight

ω(X(i)) =
eW

u(X(i))∑M
j=1 e

Wu(X(j))
,

so that the weighted empirical distribution
∑M

i=1 ω(X
(i))δX(i) serves as a consistent approximation

of P∗ as M →∞. We define the (normalized) effective sample size (ESS) as

ESS :=

(
M

M∑
i=1

ω2(X(i))

)−1
∈
[
1

M
, 1

]
. (24)

A higher ESS typically means better sampling quality, but this is not always true as ESS is difficult
to detect whether the samples miss a mode in the target distribution. For instance, suppose P∗ is a
uniform distribution on two points {a, b} and Pu is a delta distribution on a, then sampling from Pu

would always output a, and thus ω(X(i) = a) ≡ 1
M , resulting in ESS = 1. This phenomenon is due

to the fact P∗ is not dominated by (i.e., absolutely continuous with respect to) Pu. In fact, by the
strong law of large numbers, one can show that

ESS =

(
1
M

∑M
i=1

dP∗
dPu (X

(i))
)2

1
M

∑M
i=1

(
dP∗
dPu (X(i))

)2 a.s.−→

(
EPu

dP∗
dPu

)2
EPu

(
dP∗
dPu

)2 .
The r.h.s. is 1

1+χ2(P∗∥Pu) if P∗ is dominated by Pu, which aligns with the definition of ESS in [ZC22].
But if the learned path measure Pu only covers one of the high-probability regions in P∗ and misses

27



the others, then P∗ may not be dominated by Pu and ESS does not reveal the correct sampling quality.
Therefore, only relying on ESS as the evaluation metric may be problematic.

D.2.2 Evaluation of the 4× 4 Learned Models.

For each step during training, after doing a gradient update to the model and updating the model
parameters stored in EMA, we evaluate the current model by sampling using the parameters stored in
EMA and computing the weights Wu along the sampled trajectories. The batch size for sampling is
256. The ESS reported in Tab. 2 are the average ESS of the last 100 steps.

As |X0| = 2L
2

= 65536, the partition function Z can be computed explicitly, and thus we can
obtain the whole probability distribution π. We use the random order autoregressive sampler to
sample from the learned model, and then compute the empirical distribution of the samples p̂samp.
Recall that for two categorical distributions p and q on X0, the total variation (TV) distance is
defined as TV(p, q) := 1

2

∑
x∈X0

|p(x) − q(x)|, the KL divergence is defined as KL(p∥q) :=∑
x∈X0: q(x)>0 p(x) log

p(x)
q(x) , and the χ2 divergence is defined as χ2(p∥q) :=∑x∈X0: q(x)>0

p(x)2

q(x) −
1 =

∑
x∈X0: q(x)>0

(p(x)−q(x))2
q(x) . Note that in order to make KL(p∥q) and χ2(p∥q) divergences well-

defined, we require p to be dominated by q, i.e., q(x) > 0 for all x ∈ X0 such that p(x) > 0, or
equivalently, q(x) = 0 =⇒ p(x) = 0. Therefore, we do not choose KL(π∥p̂samp) and χ2(π∥p̂samp)
as the evaluation metrics.

As the partition function Z can be computed explicitly, we can approximate the relative-entropy
between the paths, KL(Pu∥P∗) = logZ − EPu Wu(X), by the empirical means of the weights
Wu(X) for X ∼ Pu. Finally, as is discussed in Prop. 2, an unbiased estimation of Z can be obtained
by Ẑ = eW

u(X), X ∼ Pu.

D.2.3 Results of Learning the 4× 4 Ising model at Other Temperatures

We also provide results for learning distributions at critical (βcritical = 0.4407) and low (βlow = 0.6)
temperatures in Tabs. 4 and 5. The same model structure, training configurations, and evaluation
methods as discussed above are used, except that for learning the distribution at βcritical, we train the
model from scratch with 2000 steps, and for learning the distribution at βlow, we train the model for
1000 steps starting from the 1000-step checkpoint for learning the high-temperature distribution with
the LV loss. All four learning objectives are capable of training the model to generate high-quality
samples compared with the baseline (MH algorithm).

Table 4: Results for learning 4× 4 Ising model with J = 1, h = 0.1 and βcritical = 0.4407, best in
bold.

Method ESS ↑ TV(p̂samp, π) ↓ KL(p̂samp∥π) ↓ χ2(p̂samp∥π) ↓ K̂L(Pu|P∗) ↓ Abs. err. of log Ẑ ↓
RERF 0.8480 0.0841 0.0521 0.1691 0.0565 0.00150

LV 0.9809 0.0301 0.0222 0.0830 0.0083 0.00106

CE 0.9545 0.0454 0.0327 0.1824 0.0259 0.00175

WDCE 0.9644 0.0789 0.0375 0.0839 0.0177 0.00010

Baseline (MH) / 0.0223 0.0193 0.0615 / /

D.2.4 Ablation Study of the Warm-up Training Strategy

As an ablation study of the effectiveness of the warm-up strategy, in Tab. 5 we also present the results
of the model trained from scratch for learning the distribution at βlow, and we can see that warm-up
generally improves the training quality. Note that at low temperature, high ESS does not necessarily
indicate good sampling quality, as the target distribution is highly concentrated on two modes: in fact,
the all-positive configuration has probability 0.7530, the all-negative one has probability 0.1104, and
all the remaining 216 − 2 = 65534 configurations occupy the rest portion 0.1366. As a result, if the
samples are all concentrated on the all-positive configuration and do not cover the other mode, then
the ESS would be close to 1, yet the overall distribution is far from the target. Thus, we need to rely
on a diversified set of evaluation metrics to comprehensively evaluate the learned model, such as the
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Table 5: Results for learning 4× 4 Ising model with J = 1, h = 0.1 and βlow = 0.6 (with ablation
study of the effectiveness of warm-up in training), best in bold.

Method Use warm-up ESS ↑ TV(p̂samp, π) ↓ KL(p̂samp∥π) ↓ χ2(p̂samp∥π) ↓ K̂L(Pu|P∗) ↓ Abs. err. of log Ẑ ↓

RERF ✓ 0.9196 0.0320 0.0200 0.4071 0.0263 0.00788

✗ 0.9276 0.8692 2.0487 6.7966 0.0352 2.00995

LV ✓ 0.9722 0.0177 0.0098 0.1864 0.0092 0.00257

✗ 0.9594 0.1515 0.1619 0.1933 0.0164 0.13500

CE ✓ 0.9855 0.0147 0.0138 2.8388 0.0098 0.00259

✗ 0.9694 0.0159 0.0287 60.6136 0.0259 0.00887

WDCE ✓ 0.9465 0.0418 0.0282 1.6582 0.0336 0.00373

✗ 0.9927 0.1365 0.1505 2.4919 0.0057 0.13001

Baseline (MH) / 0.0068 0.0044 0.0418 / /

TV distance, KL divergence, and χ2 divergence reported in Tabs. 4 and 5 as these metrics in general
do not suffer from the aforementioned problem.

Additionally, it is worth mentioning that this warm-up training strategy is significantly different from
the warm-up used in LEAPS. The code implementation of LEAPS also has a warm-up stage in the
first 20k steps during the training, where they gradually increase tfinal(k) from 0 to 1 while the step
k increases from 0 to the maximum warm-up steps. During the warm-up phase, the PINN objective
of LEAPS is evaluated on time up to tfinal(k). Unlike LEAPS, we do not use partial trajectories for
training during the warm-up phase, which is a major difference.

D.2.5 Ablation Study of the Choice of Number of Replicates R in FWDCE
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Figure 3: Visualization of learning performance across the number of replicates R for learning 4× 4
Ising model with J = 1 and h = 0.1 using the WDCE loss. The metrics reported are TV(p̂samp, π),
KL(p̂samp∥π), and χ2(p̂samp∥π).

We provide an ablation study of the number of replicates R in the WDCE loss in Fig. 3, showing that
the performance of training is insensitive to R. Therefore, we only choose a relatively small number
R = 8 in learning the 16× 16 distributions to guarantee the efficiency as well as the efficacy of the
algorithm.

D.3 Evaluation and Additional Results on the 16× 16 Ising model

D.3.1 Evaluation of the 16× 16 Learned Models

As the cardinality of the state space is much larger (2L
2=256 ≈ 1077), we cannot exactly compute the

whole probability distribution. Instead, we report the values and errors for observables well-studied
in statistical physics such as magnetization and 2-point correlation. For any probability distribution ν
on {±1}Λ (we recall that Λ = {1, ..., L}2), these observables can be defined as follows.

Magnetization. The magnetization of a state i ∈ Λ under ν is defined as Mν(i) := Eν(x) x
i. The

average magnetization of all states is defined as Mν := Eν(x)

[
1
L2

∑
i x

i
]
. For our target distribution

π in (17), Mπ(i) = 0 for all i ∈ Λ since H(x) = H(−x) when h = 0.
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Moreover, we can define row-wise magnetization (i.e., along the x-axis) M row
ν or column-wise

magnetization (i.e., along the y-axis) M col
ν by summing up the magnetization of states on the subset

of a specific row or column on the square lattice. They are formally defined as,

M row
ν (k) =

∑
i∈row(k)

Mν(x
i), M col

ν (k) =
∑

i∈col(k)

Mν(x
i), ∀k ∈

{
−
⌊
L

2

⌋
, ..., 0, ...,

⌊
L

2

⌋}
.

(25)

Based on these observables, we define the absolute magnetization error (abbreviated as Mag. in
Tab. 1) of the learned distribution ν compared with the target distribution π as

1

2L

∑
k∈{−⌊L

2 ⌋,...,0,...,⌊L
2 ⌋}
|M row

ν (k)−M row
π (k)|+

∣∣M col
ν (k)−M col

π (k)
∣∣ . (26)

2-Point Correlation. The 2-point correlation of two states i, j ∈ Λ under ν is defined as Cν(i, j) =
Eν(x)[x

ixj ]− Eν(x)[x
i]Eν(x)[x

j ]. For our target distribution π in (17), Cπ(i, j) = Eπ(x)[x
ixj ] due

to the zero magnetization.

The average magnetization of all states differing with vector r ∈
{
−
⌊
L
2

⌋
, ..., 0, ...,

⌊
L
2

⌋}2
is defined

as

Cν(r) =
1

L2

(∑
i

Eν(x)[x
ixi+r]− Eν(x)[x

i]Eν(x)[x
i+r]

)
,

where the addition is performed element-wise under modulo L due to the periodic boundary condition.

Similar to the magnetization, we can define the row-wise correlation (i.e., along the x-axis) and
column-wise correlation (i.e., along the y-axis) by summing up the 2-point correlations between
states on the subset of specific pairs of rows or columns. They are formally defined as

Crow
ν (k, l) =

∑
i∈row(k), j∈row(l),

i,j same col

Cν(i, j), Ccol
ν (k, l) =

∑
i∈col(k), j∈col(l),

i,j same row

Cν(i, j), (27)

where k, l ∈
{
−
⌊
L
2

⌋
, ..., 0, ...,

⌊
L
2

⌋}
. Based on these observables, we can also define the absolute

2-point correlation error (abbreviated as Corr. in Tab. 1) for the learned distribution ν compared
with the target distribution π by

1

L2

∑
(k,l)

|Crow
ν (k, l)− Crow

π (k, l)|+
∣∣Ccol

ν (k, l)− Ccol
π (k, l)

∣∣ . (28)

(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 4: Visualization of non-cherry-picked samples from the learned 16 × 16 Ising model with
J = 1, h = 0, and βlow = 0.6. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).
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(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 5: Visualization of non-cherry-picked samples from the learned 16 × 16 Ising model with
J = 1, h = 0, and βcritical = 0.4407. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).

(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 6: Visualization of non-cherry-picked samples from the learned 16 × 16 Ising model with
J = 1, h = 0, and βhigh = 0.28. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).

D.3.2 Training Curves for Learning the 16× 16 Ising Model

The training ESS curves of the score models for learning the 16× 16 Ising model are provided in
Fig. 7, where the models for βcritical and βlow are initialized at the 20k-step checkpoint of the model
trained for βhigh to implement the warm-up training strategy. Due to the gigantic mismatch between
the reward functions used in the warm-up phase and the formal training phase, the ESS experiences a
sudden drop to near 0 at iteration 20k for βlow and βcritical.

D.3.3 Additional Results for Learning 16× 16 Ising Model

To provide a more comprehensive evaluation of our learned model for 16 × 16 Ising model, we
visualize the generated samples in Figs. 4 to 6. From the plots, we can see the high fidelity of our
generated samples as they follow a statistically similar pattern to the ground truth samples produced
by running the SW algorithm. We also plot the 2-point correlation function along the y-axis in Fig. 8.
Additionally, we visualize a distribution of absolute error of the estimated M row and M col to ground
truth along each column or row of the square lattice in Fig. 9. All of these results demonstrate a
superior performance of our proposed MDNS compared to other benchmarks.

D.4 Effects of Preconditioning in MDNS Training

In learning a continuous neural sampler to sample from a target distribution ν ∝ e−V on Rd, typical
approaches such as PIS [ZC22] and DDS [VGD23] leverage the score information ∇ log π in the
neural network, which is known as preconditioning. Efficient preconditioning is shown to facilitate
the convergence of training and achieve smaller sampling errors [He+25]. In our experiments,
we already achieve good performance without any information of the target distribution when
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Figure 7: Training curves of the effective sample size (ESS) for learning 16 × 16 Ising model at
different temperatures. A closer value to 1 generally indicates a better performance.
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Figure 8: Average of 2-point correlation Ccol(k, k + r) of samples from 16× 16 Ising model.

parameterizing the score model; here, we explore a way to do preconditioning for learning to sample
from the Ising model, and compare its effectiveness during training.

Recall that in the target distribution of the Ising model (17), the distribution of xi conditional on all
the remaining positions x−i := (xj : j ̸= i) can be computed as follows:

π(xi|x−i) ∝xi eβJ(
∑

j:j∼i x
j)xi+βhxi

,

=⇒ π(xi|x−i) = eβJ(
∑

j:j∼i x
j)xi+βhxi

eβJ
∑

j:j∼i x
j+βh + e−βJ

∑
j:j∼i x

j−βh , x
i ∈ {±1}.

As the model needs to learn the conditional distribution of xi given a partially masked x−i, we
can naturally treat the mask value as 0 and use the above formula to approximate the conditional
distribution. Specifically, given a partially masked x ∈ X = {±1,M = 0}Λ with xi = M, we use
the following form of preconditioning:

Pr
X∼π

(Xi = n|XUM = xUM) ≈ sθ(x)i,n

:= softmax(Φθ(x) + P (x), dim = −1)i,n, i ∈ Λ, n ∈ {±1},
where Φθ : X → R(L×L)×2 is a free-form neural network and the precondition matrix P : X →
R(L×L)×2 is defined as P (x)i,−1 = log π(xi ← −1|x−i) and P (x)i,1 = log π(xi ← 1|x−i).
In Fig. 10, we train models from scratch to learn from 16× 16 Ising model under βhigh and βcritical

using the WDCE loss, both with and without preconditioning. It is obvious that applying precondi-
tioning facilitates the convergence of the training in terms of the ESS. However, unlike in the case on
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Figure 9: Distribution of the the absolute error M row(k) and M col(k) to the ground values against
index k for 16× 16 Ising model.
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Figure 10: Comparison of learning a 16× 16 Ising model with J = 1 and h = 0 using the WDCE
loss, with and without preconditioning.

Rd where we can directly leverage the score information ∇ log π, the above example heavily replies
on the availability of the closed-form solution of the conditional distributions {π(xi|x−i),∀i ∈ Λ},
which seriously limits the applicability of this preconditioning method. The study of preconditioning
methodologies that are capable of dealing with target distributions whose conditional distributions
are unavailable is left for future work.

D.5 Failure of DRAKES in Learning Neural Samplers.

Finally, we argue that while DRAKES [Wan+25a] might be useful for fine-tuning a pretrained masked
discrete diffusion model to maximize a certain reward function, it is not suitable for learning a
diffusion sampler due to the error of approximating states using the Gumbel softmax trick.

The training dynamics of the 4× 4 Ising model with J = 1, h = 0.1, βhigh = 0.28 using DRAKES
are presented in Figs. 11 and 12, where we use the same model structure, training configurations,
and evaluation methods as in the experiment of Tab. 2, except that we now use a smaller learning
rate of 0.0001 with gradient clipping for numerical stability and train for 3000 steps. We test
two different Gumbel softmax temperatures, 1 and 0.1, to show the possible effect of the Gumbel
softmax temperature. As DRAKES leverages the Euler sampler [LME24; Ou+25] in training, we
use 32(= 2L2) steps to generate each sample and let the gradient back-propagate over the whole
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trajectory with all 32 intermediate states without truncation. As shown in the figures, while the loss
decreases and reward (defined by −βhighH(x) in (17)) increases during training, indicating that the
model is learning, the ESS remains at a low level, which means the learned model is not able to
sample from the correct target distribution.
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Figure 11: Learning 4× 4 Ising model with J = 1, h = 0.1, and βhigh = 0.28 via DRAKES (with
Gumbel softmax temperature 1). Reward corresponds to −βhighH(x).
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Figure 12: Learning 4× 4 Ising model with J = 1, h = 0.1, and βhigh = 0.28 via DRAKES (with
Gumbel softmax temperature 0.1). Reward corresponds to −βhighH(x).

E Experimental Details and Additional Results: Learning Potts model

E.1 General Training Hyperparameters and Model Architecture

Model backbone. Similar to the experiments on Ising model, we also use ViT with 2-dimensional
rotary position embedding to serve as the backbone for the score model. To ensure enough model
representation power, we adopt a slightly larger model with a 128-dimensional embedding space, 4
blocks and 4 attention heads, which sum up to 829k trainable parameters in total.

Training. Among all the training tasks for Potts model, we choose the batch size as 256, and use
the AdamW optimizer [LH19] with a constant learning rate of 5e−4. Like in the experiment of Ising
model, we also use EMA to stabilize the training, with a decay rate of 0.9999. All experiments of
learning the Potts model are run on an NVIDIA RTX A100. For 16 × 16 Potts model of all three
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Figure 13: Average of 2-point correlation Ccol(k, k + r) of samples from 16× 16 Potts model.
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Figure 14: Distribution of the the absolute error M row(k) and M col(k) to the ground values against
index k for 16× 16 Potts model.

temperatures, we use FWDCE with a resampling frequency k = 10 and replicates R = 8 for a total
of 100k iterations, among which 30k is warm-up training. The total training time is about 20 hours.

Generating baseline and ground truth samples. For the learning-based baseline, we train LEAPS
on 16× 16 the Potts model for up to 100k steps for each temperature, which is comparable to, if not
more than, our requirement on this task, to ensure a fair comparison. We also run the MH algorithm
for a sufficiently long time to serve as a baseline. For L = 16, we use a batch size 32, and warm up
the algorithm with 227 burn-in iterations. After that, we collect the samples every 216 steps to ensure
sufficient mixing, and collect for 128 rounds, so the final number of samples is 212. Note that for the
Potts model with L = 16, the MH algorithm is not capable of sampling from the correct distribution
even at the high temperature, and thus we have to resort to the SW algorithm to generate ground truth
samples. We use a batch size 128, and warm up the algorithm with 216 burn-in iterations. After that,
we collect samples every 128 steps to ensure sufficient mixing of the chain, and collect for 32 rounds
to gather a final number of total 212 samples. The MH and SW sampling takes about the same time
as the Ising model on a CPU.

E.2 Evaluation and Additional Results on 16× 16 Potts model

Similar to the case of 16× 16 Ising model, a 16× 16 Potts model has an intractably large cardinality
of the state space 3L

2=256 ≈ 10122, so we cannot compute the exact distribution and thus rely on
values of observables in statistical physics to evaluate the performance. As the Potts model is a
generalization of the Ising model, statistical physics observables such as magnetization and 2-point
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(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 15: Visualization of non-cherry-picked samples from the learned 16× 16 Potts model with
J = 1, q = 3, and βlow = 1.2. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).

correlation are also well defined, with different definitions and formulae but share a similar idea in
spirit.

For any probability distribution ν on {1, ..., q}Λ (we recall that Λ = {1, ..., L}2),

Magnetization. The magnetization of a state i ∈ Λ under ν given n i.i.d. samples from ν is
defined as

Mpotts
ν (i) :=

qmax1≤c≤q(n
i
c/n)− 1

q − 1
,

where ni
c is the number of samples whose i-th element is c. The average magnetization of all states is

defined as Mν := 1
L2

∑
i M

potts
ν (i).

Similar to the case of Ising model, we can also define row-wise magnetization (i.e., along the x-axis)
or column-wise magnetization (i.e., along the y-axis) by summing the magnetization of states on
the subset of a specific row or column on the square lattice. They are formally defined as

M row
ν (k) =

∑
i∈row(k)

Mpotts
ν (xi), M col

ν (k) =
∑

i∈col(k)

Mpotts
ν (xi), ∀k ∈

{
−
⌊
L

2

⌋
, ..., 0, ...,

⌊
L

2

⌋}
.

(29)

Based on these observables, we define the absolute magnetization error (abbreviated as Mag. in
Tab. 3) for learnt distribution ν by computing the following

1

2L

∑
k∈{−⌊L

2 ⌋,...,0,...,⌊L
2 ⌋}

∣∣M row
ν (k)−M row

π (k)
∣∣+ ∣∣M col

ν (k)−M col
π (k)

∣∣, (30)

where π is the target optimal distribution and ν is the learned distribution.

2-Point Correlation. Potts model has the following definition of 2-point correlation:

Cpotts
ν (i, j) =

1

L2

∑
i

Eν(x)

[
1xi=xj − 1

q

]
, ∀i, j ∈ Λ.

Comparing to the definition for Ising model, the above definition has an additional offset 1
q , which

causes the maximal correlation to be strictly smaller than 1.

We can define row-wise correlation (i.e., along the x-axis) or column-wise correlation (i.e., along
the y-axis) by summing the correlation between states on the subset of specific pairs of rows or
columns. It’s formally defined as,

Crow
ν (k, l) =

∑
i∈row(k), j∈row(l),

i,j same col

Cpotts
ν (i, j), Ccol

ν (k, l) =
∑

i∈col(k), j∈col(l),
i,j same row

Cpotts
ν (i, j), (31)
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(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 16: Visualization of non-cherry-picked samples from the learned 16× 16 Potts model with
J = 1, q = 3, and βcritical = 1.005. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).

(a) MDNS (ours) (b) LEAPS (c) Ground Truth

Figure 17: Visualization of non-cherry-picked samples from the learned 16× 16 Potts model with
J = 1, q = 3, and βhigh = 0.5. (a) MDNS. (b) LEAPS. (c) Ground Truth (simulated with SW
algorithm).

where k, l ∈
{
−
⌊
L
2

⌋
, ..., 0, ...,

⌊
L
2

⌋}
. Based on these observables, we can also define the absolute

correlation error (abbreviated as Corr. in Tab. 3) for learned distribution ν by

1

L2

∑
(k,l)

∣∣Crow
ν (k, l)− Crow

π (k, l)
∣∣+ ∣∣Ccol

ν (k, l)− Ccol
π (k, l)

∣∣. (32)

E.3 Training Curves for Learning 16× 16 Potts Model

The training ESS curves of the model for learning the 16× 16 Potts model are provided in Fig. 18,
where the models for βcritical and βlow are initialized at the 30k-step checkpoint of the model trained
for βhigh to implement the warm-up training strategy. Again, due to the mismatch between reward
functions at different temperatures, the ESS experiences a sudden drop to near 0 at iteration 30k for
βlow and βcritical.

E.4 Additional Results for 16× 16 Potts Model

We visualize the generated samples in Figs. 15 to 17. From the plots, we can see the high fidelity
of our generated samples as they follow a statistically similar pattern to the ground truth samples
produced by running the SW algorithm. We also plot the average 2-point correlation function along
the y-axis in Fig. 13, and visualize the distribution of absolute error of the estimated M row and M col

to ground truth along each column or row of the square lattice in Fig. 14. These results suggest
that MDNS manages to learn to sample from multimodal, high-dimensional discrete distributions
accurately.
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Figure 18: Training curves of effective sample size (ESS) of 16 × 16 Potts model under different
temperatures. A closer value to 1 generally indicates a better performance.

F UDNS: Extension of MDNS to Uniform Discrete Diffusion Models

In this section, we discuss an extension of our MDNS framework to uniform discrete diffusion models
[LME24; Sch+25]. We present the theory in App. F.1 and discuss the strategy of preconditioning in
App. F.2. Experimental results are presented in App. F.3.

F.1 Theory of Uniform Diffusion Neural Sampler

We choose T = 1 and construct the reference path measure P0 by the CTMC that always keeps
punif(x) = 1

ND 1x∈X0 at all times t ∈ [0, 1]. This can be achieved by initializing P0
0 = punif

and setting the generator as Q0
t (x, x

d←n) = γ(t)
N , ∀n ̸= xd. Note that each dimension evolves

independently under P0. Let γ(t) =
∫ 1

t
γ(s)ds. One can compute the following transition distribution

from time t to 1:

P0
1|t(x1|xt) =

D∏
d=1

(
e−γ(t)1xd

1=xd
t
+

1− e−γ(t)

N

)
. (33)

By similarly assuming γ(0) = ∞ like in Lem. 2, we can guarantee that P0
1|0(x1|x0) = punif(x1),

so under P0, X0 and X1 are independent, making the reference process memoryless. A direct
implication is eV0(·) = EP0 [er(X1)|X0 = ·] = Epunif

er = Z is a constant, just like the mask case.

Moreover, from Lem. 8 we have P∗t (x) = 1
ZP0

t (x)e
Vt(x) = 1

ZND eVt(x), so (8) now reads

Q∗t (x, x
d←n) = Q0

t (x, x
d←n)

eVt(x
d←n)

eVt(x)
=

γ(t)

N

P∗t (xd←n)

P∗t (x)
, ∀n ̸= xd.

We can thus parameterize Qu
t (x, x

d←n) = γ(t)
N sθ(x, t)d,n, where the neural network sθ takes x ∈ X0

and t ∈ [0, 1] as input and outputs a non-negative D ×N matrix.

We approximate the continuous-time process by the following (naïve) Euler discretization scheme:
for k = 0, 1, ...,K − 1, let ∆t = 1

K and tk = k∆t. To sample from Pu, first sample X0 ∼ punif ,
and then, for k = 0, 1, ...,K − 1, approximate the transition probability as

Pu
tk+1|tk(xtk+1

|xtk) ≈ 1xtk+1
=xtk

+∆tQu
tk
(xtk , xtk+1

).

Here, we only allow xtk and xtk+1
to differ at most one entry in order to correctly compute

Qu
tk
(xtk , xtk+1

), as otherwise the value would be zero. The RN derivative dP∗
dPu (x) is similarly
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approximated by

log
dP∗

dPu
(x) = log

dP∗

dP0
(x)− log

dPu

dP0
(x)

≈ r(x1)− logZ −
K−1∑
k=0

log
Pu
tk+1|tk(xtk+1

|xtk)

P0
tk+1|tk(xtk+1

|xtk)
=: Wu(x)− logZ. (34)

Next, if xtk+1
̸= xtk ,

log
Pu
tk+1|tk(xtk+1

|xtk)

P0
tk+1|tk(xtk+1

|xtk)
≈ log

Qu
tk
(xtk , xtk+1

)

Q0
tk
(xtk , xtk+1

)
= log sθ(xtk , tk)d,n when xtk+1

= xd←n
tk

. (35)

Otherwise, if xtk+1
= xtk , we have

log
Pu
tk+1|tk(xtk |xtk)

P0
tk+1|tk(xtk |xtk)

≈ log
1 + ∆tQu

tk
(xtk , xtk)

1 + ∆tQ0
tk
(xtk , xtk)

= log
1−∆t

∑D
d=1

∑
n ̸=xd

tk

Qu
tk
(xtk , x

d←n
tk

)

1−∆t
∑D

d=1

∑
n ̸=xd

tk

Q0
tk
(xtk , x

d←n
tk

)

= log
1− ∆tγ(t)

N

∑D
d=1

∑
n ̸=xd

tk

sθ(xtk , tk)d,n

1− ∆tγ(t)
N

∑D
d=1

∑
n ̸=xd

tk

1
. (36)

Here, unlike in the proof of Lem. 1, we do not use Taylor expansion to approximate log(1−∆t⋆) by
−∆t⋆ in order not to introduce further approximation error. Notably, due to our parameterization
of Qu

t , this only requires one call to the score model sθ without any specifically designed model
architecture such as the locally equivariant network introduced in [HAJ25].

Now, with the approximation of RN derivative, we can easily derive the LV, CE and RERF losses
just by plugging in Wu(X) into (15). We can similarly derive the WDCE loss as follows. First, as
P0
t = punif for all t, the CTMC with path measure P0 is reversible, and hence we know from (33)

that P0
1|t(x1|xt) = P0

t|1(xt|x1). Next, due to the property that P∗(x) = 1
Z er(x1)P0(x) from (5), by

conditioning on x1, we have

P∗t|1(xt|x1) = P0
t|1(xt|x1) =

D∏
d=1

(
e−γ(t)1xd

1=xd
t
+

1− e−γ(t)

N

)
, (37)

which means we can easily sample from the transition kernel P∗t|1(·|x1) by independently replacing
each entry of x1 with a token from Unif{1, ..., N} with probability 1− e−γ(t). To derive the WDCE
loss, one can first prove the DCE trick [LME24, Thm. 3.4]: for any function f ,

EP∗1(X1)P∗t|1(Xt|X1)

∑
y ̸=Xt

P∗t (y)
P∗t (Xt)

f(Xt, t, y) = EP∗1(X1)P∗t|1(Xt|X1)

∑
y ̸=Xt

P∗t|1(y|X1)

P∗t|1(Xt|X1)
f(Xt, t, y).

(38)
In fact, simple calculation shows that both sides equal

∑
Xt,y ̸=Xt

P∗t (y)f(Xt, t, y). We can therefore
derive the WDCE loss as follows:

KL(P∗∥Pu) = EP∗(X)

∫ 1

0

∑
y ̸=Xt

(
Q∗t log

Q∗t
Qu

t

+Qu
t −Q∗t

)
(Xt, y)dt (By Cor. 1)

= Et,P∗(X)

∑
y ̸=Xt

(Qu
t −Q∗t logQ

u
t ) (Xt, y) + const

= Et,P∗(X)

∑
d

∑
n ̸=Xd

t

(Qu
t −Q∗t logQ

u
t ) (Xt, X

d←n
t ) + const,
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where t ∼ Unif(0, 1), and const represents terms that do not depend on θ. Next, we leverage the
parameterization of Qu and Q∗ as well as the DCE trick (38):

KL(P∗∥Pu)

= Et,P∗1(X1)P∗t|1(Xt|X1)
γ(t)

N

∑
d

∑
n̸=Xd

t

(
sθ(Xt, t)d,n −

P∗t (Xd←n
t )

P∗t (Xt)
log sθ(Xt, t)d,n

)
+ const

= Et,P∗1(X1)P∗t|1(Xt|X1)
γ(t)

N

∑
d

∑
n̸=Xd

t

(
sθ(Xt, t)d,n −

P∗t|1(X
d←n
t |X1)

P∗t|1(Xt|X1)
log sθ(Xt, t)d,n

)
+ const

= EPū(X)

dP∗

dPū
(X)Et,P∗

t|1(Xt|X1)

[
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N∑
d

∑
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P∗t|1(X
d←n
t |X1)
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log sθ(Xt, t)d,n

)]
+ const,

We can simplify the ratio of conditional probabilities according to (37):

P∗t|1(X
d←n
t |X1)

P∗t|1(Xt|X1)
=

e−γ(t)1
X

d
1=n

+ 1−e−γ(t)

N

e−γ(t)1
X

d
1=Xd

t
+ 1−e−γ(t)

N

.

Finally, recall that dP∗
dPū (X) = 1

Z eW
ū(X) can be computed via (34), and we can estimate Z by

EX∼Pū eW
ū(X) as in both CE and WDCE losses for MDNS. We thus arrive at the WDCE loss for

UDNS:

FWDCE(Pu,P∗) := EX∼Pū

1

Z
eW

ū(X) Et,P∗
t|1(Xt|X1)

[
γ(t)

N

∑
d

∑
n ̸=Xd

t

sθ(Xt, t)d,n −
e−γ(t)1

X
d
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+ 1−e−γ(t)

N

e−γ(t)1
X

d
1=Xd

t
+ 1−e−γ(t)

N

log sθ(Xt, t)d,n

]. (39)

We summarize the training of the UDNS in Alg. 3. Here, Resample_with_Unif means for sample
random variables {t(i,r)}1≤i≤B,1≤r≤R

i.i.d.∼ Unif(0, 1), and for each i and r, first randomly masking
each entry of X(i) with probability 1−e−γ(t(i,r)), and then replacing each masked entry independently
with a token from Unif{1, ..., N}.

Algorithm 3 Training of Uniform Diffusion Neural Sampler (UDNS)

Require: score model sθ, batch size B, training iterations K, reward function r : X0 → R, learning
objective F ∈ {FRERF,FLV,FCE,FWDCE}, (number of replicates of each sample R, resample
frequency k for FWDCE).

1: for step = 1 to K do
2: if F ∈ {FRERF,FLV,FCE} then
3: {X(i),Wu(X(i))}1≤i≤B = Sample_Trajectories_Unif(B). ▷ See Alg. 4.
4: Compute F with {X(i),Wu(X(i))}1≤i≤B . ▷ See (15).
5: else if F = FWDCE then
6: if step mod k = 0 then ▷ Sample new trajectories every k steps.
7: {X(i),Wu(X(i))}1≤i≤B = Sample_Trajectories_Unif(B).
8: Set replay buffer B ← {X(i),Wu(X(i))}1≤i≤B .
9: {X̃(i),Wu(X̃(i))}1≤i≤BR = Resample_with_Unif(B;R).

10: Compute FWDCE with {X̃(i),Wu(X̃(i))}1≤i≤BR.
11: Update the parameters θ based on the gradient∇θF .

return trained score model sθ.
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Algorithm 4 Sample_Trajectories_Unif: Sample trajectories and compute weights for UDNS.

Require: score model sθ, reward function r : X0 → R, batch size B, number of time-intervals K,
functions γ, early starting parameter ϵ ≈ 0.

1: Initialize uniformly random sequences X(i)
t0

i.i.d.∼ punif and weights W (i) = 0, 1 ≤ i ≤ B.
2: Define tk = ϵ+ k∆t, 0 ≤ k ≤ K, where ∆t = 1−ϵ

K . ▷ γ(0) =∞ so do not initialize at t0 = 0.
3: for k = 0 to K − 1 do
4: Call the score model and get all the scores {sθ(X(i)

tk
, tk)}1≤i≤B .

5: For each 1 ≤ i ≤ B, sample an update from the approximate transition distribution: X(i)
tk+1
←

(X
(i)
tk

)d←n with probability ∆tγ(t)
N sθ(X

(i)
tk

, tk)d,n for n ̸= (X
(i)
tk

)d, and X
(i)
tk+1

← X
(i)
tk

with

probability 1− ∆tγ(t)
N

∑
d

∑
n ̸=(X

(i)
tk

)d
sθ(X

(i)
tk

, tk)d,n.

6: For each 1 ≤ i ≤ B, based on if X(i)
tk+1

̸= X
(i)
tk

or not, update weights W (i) ← W (i) −
log

Pu
tk+1|tk

(xtk+1
|xtk

)

P0
tk+1|tk

(xtk+1
|xtk

)
according to (35) or (36), respectively.

7: For each 1 ≤ i ≤ B, update weights with the final reward: W (i) ←W (i) + r(X(i)).
return pairs of sample and weights {X(i),Wu(X(i)) := W (i)}1≤i≤B .

Table 6: Results for learning 4 × 4 Ising model with J = 1, h = 0.1, and β = 0.28 using UDNS
(with an ablation study of the effect of preconditioning), best in bold.

Method Use precond. ESS ↑ TV(p̂samp, π) ↓ KL(p̂samp∥π) ↓ χ2(p̂samp∥π) ↓ K̂L(Pu∥P∗) ↓ Abs. err. of log Ẑ ↓

FRERF
✓ 0.9671 0.0787 0.0357 0.0738 0.0182 1.45745

✗ 0.9769 0.0726 0.0341 0.0696 0.0110 1.45376

FLV
✓ 0.9900 0.0710 0.0332 0.0647 0.0053 0.07752

✗ 0.9798 0.0712 0.0334 0.0678 0.0099 0.00025

FWDCE
✓ 0.9204 0.0878 0.0397 0.0847 0.0450 0.01911

✗ 0.9301 0.0814 0.0383 0.0841 0.0385 0.00932

Baseline (MH) / 0.0667 0.0325 0.0628 / /

F.2 Preconditioning

Inspired by path integral sampler [ZC22], we propose to use the following form of preconditioning
for learning the score model to sample from π:

log
P∗t (xi←n)

P∗t (x)
≈ log sθ(x, t)i,n := Φθ(x, t)i,n+σθ(t) log

π(xi←n)

π(x)
, ∀i ∈ {1, ..., L}2, n ∈ {±1}\{xi},

where Φθ : X0 × [0, 1] → R(L×L)×2 and σθ : [0, 1] → R are free-form neural networks. For the
Ising model (17),

log
π(x∼i)

π(x)
= −2βJ

∑
j:j∼i

xj

xi − 2βhxi,

where x∼i represents the configuration obtained by flipping the sign of xi. Again, we emphasize that
this design of preconditioning replies on the special structure of the target probability distribution,
namely the closed-form expression of π(xi←n)

π(x) for all i and n. The study of the preconditioning for
more general target distributions is left as future work.

F.3 Experiments

We use UDNS to learn the same 4× 4 Ising model as in Tab. 2 (with J = 1, h = 0.1, and β = 0.28),
and report the quantitative results in Tab. 6. We use the same model backbone and similar training
configurations as described in App. D.1, except that (1) the total number of steps is 3000 to ensure
all methods fully converge, and (2) for preconditioning, we parameterize σθ : [0, 1] → R with
a multilayer perceptron with hidden sizes 32, 32, 32 and SiLU activation, whose total number of
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parameters is 2k. The number of time points K for discretization is chosen as 50 for both training
and evaluation, and the function γ is chosen as γ(t) = 1

t , which implies γ(t) = log 1
t and e−γ(t) = t.

The number of replicates R used in FWDCE is set as 32. During training, we find that FCE fails
to learn the correct target distribution, and hence its performance is not reported in the table. We
can see from Tab. 6 that all three learning objectives are capable of generating samples with quality
comparable to the ones generated from the MH algorithm, and the general effectiveness ranking of
them is FLV > FRERF > FWDCE. Moreover, we find surprisingly that applying preconditioning is
generally beneficial when using FLV, but is prone to worsen the performance when using FRERF and
FWDCE. However, compared with MDNS, UDNS has a higher computational cost in both training
and evaluation due to the requirement of time-discretization, and hence is generally less preferable in
practice.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We believe the main claims made in the paper accurately reflect our contribu-
tions.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations in Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: All theoretical results have a complete proof in the appendix. We have checked
the mathematical derivation and affirmed that they are correct.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All information regarding of reproducing the experiments can be found in the
appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our experiments do not rely on any data. The code repository can be found in
the abstract.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental details can be found in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We do not report error bars in the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The information on the computing resources for the experiments can be found
in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research completely complies with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The discussion of broader impacts can be found after the references.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We believe our paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have mentioned the original papers that produced the code in the appendix.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The the core method development in our paper does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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