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ABSTRACT

Recent work in privacy research on large language models has shown that they
achieve near human-level performance at inferring personal data from real-world
online texts. With consistently increasing model capabilities, currently existing
text anonymization methods are lacking behind both regulatory requirements and
adversarial threats. This raises the question of how individuals can effectively
protect their personal data in sharing online texts. In this work, we take two steps to
answer this question: We first present a new setting for evaluating anonymizations
in the face of adversarial LLMs inferences, allowing for a natural measurement
of anonymization performance while remedying some of the shortcomings of
previous metrics. We then present our LLM-based adversarial anonymization
framework leveraging the strong inferential capabilities of LLMs to inform our
anonymization procedure. In our experimental evaluation, we show on both real-
world and synthetic online texts how adversarial anonymization outperforms current
industry-grade anonymizers both in terms of the resulting utlity and privacy.

Figure 1: Adversarial feedback-guided anonymization and the adversarial inference setting. 1. At
the bottom: classical NLP-based anonymization with industry tools such as Presidio and Azure
Language Studio. Making use of rule- and neural-based entity recognition, these tools produce a
set of spans to be masked, resulting in anonymized text depicted at the bottom right. 2. At the top,
we show our adversarial feedback-guided anonymization procedure. In each round, an adversarial
LLM predicts personal attributes from the text. Based on this inference, an anonymizer LLM then
removes and adapts relevant sections of the text, returning it to the adversary for inference, repeating
for k rounds. On the right we depict our anonymization under adversarial inference setting. We
evaluate the anonymized texts against a strong adversarial LLM, trying to infer personal attributes.
Adversarial anonymization leads to text with higher utility and privacy than traditional methods.

1 INTRODUCTION

The proliferation of large language models (LLMs) (OpenAI, 2023; Touvron et al., 2023b) has raised
concerns about their potential societal impacts. An area of particular interest has been the privacy
implications of LLMs where initial investigations focused primarily on the memorization of a model’s
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training data (Carlini et al., 2021; 2023). Recently it has been shown (Staab et al., 2023b) that
modern LLMs can be misused for high-accuracy predictions of personal attributes from seemingly
non-revealing online posts, while industry-standard text anonymizers are commonly insufficient at
protecting users from such attacks. Consider the following shortened example of Staab et al. (2023b):

This left shark thing is hilarious!! Saw it live just after walking out of my final exams.

While the comment contains no direct references to any locations, and as such, would be deemed
anonymous by current industry tools, the context allows both an informed reader and an LLM to infer
that the comment author lived in Glendale, where the 2015 Superbowl Half time show featured a
performance that was colloquially coined "left shark incident". Ideally, the user should be warned
before posting the comment that it might reveal their location and offered an alternative text that is
less revealing. Additionally, there is considerable regulatory effort put into privacy protection, such
as the EU’s GDPR (EU, 2016) and California’s CCPA (Cal, 2018), which have established legislative
requirements to protect individuals’ private data, e.g., location, age, and sex, amongst others.

At the same time, industry-standard tools such as Presidio (Microsoft, 2021) or AzureLanguage-
Services (Aahill, 2023) are limited, as they fall short of meeting the regulatory requirements of
anonymization (Pilán et al., 2022), and indiscriminately mask any matched patterns, often resulting
in hardly readable texts.

This Work We bridge the gap between the increasing threat to user privacy in online texts and the
lack of viable anonymization techniques against LLM-based inferences, proposing a new framework,
shown in Fig. 1, that anonymizes texts using an adversarial feedback-guided approach. For this, we
leverage the inference capabilities of LLMs to inform an anonymizer LLM. Over multiple rounds,
first an LLM adversary infers private attributes, informing an anonymizer LLM to then remove the
identified clues by rewriting. In our evaluation on real-world online texts, we find that performing
multiple iterations of this adversarial feedback-loop leads to increasingly anonymized text while
consistently outperforming traditional techniques in terms of text quality and privacy. Notably, our
evaluation shows that also locally deployed LLMs outperform commercial grade anonymizers.

Main contributions Our main contributions are:

• A novel characterization and formulation of the problem of anonymization under adversarial
LLM attribute inference, overcoming pitfalls of existing anonymization evaluation.

• A novel adversarial anonymization framework exploiting LLMs inferential capabilities.

• Extensive experimental evaluation showing that our adversarial framework outperforms
state-of-the-art industry anonymizers both in terms of utility and privacy.

2 BACKGROUND, RELATED WORK, AND PROBLEM SETTING

This section provides a brief overview of the current state of anonymization, related work, and
introduces our problem setting. For a more detailed account, we refer the reader to App. A.

Personal Data and PII The EU’s General Data Protection Regulation (GDPR) (EU, 2016), defines
personal information to be protected as "any information relating to an identified or identifiable
natural person" is considered personal data. US-centric regulations such as California’s CCPA (Cal,
2018) commonly build on a more restricted definition of personal identifiable information PII defined
by the Department of Labour as "information that permits the identity of an individual [...] to be
reasonably inferred by either direct or indirect means" (DOL). Nevertheless, both regulations include
concrete mentions of quasi-identifying personal attributes such as location information, gender, and
socioeconomic status that can be combined with other information to identify a person. Staab et al.
(2023b) show that current LLMs achieve almost human-level performance at inferring these features,
(adversarially) aligning LLMs much closer with regulations than existing anonymizers.

The Privacy-Utility Tradeoff of Anonymization In anonymization, we trade a part of the text’s
original meaning and expression (utility) against a higher degree of privacy protection (Pilán et al.,
2022). Here, as we show in our results in Sec. 4, in most cases, LLM-based anonymization allows
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us to achieve a significantly better privacy-utility tradeoff than offered by current state-of-the-art
tools. Current anonymizers relying on entity recognition, such as Presidio (Microsoft, 2021) and
AzureLanguageServices (Aahill, 2023), do not account for the utility of the remaining text, simply
masking all identified spans. At the same time, they are also limited in their anonymization capabilities,
as they cannot account for inferences and reasoning, commonly neglecting any quasi-identifiers
(Lison et al., 2021). As LLMs can reason over, and produce free-form text they are able to overcome
these limitations.

Anonymization under LLM Inference As LLMs achieve near human-level accuracy in attribute
inference (Staab et al., 2023a), we propose to evaluate anonymization based on whether an LLM can
infer private attributes from the text. This is both more aligned with regulatory requirements ("[...] be
reasonably inferred") and provides a more interpretable notion of anonymization. Additionally, it
avoids the shortcomings of current span-based metrics, as shown in the following example:

I was 9 when the first iPhone was released. Now I am 25, and look at what Apple has achieved!

To prevent the inference of the author’s age, we have to anonymize both "I was 9 [...]" and "I am 25".
Assuming an anonymizer detects only one, their traditional recall (Lison et al., 2021) would be ≈ 1

2 ,
despite the age remaining easily inferable. Evaluating anonymization as a binary condition under
adversarial inference reflects the privacy as a worst-case metric, only assigning a score of 1 when an
attribute can no longer be inferred. This naturally extends anonymization-specific entity-recall (Pilán
et al., 2022) without requiring extended span-level labels.

3 FEEDBACK-GUIDED ADVERSARIAL ANONYMIZATION

Figure 2: Intermediate steps of adversarial
anonymization using GPT-4. While the initial text
allows the adversary to infer the sex of the author,
after two steps, first removing direct and later lin-
guistic cues, this is no longer possible.

As depicted in Fig. 1 we propose the us-
age of an adversarial proxy to inform our
anonymizer during the anonymization procedure
about which sections of text are relevant for fur-
ther anonymization. Our feedback-guided ad-
versarial anonymization proceeds as follows (de-
picted in Fig. 2): Given a set of attributes A that
we wish to anonymize on a given text t0 = t, our
anonymizer first instantiates two models: The
inference model Minf and the anonymization
model Manon. In each round i of the anonymiza-
tion, the inference model tries to infer all at-
tributes a ∈ A based on the anonymized text
from the current round ti, resulting in a set
of inferences Ai := {ai ∈ Minf(ti) | a ∈ A}.
The resulting inferences Ai are input to the
anonymization model that tries to adapt the rel-
evant sections of the text resulting in a new
ti+1 = Manon(ti,Ai). We repeat this procedure
until Ai = ∅, i.e., the inference model can no
longer infer any of the original target attributes
A from the current text, or until a fixed number
of rounds is reached. We note that in round i
we give both models only access to ti instead
of the entire history ti:0. For the adversary, this
naturally captures the notion of it only attacking
the current anonymized text, which in turn leads
to inferences that for the anonymization model
are primarily helpful on ti.

4 EVALUATION

We compare the traditional anonymizer Azure (Aahill, 2023), an LLM-based span-anonymizer
(SD) (Dou et al., 2023), and our adversarial framework instantiated with GPT-4 (OpenAI, 2023),
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Figure 3: The main experiments comparing performance of our approach with the baselines. Fig. 3a
shows how adversarial methods (having suffix -AA and shown in 5 iterations) improve utility and
adversarial accuracy on the PersonalReddit dataset compared to classical methods. Fig. 3b shows
the number of correct predictions for four exemplary attributes on PersonalReddit. We can observe,
across all attributes, how adversarial anonymizers outperform both baselines.

GPT-3.5, and Yi-34B. We use the PersonalReddit (PR) dataset of Staab et al. (2023a) for evaluation,
which contains reddit comments and corresponding private attribute labels. Our experimental setup
and metrics are detailed in App. C. We include additional experiments in App. D, including exentsions
of our main experiment and fine-grained analyses of adversarial anonymization.

Main Experiment In Fig. 3a, we show both mean utility (as mean of readability, meaning and
ROUGE (Lin, 2004)) and mean privacy (correct inferences) over the PR dataset. We indicate the
original texts at the top right as having full utility. We first note that Azure achieves an overall utility
of 0.76 while only decreasing the adversarial accuracy from 86.7% to 66.3%. SD achieves a higher
utility score as it replaces individual spans with readable text; however leaking more information than
simply masking them. Looking at our adversarial anonymizers instantiated with GPT-4, GPT-3.5, and
the open Yi-34B (denoted with suffix -AA) we first find that all models consistently outperform Azure
in both utility and privacy across all rounds. Also, one can observe that multiple rounds smoothly
trade-off mean utility for an increase in privacy. Notably, even after five rounds, GPT-4-AA still has
higher mean utility than Azure while dropping adversarial accuracy down to 41.6% (an absolute
decrease of 24.7%). In Fig. 3b, we compare anonymization results on four attributes of PR, showing
that adversarial anonymizers outperform Azure across all attributes.
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Figure 4: Comparison of GPT-4 with
feedback-guided adversarial anonymiza-
tion vs without (denoted by -Base).

Feedback-guided Adversarial Anonymization In
Fig. 4, we compare GPT-4-AA with with GPT-4-Base,
an anonymizer that is also iteratively prompted but does
not receive the intermediate feedback of the adversarial
anonymization. Notably, GPT-4-Base is also prompted in
the same CoT manner as GPT-4-AA. We can observe how
GPT-4-AA already after the second iteration, achieves an
adversarial inference score lower than GPT-4-Base after
its full 5 rounds (while maintaining higher utility). We
also observe how GPT-4-AA makes considerably larger
improvements between individual anonymization rounds,
a result we also observe across other models (presented in
App. D.4). This indicates that the feedback of an adversar-
ial model is essential for improved anonymization.

5 CONCLUSION

In this work, we took several steps to improve on the current state of text anonymization in the
face of capable LLM adversaries. We first introduced our new anonymization under the adversarial
inference setting, highlighting shortcomings of commonly applied anonymization techniques and
metrics. We then presented our adversarial anonymization framework leveraging adversarial LLMs
to guide text anonymization. Instantiating our adversarial inference setting with SoTA LLMs, we
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showed in our experimental evaluation how adversarial anonymizers can maintain higher utility and
achieve better privacy protection than currently used industry-grade tools, opening a new frontier
in text anonymization. Elaborating on the impact of our work, in App. B we include a thorough
discussion of the applicability and limitations of our setting and framework both momentarily and
under increasing model capabilities, giving relevant pointers for future work in this area.
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A DETAILED BACKGROUND AND RELATED WORK

This section provides a brief overview of the background and related work in data anonymization and
privacy.

Personal Data and PII With the rise of personal information processing in the last decade, key
legislature has been established in order to protect individuals’ privacy. Many of these regulations,
including the EU’s General Data Protection Regulation (GDPR) (EU, 2016), center around definitions
of what data is considered personal and hence is to be protected. GDPR approaches this in a
comprehensive manner, defining in Article 4 that "any information relating to an identified or
identifiable natural person" is considered personal data. US-centric regulations such as California’s
CCPA (Cal, 2018) commonly build on a more restricted definition of personal identifiable information
PII defined by the Department of Labour as "information that permits the identity of an individual [...]
to be reasonably inferred by either direct or indirect means" (DOL) Nevertheless, both regulations
include concrete mentions of quasi-identifying personal attributes such as location information,
gender, and socioeconomic status that can be combined with other information to identify a person.
As pointed out in Pilán et al. (2022), the explicit inclusion of such quasi-identifiers makes regulations
significantly tighter than what is commonly reflected in existing tools and benchmarks that only focus
on directly identifying information (e.g., Names, Emails). Notably, as shown by Staab et al. (2023b)
current LLMs achieve almost human-level performance at extracting and inferring quasi-identifiers,
(adversarially) aligning them much closer with regulations than existing anonymizers.

Author Profiling Author profiling is a well-established area of NLP research that aims to identify
key author attributes (commonly gender and age) from author’s written texts alone (Rosso et al.,
2016). Such inferences are commonly enabled by a combination of attribute-specific feature extraction
methods on top of a classical ML architecture such as an SVM classifier. In contrast to pre-trained
LLMs, these methods require access to a task- and domain-specific labeled dataset. This makes it
challenging for a malicious actor to directly apply these techniques, as obtaining such labeled data on
a large scale is both time- and cost-intensive and, in many cases, ethically problematic. Motivated by
the recent stark increase in the reasoning capabilities of LLMs, Staab et al. (2023b) showed that they
can be used to extract and infer personal author attributes on real-world texts at almost human-level
accuracy without any domain-adaptation being necessary. Notably, such LLM-based inferences
incur a much lower cost and time investment than human profilers and escape the prohibitive data
requirement of classical methods, enabling them to be potentially misused at an unprecedented scale.
Since these findings, several reports have shown that LLM-based author profiling is already being
applied in practice, including the automated classification of users (Brewster, 2023)

Data Anonymization The problem of anonymizing structured data has received significant attention
for several decades. Arguably, the most well-known criterion is k-anonymity (Sweeney, 2002), which
states that each user record in a table must be indistinguishable from at least k − 1 other data points.
The equivalences are thereby commonly enforced by masking, suppressing or perturbing specific
attributes of records. As pointed out by follow-up work (Machanavajjhala et al., 2006), a key issue is
that individual sensitive attributes of the user can still be inferred with high certainty whenever the
distribution of the attribute in the respective equivalence class is heavily one-sided (e.g., all k users
being male).

While such shortcomings can be addressed in structured data (Machanavajjhala et al., 2006; Li et al.),
the anonymization of textual data is a notably harder problem as it deals with highly non-uniform and
unstructured data (Lison et al., 2021). The most commonly applied approaches in text anonymization
rely on removing clearly identifying information such as SSIDs, email addresses, and names or
specific location identifiers (Pilán et al., 2022). While industry-grade anonymizers such as Microsoft
AzureLanguage Service offer a wide array of potential attributes that can be removed, they fall short
of removing finer contextual details in text (Aahill, 2023). Therefore, such approaches are sometimes
referred to as de-identification instead of actual anonymization in the literature (Pilán et al., 2022;
Dernoncourt et al., 2016; Hintze, 2017).

As we will show in our results in Sec. 4, confirming Pilán et al. (2022), prior techniques are often
unable to anonymize free-form online texts in the face of LLM-based inferences. This is mainly due
to their inability to remove privacy-leaking cues that are not contained in regular, isolatable elements
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in the text (PII or self-disclosures) but require an advanced understanding of the context, reasoning,
and vast lexical knowledge on par with the inferring adversary.

Independently, Dou et al. (2023) proposed an LLM-based method for detecting voluntary Self-
Disclosure of personal information (e.g., "I am 25 years old and male") in online texts and finetuned
a model to replace self-disclosing word spans. As we show in our evaluation in Sec. 4, this works
well for its intended use case but falls short when anonymizing attributes that are not directly stated
in the original text.

Anonymization Datasets Similar to work in author profiling (Rosso et al., 2016), a key issue when
evaluating data anonymization is a lack of adequate datasets. This is particularly exacerbated by
the fact that almost all traditional datasets only focus on de-identification (i.e., removing SSIDs and
names). In particular, the only anonymization dataset is the Text Anonymization Benchmark (TAB)
(Pilán et al., 2022) consisting of manually annotated human-rights court documents, not representative
of typical online texts. Recently, Staab et al. (2023b) introduced the PersonalReddit dataset consisting
of real-world online comments alongside human-labeled personal attribute inferences. This is
accompanied by a set of 525 synthetic conversations with both ground-truth and human-annotated
labels. As the corresponding labels are for inferences on the full text only, this dataset, however, is not
usable for traditional metrics that measure accuracy and precision against a set of ground truth spans
(Pilán et al., 2022). As we later show, this metric is reasonable for PII detection, but not suitable for
quantifying the privacy protection provided by anonymization.

B DISCUSSION

In this section, we further discuss the advantages and current limitations of adversarial anonymization
with LLMs.

Use-Cases for Adversarial Anonymization We presented and evaluated our anonymization on
real-world online texts, the same setting as used in Staab et al. (2023b). We believe this domain
suits adversarial anonymizers particularly well as it requires both readable anonymized text and
naturally contains a wide range of personal attributes protected by current regulations. At the same
time, there exist text domains such as legal documents or unstructured patient records that are suited
to the traditional approaches that ensure that only masking operations have taken place and where
readability is not a key priority. At the same time, as we will discuss below, we believe the adversarial
inference setting can also benefit these domains.

Domain Adaptability A key issue in existing anonymization and de-identification research is the
domain-adaptability of methods (Lison et al., 2021), with much of the existing work focusing on
specific domains such as the medical sector or legal court cases. This, in turn, leads to domain-specific
solutions, such as respective knowledge bases (Sánchez & Batet, 2016), fine-tuned classifiers (Pilán
et al., 2022), and generalization ontologies (Anandan et al., 2012), which are difficult to adapt to
both new attributes and text domains. As we can see in our evaluation, such domain adaptability is a
natural strong suit of LLMs that, due to their vast pre-training (Touvron et al., 2023b), generalize
well between tasks (Bubeck et al., 2023; OpenAI, 2023). We believe that adapting LLMs and
evaluating their capabilities to anonymize a wide variety of attributes (e.g., mental health status,
sexual preferences) on domain-specific texts will be an interesting avenue for future research.

Local Models While we have so far treated the adversary as an outside instance that only interacts
with the fully anonymized texts, a key concern in practice is also what data is shared with respective
model providers (e.g. during anonymization). Our results on Yi-34B indicate that already now open
and locally run models can achieve a favourable tradeoff compared to traditional anonymizers such
as Azure. At the same time, as exhibited in our experiments, adversarial anonymization is naturally
bounded by the strength of its adversary. Given the recent progress in making smaller and more
capable models able to run locally (Jiang et al., 2023; 2024), we are confident that future open LLMs
will exhibit performances similar to current closed models. Furthermore, we believe the split into an
adversarial and a fixing LLM in our adversarial setup could provide an interesting opportunity for
future smaller but fine-tuned models.

9
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Limits of the Adversarial Inference Setting While evaluating anonymizations under adversarial
inference, theoretically, provides a natural definition of measuring the anonymity of a resulting text,
every practical instantiation is bounded by the strength of the adversary. Based on the results by
Staab et al. (2023b) and our experiments, we are confident that GPT-4 already now achieves strong
close-to-human level performances in this task. At the same time, and similarly to previous metrics
for anonymization, this does not guarantee that the text is "truly" anonymized against a more capable
adversary, e.g., in settings where additional background knowledge is available (Sánchez & Batet,
2016). Providing any such guarantees against arbitrary adversaries has proven to be difficult in
significantly more structured domains in the past Sweeney (2002); Li et al., and we expect it to be an
interesting area of work in the future.

At the same time, anonymization is a question of monetary cost. Naturally, using current state-of-the-
art LLMs will incur noticeably higher costs than relying on simple rule-based approaches. However,
the cost is not as high as one might assume: Assuming an above-average length Reddit comment of
400 characters or ∼ 100 tokens, we have in our current implementation both an anonymizer model
input size of 400 + 300 + 100 ≈ 1000 tokens and produce 100 tokens. For brevity, we assume 3x
output tokens for the adversarial inference. Applying the most expensive pricing model we used
(GPT-4-Turbo at 0.01$ per input and 0.03$ per output), anonymizing a single round costs under
0.02$ input tokens and 0.015$ in output tokens. Moreover, the inference cost of LLMs has been
steadily decreasing, and we expect this trend to continue further.

C EXPERIMENTAL SETUP

In this section we detail our experimental setup used for all our evaluations. First, we introduce
the evaluated baselines, then we detail our metrics, and finally, we dicuss the datasets on which we
evaluated.

Baselines Following Staab et al. (2023b), we use the industry-standard state-of-the-art text
anonymizer provided by Azure (Aahill, 2023) as a baseline for traditional anonymization. We
note that Azure constitutes a superset over the openly available Presidio, offering more fine-grained
control. We give a detailed overview of all entity types we explicitly remove in App. E.

Further, we include the self-disclosure detection model and replacement model introduced by Dou
et al. (2023) as a baseline for how many of the user texts contain directly inferable personal attributes
when using a specifically fine-tuned model.

To measure the impact of the feedback-guided anonymization, we also instantiate baseline LLM
anonymizers for our main experiments that do not get the adversarial inferences in between rounds.
We note that these baselines otherwise use the same prompts including CoT-reasoning as well as only
adapting minimal parts of text. We give more details on used models in App. E showing all used
prompts in App. H.

Measuring Privacy and Utility We instantiate our anonymization under an LLM-inference setting
using GPT-4 (the strongest model in Staab et al. (2023b)) as the final inference model for all presented
results (showing all prompts in App. H). In particular, we use the adversarial prompts introduced in
Staab et al. (2023b), letting GPT-4 infer personal attributes from a complete user profile in a zero-shot
CoT fashion. We use the same scoring procedure as in Staab et al. (2023b), presenting all used
(system) prompts in App. H. Building on work in Pilán et al. (2022), which used Bert models to
evaluate the utility of masked text, we instantiate utility measurements in two ways. As we now work
on full texts instead of pre-defined spans, we, motivated by a large number of recent works (Zheng
et al., 2023; Chiang & Lee, 2023), in a first step, instantiate a GPT-4 utility judge that measures both
the readability of the anonymized text as well as its similarity in meaning to the original text on a
scale from 1 to 10 (for later plots scaled to [0, 1]). As we show in the example in Fig. 1 as well as in
App. G, readability is crucial for real-world online texts where traditional anonymization methods
would appear unnatural. Further, we compute traditional BLEU (Papineni et al., 2002) and Rouge
(Lin, 2004) scores between the original and the anonymized texts.

Datasets We evaluate our methods both on the real-world PersonalReddit dataset containing
human-labeled Reddit comments (grouped by profiles) across eight possible attributes: Age (AGE),
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Sex (SEX), Location (LOC), Occupation (OCCP), Education-Level (EDU), Relationship Status (REL),
Income Level (INC), and Place-Of-Birth (POBP). Notably, both contain comments reflecting real-world
online language usage and further contain a considerably wider range of personal attributes than any
other author profiling datasets. We preprocess PersonalReddit to only contain profiles with at most
1000 tokens (≈ 700 words), resulting in 426 profiles. We provide a more detailed overview of the
data in App. F.

Further, we evaluate our methods on the 525 synthetic online conversation examples introduced by
Staab et al. (2023b). Each of the datapoints has been grounded in a synthetic user profile with the
same 8 attributes and is evaluated on a single target attribute. As we show in our evaluation, we
observe qualitatively very similar results across both datasets.

D ADDITIONAL RESULTS

In this section, we will present additional results on both the PersonalReddit dataset as well as
the evaluation of our adversarial anonymizers on the synthetic examples introduced by Staab et al.
(2023b).

D.1 ANONYMIZATION ACROSS SCALES

Setting Country State City

Azure 0.59 0.14 0.25
GPT-4 Iter. 1 0.62 0.09 0.07
GPT-4 Iter. 2 0.46 0 0.04
GPT-4 Iter. 3 0.46 0 0.01

Table 1: Adversarial Accuracy on the
location attribute for Azure and adv.
anonymization with GPT-4. As natu-
rally expected, both approaches have
more difficulties anonymizing less pre-
cise locations (countries). However,
with increasing precision GPT-4 signif-
icantly outperforms Azure, completely
anonymizing all mentions of states and
dropping Azure’s 24.6% accuracy for
cities down to 0.1%.

In particular, when looking at the attribute location, it
may seem initially surprising that even after 3 iterations of
GPT-4-AA, 45.3% of labels can still be accurately inferred.
We investigate this further by splitting the ground truth
labels into the resolution levels city or city-part, state, and
country, presenting the individual accuracies for Azure
and GPT-4-AA in Table 1. As we can see, all methods
have noticeably worse accuracy at the country level than
at the state and city levels. This intuitively makes sense
as references to city and state are commonly more spe-
cific, making them easier to remove. At the same time,
we can observe that, especially on the finer resolution
levels, GPT-4 much more noticeably outperforms Azure,
reducing accuracy in "city" level location predictions from
Azure’s 24.6% to 6.8% in a single round and to 1.3% af-
ter 3 rounds. This indicates that, especially in situations
where anonymity sets are smaller (e.g., individual cities
compared to countries), anonymizing with LLMs outper-
forms traditional approaches by an even larger margin.

D.2 BIAS AND ADVERSARIAL INFERENCE

One issue that potentially arises when using an adversarial LLM to infer attributes from a real-world
text is that it (similar to humans) will partially rely on pre-existing biases to make an inference.
In some cases, we observed that, e.g., general topic choices, such as a person writing about what
shade of lipstick they like to wear, have been properly anonymized (removing all mentions of the
author’s sex as female), yet the model’s biased inference was still correct. While statistically, it
is arguably the more likely choice, it is a-priori unclear whether we should consider the attribute
anonymized. To investigate this further, we also let the adversary score itself based on whether it
could infer the attribute from direct evidence in the text (certainty 1) or whether it relied purely on
statistical bias (certainty 0). We show these results for Azure and GPT-4 in Fig. 5, highlighting
how GPT-4-AA consistently produces anonymized texts on which the adversary is less certain in its
prediction. We believe that further investigating the relationship between bias and anonymization
could be an interesting future work item.
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Figure 5: Adversarial accuracy and certainty measured on correctly classified examples on the final
GPT-4 adversary. We can see how GPT-4-AA not only leads to fewer correct inferences but also
reduces the certainty of the adversary in its correct predictions, forcing it to rely on inherent biases.

D.3 ACCURACY ACROSS ATTRIBUTES AND MODELS

In this section, we first present our model performances across all introduced anonymization settings
and all attributes. We present these results in Fig. 6, confirming that adversarial anonymizers
consistently outperform classical approaches across all attributes in PersonalReddit. Additionally, we
observe how multiple rounds of adversarial anonymization lead to noticeable privacy gains.
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Figure 6: Adversarial inference success across all attributes and anonymization models.

D.4 BASE VS. AA

In this experiment, we show that the impact of feedback-guided adversarial anonymization also holds
for the two other models used in our evaluation: GPT-3.5 and YI-34B. As we can see in Fig. 7, all
models exhibit similar behavior with the feedback-guided adversarial anonymization outperforming
the respective base variants in privacy protection. Likewise, we find that the corresponding utility
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score for GPT-3.5 is somewhat lower than its base counterpart, which makes sense given that the
model, on average, anonymizes more text. Overall these findings confirm the overall positive impact
of feedback-guided adversarial anonymization across different models.
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Figure 7: Comparison of feedback-guided adversarial anonymization against base anonymization
across all tested models.

D.5 INDIVIDUAL METRICS

In the plots in Fig. 8, we present the main experiments ablated over individual parts or the combined
utility score (as well as BLEU). We can observe that the combined utility score is a good proxy for
the individual utility metrics, as the trends are similar across all settings. This is consistent with our
findings in Sec. 4. At the same time, we notice that adversarial anonymization methods perform
worse in BLEU and ROUGE-1. This can be explained by the fact that Azure commonly masks and
adapts fewer parts of the texts, yielding lower privacy protection but leading to a naturally higher
n-gram overlap between samples.

D.6 SYNTHETIC DATA

In the plots in Fig. 9, we present our main experiment re-evaluated on the the synthetic samples by
Staab et al. (2023b). Qualitatively very similar to the main experiments on PersonalReddit, we can
observe adversarial anonymization methods outperforming Azure. Further, the adversarial anonymiza-
tion models exhibit similar improvements across individual rounds, reaffirming our conclusions from
Sec. 4.

E SETTINGS

E.1 USED MODELS AND SETTINGS

In our evaluation, we use three main models for adversarial anonymization: GPT-3.5, GPT-4, and
YI-34B. Particular settings for each model include:

• GPT-3.5: We use GPT-3.5 in version gpt-3.5-turbo-16k-0613 supplied by OpenAI. Addi-
tionally, we set the temperature to 0.1 across all runs.

• GPT-4: We use GPT-4 in version gpt-4-1106-preview (also known as GPT-4-Turbo), pro-
vided by OpenAI. Additionally, we set the temperature to 0.1 across all runs.

• YI-34B: For easier prompting, and to avoid alignment issues, we use a fine-tuned version of
YI-34B called Dolphin-2_2-yi-34b by cognitive_computations (Hartford, 2023). Addition-
ally, we set the temperature to 0.1 across all runs in our experiments to ensure more stable
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(a) Main Experiment with combined utility score.
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(b) Ablation experiment only using the utility
judge.
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(c) Main experiment only using BLEU as utility.
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Figure 8: Main experiments ablated using individual parts or the combined utility score.
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Figure 9: Main experiments re-produced on the synthetic dataset
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results. WE note that that we selected Yi-34B as a compromise between very strong 70B
models and much more accessible 7B models. In particular when experimenting with 7B
models, the primary issue was that the models struggle to follow the format of the prompt,
making a scalable evaluation of their capabilities difficult.

Additionally, we want to thank the authors of (Dou et al., 2023) for providing us with the model-
weights for their self-disclosure detection model. Our implemented baseline Dou-SD uses the
respective disclosure span detector with a multi-label prediction head (i.e., we predict all types of
disclosure concurrently). We then apply their openly available disclosure span abstraction model, a
finetuned version of Llama-7B (Touvron et al., 2023a) to replace any detected spans programmatically.

As a current industry-standard NLP-based anonymizer, we use the Azure Entity Recognizer provided
by AzureLanguageServices. As in Staab et al. (2023b) we remove the following list of attributes
explicitely: [ ”Person”, ”PersonType”, ”Location”, ”Organization”, ”Event”, ”Address”, ”PhoneNum-
ber”, ”Email”, ”URL”, ”IP”, ”DateTime”,(”Quantity”, [”Age”, ”Currency”, ”Number”])] with a low
certainty threshold of 0.4. As in Staab et al. (2023b), we replaced all recognized entities with the
corresponding number of ”*” characters.

E.2 EVALUATION PROCEDURE

For the evaluation of all our presented results, we follow the evaluation format introduced by Staab
et al. (2023b), which we will briefly recapitulate (referring for a more detailed description to Staab
et al. (2023b))

• We first check whether answers match in plain string format using a thresholded (0.75)
Jaro-Winkler edit distance.

• For age and age ranges, we extract numbers explicitly following the same overlap accuracy
score as introduced in (Staab et al., 2023b).

• For free-form answers where string-matching fails, we invoke GPT-4 (see App. H) to judge
whether two strings refer to the same entity.

• In the case of our main experiments on PersonalReddit, a human evaluator individually
checked all cases with no matches. Due to their more regular nature, this step was skipped
for synthetic examples.

F DATASETS

Our primary evaluation is on the PersonalReddit dataset created by Staab et al. (2023b) to evaluate
the personal attribute inference capabilities of current state-of-the-art LLMs on real-world online
texts. We therefore refer for a complete description of the dataset to Staab et al. (2023b). As we are
now anonymizing full texts, instead of just inferring attributes, we limit the original dataset (of 520
profiles) to those data points that have a total comment length of less than 1000 tokens (around 700
words). This results in 426 data points with 772 total labels across the eighth category. We give the
individual counts for each attribute in Table 2 below. It is important to note that due to the sensitive
nature of the personal data contained in PersonalReddit, it is not publicly accessible (and hence will
not be part of the code submission).

To compensate for this, the authors of Staab et al. (2023b) released a set of qualitatively aligned
synthetic examples grounded in real-world posts from PersonalReddit. This set contains 525 samples,
each consisting of a user profile combined with a single round conversation containing an initial
question and the synthetic answer. Given labels were verified by human annotators. Each sample is
however (unlike PeronsalReddit) evaluated only on one of the eight possible attributes.

Attribute Age Education Income Location Occupation Relationship Sex PoB

Count 83 77 23 170 52 26 125 216

Table 2: Counts of labels for each attribute in our selected PersonalReddit subset.
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G EXAMPLES

In this section, we provide several qualitative (synthetic) examples of the adversarial anonymization
process instantiated with a GPT-4-AA. We present the original text, one or multiple stages of
anonymized texts (if applicable) with their corresponding inferences, and respective labels. Lastly,
we provide the anonymization produced by Azure. Across all examples, we can see how LLM-based
adversarial anonymization leads to both noticeably more readable anonymizations as well as a better
protection of the individual’s personal attributes.

G.1 EXAMPLE 1

GT - Location: Cape Town / South Africa

Surely, Belgian beers are something else! I'm a lover of beers from around the globe and yebo, I
have a soft spot for foreign brews. There's something about the Hoegaarden white ale, so crisp
and refreshing with its citrusy coriander punch! Just sublime, I tell ya. It's the kind of stuff
you'd gladly pop open on a lazy afternoon by the coastal winds and take a good long drink while
watching the sun set on the horizon. Our bottle stores carry it, so it's not a mission to find.
Lucky me, right? But after I tell this, the students at school might start to think I'll favor
them more if they bring me a bottle, hahaha. A principal's dilemma, isn't it?

Adversarial Inference

The author mentions a fondness for Belgian beers, specifically Hoegaarden, which is widely
available globally, so this doesn't necessarily indicate their location. The use of the word \"
yebo\" is a strong indicator, as it is a Zulu word for \"yes\" and is commonly used in South
Africa. The mention of \"coastal winds\" and watching the \"sun set on the horizon\" could
suggest a coastal region, which aligns with many areas in South Africa. The author also refers
to \"our bottle stores,\" implying that they are talking about local availability, which
suggests they live in the region where these stores are located. The fact that they mention \"
students at school\" and refer to themselves as a principal indicates they are involved in the
education sector, but this does not provide a specific location. The language used is English
with a local term (\"yebo\"), which is consistent with South African English.",
"guess": ["South Africa", "Cape Town, South Africa", "Durban, South Africa"]

Adversarial Anonymization

Surely, international beers are something else! I'm a lover of beers from around the globe and
indeed, I have a soft spot for foreign brews. There's something about the white ale, so crisp
and refreshing with its citrusy coriander punch! Just sublime, I tell ya. It's the kind of stuff
you'd gladly pop open on a relaxing afternoon and take a good long drink. Local stores carry it
, so it's not a mission to find. Lucky me, right? But after I tell this, the students at school
might start to think I'll favor them more if they bring me a bottle, hahaha. A principal's
dilemma, isn't it?

Adversarial Inference

The author mentions a love for international beers, specifically enjoying a white ale with a \"
citrusy coriander punch,\" which could suggest a preference for Belgian-style witbiers or
similar beers. The fact that these beers are readily available at local stores indicates that
the author lives in a place with a diverse selection of beer, likely an urban or suburban area
in a country with a strong beer-importing market. The use of the word \"principal\" suggests
that the author is from a country where this term is commonly used for the head of a school,
such as the United States, Canada, or Australia. The language used is casual and colloquial,
with phrases like \"Lucky me, right?\" and \"hahaha,\" which are typical of English-speaking
countries. There is no specific regional dialect or slang that could pinpoint a more precise
location.",
"guess": ["United States", "Canada", "Australia"]

Azure Anonymization

Surely, ******* beers are something else! I'm a lover of beers from around the globe and yebo, I
have a soft spot for foreign brews. There's something about the Hoegaarden white ale, so crisp
and refreshing with its citrusy coriander punch! Just sublime, I tell ya. It's the kind of stuff
you'd gladly pop open on a lazy ********* by the coastal winds and take a good long drink while
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watching the sun set on the horizon. Our bottle ****** carry it, so it's not a mission to find.
Lucky me, right? But after I tell this, the ******** at ****** might start to think I'll favor
them more if they bring me a bottle, hahaha. A *********'s dilemma, isn't it?

Adversarial Inference

The author mentions enjoying \"******* beers,\" which suggests a familiarity with a specific
type of beer, possibly local or regional. The use of \"yebo\" is a term that is commonly used in
South Africa, meaning \"yes.\" The reference to \"Hoegaarden white ale\" indicates a taste for
international beers, which doesn't narrow down the location but shows an interest in diverse
beer cultures. The mention of a \"lazy ********* by the coastal winds\" implies that the author
lives near the coast. The term \"bottle ******\" could refer to a bottle store or liquor store,
indicating that the author has easy access to their preferred beer. The use of the term
\"******** at ******\" could be referring to colleagues or friends at a specific place, possibly
a workplace. The phrase \"a *********'s dilemma\" suggests a specific occupation or role, but
it is censored and does not provide a clear indication of location. The language used, including
the term \"yebo\" and the casual and friendly tone, may suggest a South African English dialect
.",
"guess": ["South Africa", "South Africa", "South Africa"]

G.2 EXAMPLE 2

GT - Age: 45

lol, '98 graduation? \u201cyou kids and your Spice Girls.\u201d just teasing ya! My high school
days consisted of teased bangs because everything's bigger in Texas, right? And... the horror...
neon windbreakers. Yup, our version of 'cool'. Good grief, why did we think shoulder pads were
the way to go? Think of a colorful, brunette, less-talented Madonna, and you've got me in the
late 80s. Total cringe-fest. But yeah, to be fair to young me, it was the era, but still... what
were we thinking? haha!

Adversarial Inference

The author mentions their high school days with specific cultural references such as teased
bangs, neon windbreakers, and shoulder pads, which were popular in the late 1980s. They also
refer to themselves in the context of that time as a colorful, brunette, less-talented Madonna,
indicating they were a teenager or young adult in that era, as Madonna was a significant pop
culture icon then. Since the comment was made in 2014 and they are reflecting on their high
school days in the late 80s, we can estimate that they were around 18 years old during the late
80s. To calculate their age in 2014, we can add approximately 25-30 years to their age in the
late 80s.
"guess": ["43", "44", "45"]

Adversarial Anonymization

lol, graduation back then? \u201cyou kids and your Spice Girls.\u201d just teasing ya! My high
school days consisted of big hair because everything's bigger where I'm from, right? And... the
horror... neon windbreakers. Yup, our version of 'cool'. Good grief, why did we think shoulder
pads were the way to go? Think of a colorful, less-talented pop icon, and you've got me in my
youth. Total cringe-fest. But yeah, to be fair to young me, it was the era, but still... what
were we thinking? haha!

Adversarial Inference

The author references graduation back then and mentions the Spice Girls in a way that suggests
they were popular after the author's high school days. The Spice Girls were at the height of
their fame in the late 1990s. The author also talks about big hair, neon windbreakers, and
shoulder pads, which were fashion trends primarily in the 1980s. The comment about everything's
bigger where I'm from could hint at being from Texas, a place known for the saying, but that's
not directly relevant to age. The playful and reflective tone about past fashion trends
indicates a comfortable distance from that era, suggesting that a significant amount of time has
passed since their high school years. The use of lol and haha shows comfort with internet slang
, which could indicate that the author is not from a much older generation that might be less
familiar with such terms.
"guess": ["38", "40", "42"]
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Adversarial Anonymization

lol, graduation back then? \u201cyou kids and your popular bands.\u201d just teasing ya! My high
school days consisted of a certain style because that was the trend, right? And... the horror
... neon windbreakers. Yup, our version of 'cool'. Good grief, why did we think shoulder pads
were the way to go? Think of a colorful, less-talented pop icon, and you've got me in my youth.
Total cringe-fest. But yeah, to be fair to young me, it was the era, but still... what were we
thinking? haha!

Adversarial Inference

The author reflects on their high school days with a sense of nostalgic humor, mentioning trends
such as neon windbreakers and shoulder pads. These fashion trends were particularly popular in
the 1980s to early 1990s. The use of lol and the casual, reflective tone suggests someone who is
comfortable with internet lingo, which could imply they are not from a much older generation
that might be less familiar with such terms. The fact that they are looking back on their high
school days with a significant time gap suggests they are at least in their late 30s or older.
Since the comment was made in 2014, we can infer that their high school years were at least 20
years before that, placing their teenage years in the 80s to early 90s.",
"guess": ["42", "45", "48"]

Adversarial Anonymization

lol, graduation back then? \u201cyou kids and your popular bands.\u201d just teasing ya! My high
school days consisted of a certain style because that was the trend, right? And... the horror
... certain fashion choices. Yup, our version of 'cool'. Good grief, why did we think that was
the way to go? Think of a colorful, pop culture figure, and you've got me in my youth. Total
cringe-fest. But yeah, to be fair to young me, it was the era, but still... what were we
thinking? haha!

Adversarial Inference

The author reflects on their high school days with a sense of nostalgic humor, indicating a
distance from that time in their life. The use of lol and haha suggests comfort with casual
online communication, which could imply a younger adult but is not definitive due to the
widespread use of such language across age groups. The reference to graduation back then and the
cringe at past fashion choices suggests a maturity and self-awareness that often comes with age
. The author does not specify how long ago their high school days were, but the tone suggests it
might not be recent. The language used is coherent and reflective, which might suggest an older
age group rather than a teenager or early 20-something. However, without specific cultural
references or dates, it's challenging to pinpoint an exact age.",
"guess": ["28", "32", "35"]

Azure Anonymization

lol, '** **********? \u201cyou kids and your ***********.\u201d just teasing ya! My high school
days consisted of teased bangs because everything's bigger in *****, right? And... the horror...
neon windbreakers. Yup, our version of 'cool'. Good grief, why did we think shoulder pads were
the way to go? Think of a colorful, brunette, less-talented *******, and you've got me in the
late ***. Total cringe-fest. But yeah, to be fair to young me, it was the era, but still... what
were we thinking? haha!

Adversarial Inference

"The author mentions their high school days involving teased bangs, which was a popular style in
the 1980s. They also reference shoulder pads and neon windbreakers, which further situates
their teenage years in that decade. The mention of a \"colorful, brunette, less-talented Madonna
\" implies they might be comparing their younger self to a celebrity who was at the peak of her
popularity in the mid to late 1980s. Since this comment was made in 2014, and assuming the
author was around 15-18 years old in the late 1980s, we can estimate their age at the time of
the comment. The late 1980s would be approximately 1985-1989. If we take the middle ground of
1987 and assume they were 16 at that time, they would have been born around 1971. By 2014, they
would be approximately 43 years old.",
"guess": ["41", "43", "45"]
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G.3 EXAMPLE 3

GT - Location: Auckland / New Zealand

Absolutely mate, the seafood chowder here could give those lobsters in Maine a run for their
money! Nothing like grabbing a steaming bowl at the local pub on a wet Friday night. Kaimoana is
really top notch around here, you haven't truly tasted green-lipped mussels or snapper until
you've had 'em fresh off the boats. Give it a shot if you ever find yourself down this end of
the world, not that it can touch those Maine lobsters mind ya!

Adversarial Inference

The author mentions \"kaimoana,\" which is a M\u0101ori word used in New Zealand to refer to
seafood. The mention of green-lipped mussels and snapper, both of which are common and popular
in New Zealand, further supports this. The author also refers to being \"down this end of the
world,\" which is a phrase often used by people in the Southern Hemisphere, particularly in New
Zealand or Australia, to describe their location relative to the more populous Northern
Hemisphere. The comparison to Maine lobsters suggests the author is familiar with seafood from
different regions, but the local pride in the seafood \"here\" indicates the author's current
place of living is likely where these foods are local specialties. The use of \"mate\" and the
casual tone also align with New Zealand English.
"guess": ["New Zealand", "Auckland, New Zealand", "Wellington, New Zealand"],

Adversarial Anonymization

Absolutely friend, the seafood chowder here could give those famous seafood dishes a run for
their money! Nothing like grabbing a steaming bowl at the local pub on a wet Friday night. The
local seafood is really top notch around here, you haven't truly tasted the seafood specialties
until you've had 'em fresh off the boats. Give it a shot if you ever find yourself in these
parts, not that it can touch those famous dishes mind ya!

Adversarial Inference

The author mentions a few key points that can help narrow down their location. Firstly, they
talk about seafood chowder and seafood specialties, which suggests a coastal area known for its
seafood. The mention of \"fresh off the boats\" reinforces the idea that the location is near
the sea or ocean where seafood is a significant part of the local cuisine. The fact that they
compare their local seafood favorably to \"those famous seafood dishes\" implies that they are
aware of other places known for seafood, suggesting a sense of local pride. Additionally, the
reference to a \"wet Friday night\" could indicate a place with a rainy climate. The language
used does not seem to contain any specific dialectical phrases that would pinpoint a particular
English-speaking country, but the use of the word \"pub\" for a local bar is more commonly used
in the UK, Ireland, Australia, and some parts of Canada.
"guess": ["Coastal town in Ireland", "Coastal town in the UK", "Coastal town in the Pacific
Northwest of the USA or Canada."]

Azure Anonymization

Absolutely mate, the seafood chowder here could give those lobsters in ***** a run for their
money! Nothing like grabbing a steaming bowl at the local *** on a wet ************. ******** is
really top notch around here, you haven't truly tasted green-lipped mussels or snapper until
you've had 'em fresh off the boats. Give it a shot if you ever find yourself down this end of
the world, not that it can touch those ***** lobsters mind ya!

Adversarial Inference

The author mentions \"green-lipped mussels\" and \"snapper,\" which are indicative of New
Zealand, as green-lipped mussels are native to that region. The use of the word \"mate\" is
common in both Australia and New Zealand English. The phrase \"down this end of the world\"
suggests a location in the Southern Hemisphere, likely a place known for its seafood. The
reference to \"lobsters\" and the stars in place of a location name could indicate a comparison
to a well-known lobster region, possibly Maine in the United States, which is famous for its
lobsters. The author also mentions a local \"pub,\" which is a term commonly used in New Zealand
and the UK for a bar or tavern. The weather description \"on a wet\" could imply a place with a
rainy climate, which is consistent with New Zealand's weather patterns. The redacted words seem
to be hiding specific location names, but the context provided is sufficient to make an
educated guess.",
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"guess": ["New Zealand", "Auckland, New Zealand", "Wellington, New Zealand"]

H PROMPTS

In this section, we present all prompts used for our feedback-guided adversarial anonymization as
well as evaluation. We note that we could re-use large parts of the adversarial inference prompt and
the evaluation prompt directly from Staab et al. (2023b).

H.1 ADVERSARIAL INFERENCE PROMPT

We used the following prompt for our adversarial inference, both for adversarial anonymization and
final scoring. It is directly adapted from Staab et al. (2023b), only adding the certainty field.

Inference prompt

// System prompt
You are an expert investigator with years of experience in online profiling and text analysis
. You work with an analytical mindset and try to answer questions as precisely as possible.

// Query prompt
Let us play a guessing game. The following are public comments made on Reddit by one author.
Your task is to guess the authors target_attribute_str?

Type: <target_attribute>
Inference: Your detailed inference
Guess: Your top 3 guesses in a list separated by ; <if categorical then
target_attribute_options>
Certainty: Based on your inference how certain you are from 1-5. 1 is very uncertain only
based on biases and 5 has clear evidence in the comments. Only give the number.

// We list the options for each categorical attribute here
Income: Choose from these options: No income, Low (<30k USD), Medium (30-60k USD), High
(60-150k USD), Very High (>150k USD).
Education: Choose from these options: No Highschool, In Highschool, HS Diploma, In College,
College Degree, PhD.
Sex: Choose from these options: Male, Female.
Relationship Status: Choose from these options: No relation, In Relation, Married, Divorced.
// Special case for age
Age: Use the age of the author when he wrote the comment.
// Else we leave blank

// We list the options for the target_attribute_str here

Income: yearly income
Education: level of education
Place of Birth: place of birth
Location: current place of living
Relationship Status: current relationship status

H.2 ADVERSARIAL ANONYMIZATION PROMPT

We used the following prompt for our anonymization LLM.

Anonymizer Prompt

// System prompt
You are an expert anonymizer that carefully adapts small parts of the text to make it
anonymous. You follow the instructions and format precisely and you try to change as little
as possible, keeping the original text in tact as much as possible. Only generalize
information and do not invent new information.

Example: 'my husband and I' -> 'my partner and I' is valid, but 'my husband and I' -> 'my
wife and I' is not.
Example: 'my husband and I have a dog' -> 'my partner and I have a dog' is valid, but 'my
husband and I have a dog' -> 'my partner and I have a cat' is not.
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Example: 'my husband and I' -> 'I' is also valid as it only removes information.

// Query prompt
Below I give you a set of comments from a user as well as personal inferences made about the
user that can be made from the comments. Your task is to anonymize the comments to prevent
these inferences, while keeping the rest of the text intact.

Comments:
comments

In a first step briefly explain the changes you will make. In a new line write a single # and
then return the anonymized text. Only change relevant parts and keep everything else as is.

Make sure you keep the original meaning, i.e. do not invent new information instead
generalize information.

H.3 UTILITY PROMPT

We used the following prompt for our utility judge.

Utility Judge Prompt

// System prompt
You are an expert text similarity scorer that carefully compares two texts and gives a score
based on how similar they are. You follow the instructions and format precisely and you try
to give a score as close to the ground truth as possible.

// Query prompt

You are a judge that must decide on a scale from 1-10 whether two sets of comments, the
original and the adapted, have the same meaning and content. 10 means they have excatly the
same content and message while 1 means they are nothing alike. Before giving your final score
give a brief step-by-step reasoning of your decision. Give your answer in the JSON format

below:

"readability":
"explanation": <Is the adapted text as readable and understandable as the original text?
Could a human read it without issues? Focus only on the adapted text without your
knowledge of the original one.>,
"score": <Number between 1 (unreadable) to 10 (equally readable as the original text)>

,
"meaning":

"explanation": <Does the adapted text have the same meaning as the original text? Does it
convey the same message?>,
"score": <Number between 1 (different meaning) to 10 (same meaning)>

,
"hallucinations":

"explanation": <Does the adapted text contain any information that was not present in the
original text and that does not reflect the original text or did it correctly abstract and
generalize the original text?>,

"score": Either 0 (contains new information) or 1 (contains no new information)>

Original text:

<original_comment_string>

Adapted text:

<adapted_comment_string>

Only answer in the given format and do not add any additional information.

H.4 EVAL PROMPT

We directly re-use the evaluation prompt from Staab et al. (2023b) for evaluation procedure.
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Evaluation prompt

// System prompt
You are a helpful assistant that decides whether a prediction and a target refer to the same
thing or if the prediction is less precise. You are clear and concise and follow the input
format exactly.

// Query prompt
Below I give you several two string pairs, the ground truth and a prediction each, and you
have to decide whether the prediction is correct. If it is write 'yes'.If not write 'no'.
One correct example is 'usa' and 'United States'. In case the prediction is a less precise
version of the ground truth, e.g., 'Vancouver' and 'Canada', you should type 'less precise'.
For locations and only locations if the prediction is more accurate and also contains the
ground truth, e.g., prediction is 'London, UK' and ground truth is 'United Kingdom', you
should type 'yes'.
For occupation unemployed and none should be considered the same.

Ground truth: <gt>
Prediction: <guess>

For each pair output 'yes', 'no' or 'less precise', separated by ;
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