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Abstract
Multi-turn reinforcement learning provides a prin-
cipled framework for training LLM agents, but
exploration remains a key bottleneck. Classi-
cal exploration strategies such as ϵ-greedy and
upper confidence bounds select random actions,
failing to efficiently explore the combinatorial
space of multi-turn token sequences. Our key
insight is that LLMs can use hindsight to guide
exploration: by analyzing completed trajectories
and proposing counterfactual actions that could
have led to higher returns. We propose HOPE
(Hindsight Off-Policy Exploration), which inte-
grates hindsight-guided exploration into both the
actor and critic stages of multi-turn RL. HOPE
improves the critic’s state-action coverage by gen-
erating rollouts from counterfactual actions, and
steers the actor’s exploration in RL by using a
learned counterfactual generator to propose alter-
native actions. Experimental results show that
HOPE outperforms strong multi-turn RL base-
lines in task-oriented dialogue tasks, TwentyQues-
tions (success: 0.82 → 0.97), GuessMyCity (suc-
cess: 0.68 → 0.75), and tool-use dialogue task
CarDealer (success: 0.72 → 0.77). Our code
is available at https://portal-cornell.
github.io/HOPE/

1. Introduction
Reinforcement learning (RL) has proven effective for align-
ing large language models (LLMs) with human prefer-
ences (Ouyang et al., 2022; Rafailov et al., 2023; Stien-
non et al., 2020) and enhancing their reasoning capabili-
ties (DeepSeek-AI et al., 2025; Lightman et al., 2024; Ue-
sato et al., 2022; Wang et al., 2024). Recent works apply RL
to train LLM agents for multi-turn decision-making tasks,
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such as code generation (Jain et al., 2025; Le et al., 2022),
web navigation (Bai et al., 2024; Putta et al., 2024; Qi et al.,
2025), and task-oriented dialogues (Abdulhai et al., 2023;
Verma et al., 2022; Zhou et al., 2024), where each action by
the agent influences future states in the environment.

However, exploration remains a key challenge in RL (Braf-
man & Tennenholtz, 2002; Strens, 2000; Thrun, 1992). Clas-
sical exploration strategies that sample random actions, such
as ϵ-greedy and upper confidence bound (Auer et al., 2002),
fail to efficiently explore the expansive action space of LLM
agents, where actions are token sequences spanning multi-
ple turns. Random perturbations rarely produce coherent
alternative actions, making it difficult to explore the space
of multi-turn sequences in a purposeful way.

Our key insight is that LLMs can guide exploration
through hindsight reasoning—by analyzing completed tra-
jectories and proposing counterfactual actions that might
have led to higher returns. Prior works empirically show
that LLMs exhibit this form of hindsight reasoning (Bai
et al., 2022; Kim et al., 2023; Madaan et al., 2023; Shinn
et al., 2023), often revising their responses based on feed-
back. However, naively imitating these counterfactual ac-
tions does not guarantee policy improvement—they may be
suboptimal or unrealizable.

We present HOPE (Hindsight Off-Policy Exploration),
which leverages environment rewards and a learned critic to
identify the counterfactual actions that have resulted in im-
proved outcomes. HOPE integrates hindsight-guided explo-
ration into both stages of actor-critic RL. In critic training, it
augments the replay buffer by splicing in high-value counter-
factual actions at intermediate timesteps of past trajectories
and then rolling out the current policy, thereby broadening
state–action coverage. In actor updates, it biases exploration
toward promising regions by sampling candidate actions
from a learned counterfactual generator and evaluating them
via the critic. We show that HOPE is both easy to incorporate
into existing multi-turn RL pipelines and closely aligned
with the principles of posterior sampling, as it explores by
generating actions conditioned on past outcomes.

Our key contributions are:

1. A novel framework, HOPE, that injects hindsight-guided
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Figure 1. Overview of HOPE that integrates hindsight-guided exploration in actor-critic RL training. The training loop is iterative. Stage
1: Collect diverse rollouts to compute Q targets by augmenting past rollouts with counterfactual actions and rolling out the remaining
steps with the current policy πi. Stage 2: Train the critic Qi(s, a) via supervised learning. Stage 3: Train the policy via RL and hindsight
guided action exploration, where it samples counterfactual actions with probability β.

exploration into critic and actor stages of multi-turn RL.

2. A counterfactual action generator that steers the actor’s
exploration during RL by proposing alternative actions.

3. Experiments validation on diverse multi-turn decision-
making domains (Abdulhai et al., 2023), showing that
HOPE outperforms leading multi-turn RL approaches on
task-oriented dialogue and tool-use tasks.

2. Approach
We introduce HOPE (Hindsight Off-Policy Exploration) in
Algorithm 1, a framework that leverages LLMs’ hindsight
reasoning to guide exploration in multi-turn RL. Unlike
conventional approaches that rely on random action noise,
HOPE proposes counterfactual actions by analyzing com-
pleted trajectories. A hindsight proposer generates outcome-
conditioned alternatives from trajectory summaries (Sec-
tion 2.1), which are then used to improve state-action cover-
age during critic training (Section 2.2) and steer exploration
during actor training (Section 2.3).

2.1. Hindsight Proposer

We introduce a hindsight proposer, πH , a LLM policy that
generates a counterfactual action given a state st and a
completed trajectory τ = (s0, a0, r0, . . . ). The goal is to
produce an alternative action that might have led to a better
outcome.

A key challenge is that completed trajectories are long and
entangled: they contain many state-action pairs whose con-
tributions to final reward are hard to disentangle. Prompting
an LLM directly on τ often yields shallow or noisy revisions.

To address this, we introduce a two-step decomposition.
First, we use a summarizer LLM πsum to generate a compact,
natural language summary ϕ ∼ πsum(· | τ) that reflects the
policy’s high-level strategy and assesses the effectiveness
of individual actions. This summary typically includes both
behavioral intent (e.g., "the agent fails to consider a com-
mon category...") and retrospective feedback ("this prevents
the agent from searching effectively..."). Then, conditioned
on the state st and summary ϕ, the hindsight proposer πH

generates a counterfactual action aHt ∼ πH(· | st, ϕ).

Prior work has demonstrated that LLMs are capable of hind-
sight reasoning—either by refining their responses based on
feedback (Bai et al., 2022; Kim et al., 2023; Madaan et al.,
2023; Shinn et al., 2023) or generating post-hoc explana-
tions conditioned on ground-truth answers (Wadhwa et al.,
2024; Xu et al., 2024; Zelikman et al., 2022). However,
these capabilities have primarily been applied to improve
generation quality or interpretability. In contrast, we use
hindsight reasoning to guide exploration: the LLM sum-
marizes completed trajectories and proposes counterfactual
actions that could have led to better outcomes. This al-
lows the agent to incorporate structured exploratory data
during training, rather than relying solely on stochastic or
undirected exploration strategies.

2.2. Hindsight-Guided Critic Training

Algorithm 2 presents hindsight-guided data collection to ex-
pand state-action coverage in the critic training data. We first
collect a small set of on-policy trajectories {τ} with the cur-
rent policy πi−1. We summarize each trajectory τ as ϕ and
randomly select a state st to query the hindsight proposer
for a counterfactual action aHt ∼ πH(· | st, ϕ). To evaluate
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Algorithm 1 Actor-Critic RL with HOPE (Hindsight Off-Policy Exploration)
1: Initialize with agent policy π0

2: for iteration i = 1, . . . ,K do
3: // Stage 1: Collect rollouts (Explore with HOPE)
4: Collect on-policy rollouts {(. . . , st, at, rt, . . .)} using πi−1 and store in replay buffer G(s, a)
5: Collect hindsight-guided rollouts Algorithm 2 and maintain data ratio α in G(s, a)
6: // Stage 2: Train Process Reward Model
7: Compute PRM targets via (3) and aggregate into dataset D = {(s, a, Q̂)}
8: Train PRM Qi to minimize soft binary cross-entropy loss:

Qi = argmin
Q

−E(s,a,Q̂)∼D

[
Q̂ logQ(s, a) + (1− Q̂) log(1−Q(s, a))

]
(1)

9: // Stage 3: Train Policy via RL (Explore with HOPE)
10: Train policy πi to maximize Qi, exploring with probability β via hindsight proposer πH

πi = argmax
π

Es∼D,a∼Sample(s,πi,πH ,β) [Qi(s, a)]− βDKL [π(a | s)∥πi−1(a | s)] (2)

11: end for
12: return Best π ∈ {π1, . . . , πK} on validation dataset

whether aHt can improve outcomes, we augment the original
trajectory with aHt before completing the rollout with πi−1

and obtaining τH = (. . . , st, a
H
t , rHt , st+1, at+1, . . .).

Then, we store all collected trajectories that pass through
each encountered state-action pair (s, a) in a replay buffer
G(s, a) before computing target Q-values via Monte Carlo
Estimation. To account for off-policy data introduced by
the hindsight proposer, we construct G(s, a) using a mixture
that consists α percentage of hindsight data and (1−α) data
from on-policy trajectories {τ}.

2.3. Hindsight-Guided Actor Training

To guide action exploration during RL, HOPE samples
counterfactual actions from the hindsight proposer aH ∼
πH(s, ϕ) with probability β given a state s and a corre-
sponding summary ϕ. Setting β = 0 recovers the original
actor objective where actions are only sampled from the
LLM agent. The critic Q(s, a) provides supervision on
the counterfactual actions, allowing the actor to learn from
actions that lead to higher Q-estimates. Because counterfac-
tual actions are explicitly generated to differ from collected
experiences, they help overcome premature convergence
when actions sampled from the policy are clustered around
local optima (Xie et al., 2024; Zhang et al., 2025).

3. Experiments
We discuss domain, training details, and additional experi-
ments that (1) compare HOPE against other unguided/guided
exploration strategies Section E.1 and (2) study the optimal
data mixture for critic training Section E.2 in the appendix.

Baselines. We evaluate the effectiveness of HOPE against a
range of baseline approaches. We begin by benchmarking
the zero-shot performance of GPT-4o and the base model,
Llama-3.2-3B-Instruct (Grattafiori et al., 2024) (denoted as
3B). Following RLHF (Ouyang et al., 2022), we supervised
finetune the base model for 3 epochs using gpt4o’s rollouts
on the train set and denote this policy as π0. Using π0 as
the starting model for training, we compare various imita-
tion learning (IL) and reinforcement learning (RL) methods.
LEAP (Choudhury & Sodhi, 2025) is an IL approach that
directly finetunes the policy to imitate corrective actions
from a teacher policy, which is the hindsight proposer for
our setting (Sec. 2.1). For RL, we compare with Rejection
Sampling (Reject-S for short) (Grattafiori et al., 2024)
that skips training a critic. It iteratively finetunes the pol-
icy on successful trajectories as indicated by the environ-
ment sparse reward. Meanwhile, PRM+RL is an actor-critic
method that explicitly trains a critic similar to HOPE, but it
does not leverage the hindsight proposer for its critic’s data
collection (i.e, α = 0) and simply samples actions from the
current policy with high temperature 1.0.

3.1. Does HOPE outperform state-of-the-art IL and RL
algorithms?

Table 1 shows that HOPE consistently outperforms all base-
lines, achieving the highest rewards and success rates across
all domains. Among the RL baselines, Reject-S often
fails to improve over the initial policy π0, particularly in the
TwentyQuestions and CarDealer environments. This is be-
cause it only updates the policy using state-action pairs from
successful trajectories, ignoring potentially informative roll-
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TwentyQuestions GuessMyCity CarDealer (Tool)

Return ↑ Success ↑ Return ↑ Success ↑ Return ↑ Success ↑

gpt4o 1.00 (0.11) 0.61 (0.06) 1.00 (0.12) 0.56 (0.05) 1.00 (0.09) 0.59 (0.05)
3B 0.09 (0.04) 0.28 (0.05) 0.01 (0.01) 0.01 (0.01) 0.40 (0.07) 0.51 (0.05)
π0 1.08 (0.11) 0.67 (0.05) 0.80 (0.09) 0.70 (0.05) 1.03 (0.08) 0.66 (0.05)

LEAP
π1 1.16 (0.12) 0.68 (0.06) 0.35 (0.04) 0.59 (0.05) 0.77 (0.08) 0.52 (0.05)
π2 0.52 (0.09) 0.45 (0.06) 0.29 (0.03) 0.62 (0.05) 0.86 (0.08) 0.57 (0.05)

Reject-S
π1 0.63 (0.11) 0.55 (0.06) 0.46 (0.02) 0.69 (0.02) 1.07 (0.08) 0.68 (0.05)
π2 0.90 (0.13) 0.63 (0.06) 0.31 (0.03) 0.62 (0.05) 1.00 (0.08) 0.62 (0.05)

PRM+RL
π1 1.19 (0.16) 0.55 (0.06) 0.35 (0.05) 0.66 (0.05) 1.00 (0.08) 0.67 (0.05)
π2 1.05 (0.09) 0.82 (0.05) 0.54 (0.03) 0.66 (0.02) 1.14 (0.08) 0.72 (0.04)

HOPE
π1 1.15 (0.13) 0.77 (0.05) 0.45 (0.05) 0.74 (0.05) 1.07 (0.08) 0.69 (0.05)
π2 1.91 (0.09) 0.97 (0.02) 0.91 (0.10) 0.77 (0.04) 1.20 (0.08) 0.77 (0.04)

Table 1. Policy performance on test sets of three task-oriented conversational environments. We report the average normalized return
and success rate with standard error, and we highlight the top-performing approaches. The return is normalized with respect to GPT-4o’s
performance. HOPE consistently outperforms other IL and RL baselines.

Hindsight Critic x x ✓ ✓

Explore in Actor x ✓ x ✓

success 0.55 0.62 0.77 0.77
(0.06) (0.06) (0.05) (0.05)

Table 2. Effect of hindsight-guided exploration during actor
training. ✓ in Critic represents α = 0.4 where the critic is
trained with 40% hindsight data. ✓ in Actor represents β =
0.5. We report the average success rate and standard error in
TwentyQuestions test set.

outs that result in failure. In contrast, PRM+RL is more
competitive, as its actor is trained to maximize Q-values es-
timated by a critic, enabling it to learn from both successful
and unsuccessful trajectories. However, since its critic is
trained only on on-policy data, it suffers from limited state-
action coverage. This limits the actor’s ability to discover
higher-value behaviors. HOPE overcomes this limitation
through hindsight-guided exploration, which augments the
critic training data with diverse, high-value counterfactual
actions and improves critic supervision. Finally, the IL
baseline LEAP often underperforms, as it simply imitates
the hindsight proposer, which may generate suboptimal or
infeasible actions in certain contexts.

3.2. Does hindsight-guided exploration for RL training
improve performance?

We investigate how hindsight-guided exploration influences
actor training by varying the hyperparameter β that controls
the probability of sampling counterfactual actions from the
hindsight generator.

Setup. We compare four configurations: (α = 0.0, β =
0.0), which does not utilize any hindsight exploration; (α =
0.0, β = 0.5), which only uses hindsight-guided exploration
during actor training; (α = 0.4, β = 0.0), which only
uses hindsight-guided critic trained on 40% hindsight data;
(α = 0.4, β = 0.5), which uses hindsight exploration both
in critic and actor training. To cost-efficiently generate
counterfactual actions during RL training, we distill the
GPT-4o hindsight proposer πH into a Llama-3.2-3B-Instruct
model via supervised fine-tuning for three epochs on data
(st, ϕ, a

H
t ) ∼ πH(· | st, ϕ).

Results. Table 2 reports the average success rate of the
policy trained with these configurations on the TwentyQues-
tions test set. We observe that hindsight-guided exploration
during critic training contributes to the most significant per-
formance gain (0.55 → 0.77). When a critic is ineffective
(α = 0), guided exploration during actor training can boost
performance (0.55 → 0.62). When the critic is trained with
a sufficient state-action coverage, additional exploration in
actor training does not yield additional gains.

4. Discussion
We present HOPE, which leverages the hindsight reason-
ing capabilities of LLMs to guide exploration in multi-turn
reinforcement learning. Rather than directly imitating coun-
terfactual actions, HOPE integrates them into both actor and
critic training. By combining rewards with a learned critic,
the method identifies which counterfactuals lead to better
outcomes and uses them to shape future behavior. Still, a
few limitations remain: (1) HOPE inserts a single counter-
factual action per trajectory before reverting to on-policy
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rollouts, as full rollouts from counterfactuals require ex-
pensive environment simulation; and (2) experiments were
conducted with LLMs up to three billion parameters, leav-
ing open the question of how well these findings generalize
to larger models. Looking ahead, we see HOPE as a step to-
ward more efficient reinforcement learning with foundation
models—where learning is guided not just by trial and error,
but by reasoning informed over past experience.
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A. Related Work
A.1. Exploration with LLMs

Early works investigate LLMs’ ability to explore under in-context learning, where only the input to the model is updated
instead of the model parameters. Some study this ability in multi-armed bandit problems (Coda-Forno et al., 2023;
Krishnamurthy et al., 2024; Liu et al., 2024; Nie et al., 2024), while others investigate whether LLMs can self-refine and
explore actions given feedback (Bai et al., 2022; Kim et al., 2023; Madaan et al., 2023; Shinn et al., 2023). However,
prompting-based approaches require significant engineering efforts (e.g., by explicitly modeling the structure of the state
space (Ma et al., 2023)).

RLHF (Ouyang et al., 2022) provides a practical framework for training and aligning LLMs. To improve the sample
efficiency, recent works propose adding an optimistic exploration bonus to the RLHF loss (Cen et al., 2025; Dwaracherla
et al., 2024; Xie et al., 2024; Zhang et al., 2025), but they are limited to single-turn and are difficult to apply to the multi-turn
setting that requires exploration both at the turn level and the token level. Closer to our work are ones that utilize posterior
sampling to guide exploration (Arumugam & Griffiths, 2025; Dwaracherla et al., 2024). Dwaracherla et al. (Dwaracherla
et al., 2024) estimate uncertainty via an ensemble of reward models, but it does not directly train the LLM and is also limited
to single-turn tasks. Concurrent work (Arumugam & Griffiths, 2025) uses LLMs to explicitly sample from the posterior
over possible MDPs and show positive results for multi-turn deterministic environments. However, they discuss how their
approach fails to scale in stochastic domains, which include task-oriented dialogue tasks explored in our work. Instead
of explicitly estimating and sampling from the posterior, HOPE takes inspiration from works that utilize LLMs’ hindsight
reasoning ability (Kroeger et al., 2023; Wadhwa et al., 2024; Xu et al., 2024; Zelikman et al., 2022). Given the summary of
a completed trajectory in hindsight, the LLM implicitly estimates a posterior over plausible MDPs and samples possible
actions that would be optimal under the MDPs in its reasoning.

A.2. Training LLMs for Multi-Turn Tasks

Reinforcement learning has been leveraged to train LLM agents on reasoning (DeepSeek-AI et al., 2025; Lightman et al.,
2024; Wang et al., 2024), learning self-correction (Kumar et al., 2024; Qu et al., 2024), code generation (Jain et al., 2025;
Le et al., 2022), and interactive environments (Bai et al., 2024; Carta et al., 2023; Putta et al., 2024; Qi et al., 2025; Zhai
et al., 2024). A class of approaches utilizes rejection sampling to only fine-tune the LLM on successful trajectories (Chen
et al., 2023; Grattafiori et al., 2024; Zelikman et al., 2022). Some works also utilize failed trajectory by learning from expert
correction (Choudhury & Sodhi, 2025) or a contrastive loss (Song et al., 2024). Meanwhile, ARCHER (Zhou et al., 2024)
frames the multi-turn problem as a hierarchical MDP where the lower-level MDP considers each token as actions and the
higher-level MDP optimizes rewards over turns. In addition to only optimizing sparse reward signals, recent works adopt an
actor-critic framework, where they train a critic, or a process reward model, that provides dense supervision (Lightman
et al., 2024; Lu et al., 2024; Luo et al., 2024; Setlur et al., 2025; Uesato et al., 2022; Wang et al., 2024). While our work is
agnostic to a specific RL algorithm as we focus on improving exploration in multi-turn tasks, we also practically show a
simple, scalable implementation of actor-critic RL that trains a critic and an actor over iterations.

B. Preliminaries
Problem Formulation. We model the multi-turn decision-making problem as a Markov Decision Process (MDP) for the
LLM agent. At each turn t, the agent receives state st = {o0, a0, . . . , ot}, the history of observations and actions so far.
It then takes an action at, a token sequence, and transitions to a new state st+1 according to the environment’s transition
dynamics. We assume access to a sparse reward signal r(st, at) only at the end of the trajectory. The goal is to learn a policy
π(at | st) that maximizes the expected discounted return: Eπ

[∑T−1
t=0 γtr(st, at)

]
.

Actor Critic for Multi-Turn RL. Multi-turn RL can be viewed as a hierarchical RL problem consisting of two nested
RL loops: (1) turn-level RL and (2) token-level RL. We solve the turn-level RL problem by rolling out the agent in the
environment, collecting state-action trajectories and training a Process Reward Model (PRM) Q(s, a), akin to a critic in
actor-critic RL. The LLM policy is then solved by optimizing the PRM using a token-level RL algorithm. While this recipe
has been used to great success in math and reasoning settings (Lightman et al., 2024; Setlur et al., 2025; Uesato et al., 2022;
Wang et al., 2024), this framework is underexplored in the LLM agent setting.

The training loop is iterative: at each iteration i, the current policy πi−1 is rolled out to generate trajectories. For each
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encountered state-action pair (s, a), all trajectories passing through (s, a) are stored in a replay buffer G(s, a). The PRM
target dataset D = {(s, a, Q̂)} is constructed using Monte Carlo estimates:

Q̂(s, a) =
1

|G(s, a)|
∑

(st,at)∈G(s,a)

T−1∑
k=t

γk−tr(sk, ak). (3)

The PRM Qi is trained on D, and the policy πi is then trained to maximize Qi while staying close to πi−1, using algorithms
such as PPO (Schulman et al., 2017), rejection sampling (Grattafiori et al., 2024), or Online DPO (Guo et al., 2024).

The effectiveness of this framework hinges on the quality and diversity of trajectories in the replay buffer. When exploration
is limited, the buffer contains few high-reward state-action pairs, leading to poor value estimates and stagnated policy
improvement.

C. Approach Details

Algorithm 2 HOPE Data Collection For Critic
1: Input: Dataset of onpolicy rollouts {τ}; current policy

π; rollout summarizer πsum(ϕ | τ); hindsight proposer
πH(aH | st, ϕ).

2: for each onpolicy rollout τ do
3: Get summary ϕ ∼ πsum(· | τ)
4: for each randomly sampled timestep t do
5: Get counterfactual aHt ∼ πH(· | st, ϕ)
6: Create partial rollout τH = (. . . , st, a

H
t )

7: Complete τH with π and store in dictionary GH(s, a)
8: end for
9: end for

10: return State-action dictionary GH(s, a)

Table 3 reports the hyperparameters, the number of
gpu/cpu/memory, and estimated training time used during
training. We train our models on NVIDIA RTX 6000/N-
VIDIA RTX 6000 Ada, and we build upon the training
code in OpenInstruct1. Below, we describe each stage
of training: SFT to get π0 (Section C.1), collecting critic
data (Section C.2), iteratively training critic (Section C.3),
and iteratively training actor (Section C.4).

C.1. Supervised Finetuning (SFT)

We train Llama-3.2-3B-Instruct on gpt4o rollouts on the
training set (and there are 3 trajectories per game). We
format the dataset in standard SFT format, where the
input includes instruction and the state (the history of
observations and actions so far) st = {o0, a0, . . . , ot},
and the output is the gpt4o’s action at. Note that we
follow ReAct (Yao et al., 2023) and make at contain both
the actual action to take and the reasoning for this action.

For CarDealer, because the agent has to first make API calls to the dealership database before talking to the user, the model
is trained on equal amount of data with corresponding prompts for both tasks.

C.2. Collecting Trajectories

Algorithm 2 shows how HOPE leverage the hindsight proposer to increase state-action coverage for critic training data.

We leverage a fast inference library, SG-Lang2 to serve both the environment simulator and the current policy efficiently.

For all domains, we first collect 14 trajectories per game on the training set via the current policy with a temperature of
1.0. Then, we randomly sample 4 trajectories to augment. For each of these trajectories, we randomly sample 2 timesteps
based on a domain-specific range with respect to the trajectory length. On a first principle, for domains that require search
(TwentyQuestions, GuessMyCity), the counterfactual action is not useful when the timestep is too early (when the policy
can already eliminate common categories) or when the timestep is too late (when the proposer can directly end the game
by guess the word). At each sampled timestep, we use the hindsight proposer to generate 2 distinct counterfactual actions.
Then, we augment the original trajectory by splicing in the counterfactuals before completing the trajectory with the original
policy. Thus, with all the parameters, we generate 4× 2× 2 = 16 hindsight trajectories.

Note that, because CarDealer requires generating two-part counterfactuals (first 2 counterfactual API calls, then 2 counter-
factual responses to the user), we generate 4× 2× (2 + 2) = 32 hindsight trajectories in total.

1https://github.com/allenai/open-instruct
2https://github.com/sgl-project/sglang
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Dataset TwentyQuestion GuessMyCity CarDealer

SFT
batch size 4 4 2
gradient accumulation steps 16 16 12
train epochs 3
learning rate 3.00e-05
lr schedular cosine
# gpus 2 2 4
# cpus 2 2 4
Mem (GB) 80 80 200
Estimated Time (hrs) 1.25 1.25 1.50

Collecting Trajectory
# onpolicy traj 14
policy sample temp 1.0
# offpolicy traj 16 16 32
# timesteps to sample 2
sampling range (T = len(traj)) [0.3T, 0.6T ) [0.3T, 0.8T ) [2, T − 1)
# counterfactuals at a timestep 2
hindsight proposer πH temp 0.3

Critic Training
α (% of hindsight data) 0.4 0.5 0.5
batch size 4
gradient accumulation steps 16
train epochs 1
learning rate 5.00e-06
lr schedular linear
# gpus 2 2 4
# cpus 2 2 4
Mem (GB) 80 80 200
Estimated Time (hrs) 2.00 2.00 2.50

Actor Training - OnlineDPO
batch size 2
gradient accumulation steps 6 6 1
train epochs 1
learning rate 8.00e-08
lr schedular linear
generation temp 0.7
# gpus (1 used for generator) 4 4 6
# cpus 2 2 4
Mem (GB) 200 200 250
Estimated Time (hrs) 2.25 3.00 3.40

Shared parameters
max seq length 2048 3000 3500
optimizer AdamW

Table 3. Training hyperparameters and estimated training time.
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C.3. Training Critic via Supervised Learning

We fix the dataset to 10k datapoints for TwentyQuestions/GuessMyCity and 20k datapoints for CarDealer (because we have
10k datapoints for making API call and 10k datapoints for responding to buyer).

After calculating the Q-values via MC estimate, we normalize the Q-targets to be between [0, 1]. To maintain a balance
dataset, we ensure that 50% of datapoints have low values [0, 0.5) and 50% of datapoints have high values [0.5, 1].

• For low-value data, we prioritize using datapoints from on-policy trajectories (i.e., trajectories that are generated by only
sampling from the current policy). If there isn’t enough datapoints, we add hindsight trajectories until sufficient.

• For high-value data, we use α to control the percentage of datapoints from hindsight trajectories.

Critic is initialized with weights from π0. It has an additional randomly initialized linear layer of dimension
[hidden_dim, 1] because it predicts a scalar value. To select the best intermediate checkpoint for actor training, we
evaluate the Best-of-N performance of using the current policy πi−1 as the generator and the checkpoint as the critic.
Specifically, at each step, πi−1 generates (N = 15) actions at temperature 0.7, and we execute the action with the highest
score from the critic. The best critic is one that has the highest Best-of-N success rate on the validation set.

C.4. Training Actor via OnlineDPO

Similar to the critic, the actor is initialized with weights from π0. The parameter β controls the probability of generating
counterfactual actions from the hindsight proposer. For most experiments, we set β = 0.0. When we use hindsight-guided
action experation, we set β = 0.5

Due to budget constraints, we distill the GPT-4o hindsight proposer into a Llama-3.2-3B-Instruct. To create the training
data, we first consolidate all the counterfactual actions generated during Section C.2 and use SFT to fully fine-tune Llama-
3.2-3B-Instruct for 2 epoches using learning rate 3e-5. Then, we further fine-tune the model on only counterfactuals that
lead to success for another epoch using learning 3e-6. The other training hyperparameters are the same as the one for SFT in
Table 3.

C.4.1. EVALUATION

For all domains, we evaluate the policy once per game on the training set. For TwentyQuestions and CarDealer, we evaluate
the policy three times per game on the validation and test set. For GuessMyCity, we evaluate the policy ten times per game
on the validation and test set. We always select the intermediate checkpoint that has the average highest validation success
rate.

D. Experiments Setup
Multi-Turn Environments. We evaluate our approach across 3 multi-turn conversational environments proposed in the
LMRL Gym benchmark (Abdulhai et al., 2023). Each environment models a conversation, where the LLM agent must talk
with a simulated user to achieve some goal. Below, we describe the conversation structure, reward function, success criteria,
and dataset splits for each environment:

• TwentyQuestions. In this environment, the LLM agent must identify a secret object selected by the simulator. To do so,
the agent has up to 20 turns, each consisting of a single yes-or-no question aimed at narrowing down the possibilities.
The answers are simulated by prompting a Llama-3.2-3B-Instruct model (Grattafiori et al., 2024) with the secret object
name and the question. The LLM agent receives a -1 reward on each turn, and the episode ends with a reward of 0 when
the secret object is correctly guessed. The train and validation set share the same object categories but contain different
objects. The test set contains new objects from categories not seen in the train/validation sets.

• GuessMyCity. As in the previous environment, the simulator selects a secret city that the LLM agent must identify.
However, instead of asking yes-or-no questions, the agent can ask up to 10 open-ended questions, each eliciting a
free-form response. We use Llama-3.2-3B-Instruct (Grattafiori et al., 2024) to simulate the environment. The episode
ends successfully with reward of 0 when the agent correctly guesses the secret city, accruing a reward of -1 for all previous
turns. The training and validation sets include cities from the same set of countries, while the test set uses an unseen set of
countries.

15



Hindsight Exploration for LLMs in Multi-Turn RL

• CarDealer (Tool). We extend the original Car Dealer environment to incorporate tool use. In this environment, the LLM
agent plays the role of a car dealer aiming to sell a vehicle to a buyer within 10 dialogue turns. At each turn, the agent
may first issue a database tool call to search the inventory and then respond to the buyer. The interaction ends when the
buyer agrees to a purchase, with a reward of (purchase_cost)2/(budget× market_price); all prior turns yield
zero reward. We simulate buyers with diverse personalities and constraints using Qwen2.5-14B-Instruct (Qwen et al.,
2025). The validation set models the same buyer profiles as the training set, while varying the available cars. The test set
has both unseen buyer profiles and cars.

Baselines. We evaluate the effectiveness of HOPE against a range of baseline approaches. We begin by benchmarking the
zero-shot performance of GPT-4o and the base model, Llama-3.2-3B-Instruct (Grattafiori et al., 2024) (denoted as 3B).
Following RLHF (Ouyang et al., 2022), we supervised finetune the base model for 3 epochs using gpt4o’s rollouts on the
train set and denote this policy as π0. Using π0 as the starting model for training, we compare various imitation learning (IL)
and reinforcement learning (RL) methods. LEAP (Choudhury & Sodhi, 2025) is an IL approach that directly finetunes the
policy to imitate corrective actions from a teacher policy, which is the hindsight proposer for our setting (Sec. 2.1). For RL,
we compare with Rejection Sampling (Reject-S for short) (Grattafiori et al., 2024) that skips training a critic. It iteratively
finetunes the policy on successful trajectories as indicated by the environment sparse reward. Meanwhile, PRM+RL is an
actor-critic method that explicitly trains a critic similar to HOPE, but it does not leverage the hindsight proposer for its
critic’s data collection (i.e, α = 0) and simply samples actions from the current policy with high temperature 1.0.

Figure 2. Policy performance given different exploration
strategies. We use the test set of TwentyQuestions to evaluate
π1 trained with different exploration approaches and report
the average success with standard error.

Training Details. We perform two iterations for all approaches.
Both LEAP and Reject-S trains from the base model (Llama-
3.2-3B-Instruct) instead of π0 for 1 epoch because we empiri-
cally observe that training from π0 degrades performance. In
contrast, both PRM+RL and HOPE initialize the actor and critic
before training with weights from π0 because effective RL re-
quires a policy that has already learned to format its output based
on prompt instruction. To enable the critic to output scalar Q-
values, we append a randomly initialized linear layer (Ouyang
et al., 2022; Stiennon et al., 2020), and we train it from a dataset
with a fixed size of 10k datapoints. Both approaches optimize
the actor using OnlineDPO (Bai et al., 2025). By default, we dis-
able hindsight-guided exploration during actor training, setting
β = 0. We model HOPE’s hindsight proposer πH(aH |s, ϕ) via
gpt4o. Appendix includes detailed information about the ratio
α of hindsight data used to train HOPE’s critic in each domain,
prompts, and training hyperparameters,

Metrics. We report the success rate and normalized returns
(i.e., cumulative rewards normalized with respect to GPT-4o’s
performance) on the test set. We evaluate all intermediate train-
ing checkpoints on the validation set and select the best-performing one for final evaluation on the test set.

E. Additional Experimental Results
E.1. How effective is hindsight-guided data collection for critic training?

We evaluate the effectiveness of hindsight-guided exploration against both unguided and guided exploration strategies. For
each method, we train a policy π1 using actor-critic RL and report its test-time performance on the TwentyQuestions domain.

As an unguided baseline, H-Temp (PRM+RL) explores by sampling actions from π0 with a high temperature of 1.0,
collecting 30 rollouts per task to train the critic. We also compare against two guided strategies, Explore-Prompt
and Oracle-Explore, both of which follow the HOPE protocol in Algorithm 2 by collecting 14 on-policy rollouts
with π0, followed by 16 guided rollouts. Instead of using a hindsight proposer, Explore-Prompt samples 5 actions
from π0 (at temperature 1.0) and then augments the prompt to explicitly request actions that differ from those samples.
Oracle-Explore, in contrast, uses an oracle proposer—specifically, the final HOPE policy π2—to generate actions,
serving as an upper bound for guided exploration.
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LEAP Reject-S PRM+RL HOPE

gpt4o 3B π0 π1 π2 π1 π2 π1 π2 π1 π2

Tw
en

ty
Q

ue
st

io
ns Train Return 1.00 (0.09) 0.06 (0.02) 1.04 (0.09) 1.13 (0.09) 1.15 (0.09) 1.25 (0.08) 1.24 (0.09) 1.53 (0.08) 1.34 (0.09) 1.28 (0.09) 1.29 (0.09)

Success 0.60 (0.04) 0.16 (0.03) 0.66 (0.04) 0.75 (0.04) 0.77 (0.04) 0.79 (0.04) 0.79 (0.04) 0.86 (0.03) 0.81 (0.04) 0.77 (0.04) 0.80 (0.04)

Val Return 1.00 (0.09) 0.04 (0.02) 1.01 (0.05) 1.21 (0.09) 1.00 (0.11) 1.22 (0.10) 1.07 (0.09) 1.38 (0.05) 1.10 (0.05) 1.18 (0.04) 1.34 (0.05)
Success 0.65 (0.05) 0.16 (0.04) 0.62 (0.02) 0.83 (0.04) 0.64 (0.05) 0.79 (0.04) 0.79 (0.04) 0.79 (0.02) 0.79 (0.02) 0.77 (0.02) 0.78 (0.02)

Test Return 1.00 (0.11) 0.09 (0.04) 1.08 (0.11) 1.16 (0.12) 0.52 (0.09) 0.63 (0.11) 0.90 (0.13) 1.19 (0.16) 1.05 (0.09) 1.15 (0.13) 1.91 (0.09)
Success 0.61 (0.06) 0.28 (0.05) 0.67 (0.05) 0.68 (0.06) 0.45 (0.06) 0.55 (0.06) 0.63 (0.06) 0.55 (0.06) 0.82 (0.05) 0.77 (0.05) 0.97 (0.02)

Total Return 1.00 (0.06) 0.06 (0.01) 1.03 (0.04) 1.16 (0.06) 0.95 (0.06) 1.09 (0.06) 1.10 (0.06) 1.39 (0.04) 1.14 (0.04) 1.19 (0.04) 1.39 (0.04)
Success 0.62 (0.03) 0.19 (0.02) 0.63 (0.02) 0.76 (0.03) 0.65 (0.03) 0.73 (0.03) 0.75 (0.03) 0.78 (0.02) 0.80 (0.02) 0.77 (0.02) 0.80 (0.02)

G
ue

ss
M

yC
ity

Train Return 1.00 (0.11) 0.03 (0.01) 0.93 (0.09) 0.60 (0.06) 0.39 (0.04) 0.50 (0.04) 0.52 (0.04) 0.36 (0.03) 0.63 (0.07) 0.37 (0.03) 0.87 (0.09)
Success 0.58 (0.04) 0.04 (0.02) 0.72 (0.04) 0.70 (0.04) 0.66 (0.04) 0.76 (0.04) 0.81 (0.04) 0.66 (0.04) 0.65 (0.04) 0.64 (0.04) 0.71 (0.04)

Val Return 1.00 (0.11) 0.07 (0.03) 0.74 (0.05) 0.40 (0.05) 0.26 (0.03) 0.41 (0.02) 0.35 (0.02) 0.27 (0.01) 0.42 (0.02) 0.32 (0.03) 0.69 (0.07)
Success 0.66 (0.05) 0.10 (0.03) 0.74 (0.03) 0.68 (0.05) 0.59 (0.05) 0.79 (0.02) 0.78 (0.02) 0.72 (0.02) 0.73 (0.02) 0.74 (0.05) 0.78 (0.04)

Test Return 1.00 (0.12) 0.01 (0.01) 0.80 (0.09) 0.35 (0.04) 0.29 (0.03) 0.46 (0.02) 0.31 (0.03) 0.35 (0.05) 0.54 (0.03) 0.45 (0.05) 0.91 (0.10)
Success 0.56 (0.05) 0.01 (0.01) 0.70 (0.05) 0.59 (0.05) 0.62 (0.05) 0.69 (0.02) 0.62 (0.05) 0.66 (0.05) 0.66 (0.02) 0.74 (0.05) 0.77 (0.04)

Total Return 1.00 (0.07) 0.03 (0.01) 0.80 (0.04) 0.47 (0.03) 0.32 (0.02) 0.44 (0.01) 0.37 (0.01) 0.29 (0.01) 0.50 (0.02) 0.38 (0.02) 0.83 (0.05)
Success 0.59 (0.03) 0.05 (0.01) 0.73 (0.02) 0.66 (0.03) 0.63 (0.03) 0.74 (0.01) 0.77 (0.02) 0.70 (0.02) 0.69 (0.02) 0.70 (0.03) 0.75 (0.03)

C
ar

D
ea

le
r

(T
oo

l) Train Return 1.00 (0.10) 0.33 (0.07) 1.27 (0.11) 1.17 (0.11) 1.27 (0.10) 1.23 (0.11) 1.27 (0.10) 1.31 (0.11) 1.31 (0.11) 1.38 (0.11) 1.34 (0.10)
Success 0.46 (0.04) 0.30 (0.04) 0.54 (0.04) 0.50 (0.05) 0.57 (0.04) 0.54 (0.04) 0.55 (0.04) 0.54 (0.04) 0.54 (0.04) 0.58 (0.04) 0.55 (0.04)

Val Return 1.00 (0.12) 0.68 (0.11) 1.23 (0.13) 1.35 (0.13) 1.44 (0.12) 1.40 (0.13) 1.52 (0.12) 1.51 (0.13) 1.57 (0.13) 1.61 (0.13) 1.62 (0.13)
Success 0.40 (0.05) 0.34 (0.05) 0.47 (0.05) 0.54 (0.05) 0.62 (0.05) 0.56 (0.05) 0.62 (0.05) 0.58 (0.05) 0.60 (0.05) 0.64 (0.05) 0.62 (0.05)

Test Return 1.00 (0.09) 0.40 (0.07) 1.03 (0.08) 0.77 (0.08) 0.86 (0.08) 1.07 (0.08) 1.00 (0.08) 1.00 (0.08) 1.14 (0.08) 1.07 (0.08) 1.20 (0.08)
Success 0.59 (0.05) 0.51 (0.05) 0.66 (0.05) 0.52 (0.05) 0.57 (0.05) 0.68 (0.05) 0.62 (0.05) 0.67 (0.05) 0.72 (0.04) 0.69 (0.05) 0.77 (0.04)

Total Return 1.00 (0.06) 0.46 (0.05) 1.18 (0.06) 1.10 (0.07) 1.19 (0.06) 1.24 (0.06) 1.27 (0.06) 1.28 (0.06) 1.34 (0.06) 1.36 (0.06) 1.38 (0.06)
Success 0.48 (0.03) 0.38 (0.03) 0.55 (0.03) 0.52 (0.03) 0.59 (0.03) 0.59 (0.03) 0.60 (0.03) 0.60 (0.03) 0.62 (0.03) 0.63 (0.03) 0.64 (0.03)

Table 4. Policy performance on all data splits of three task-oriented conversational environments. We report the average normalized
return and success rate with standard error, and we highlight the top-performing approaches. The return is normalized with respect to
gpt4o’s performance.

Figure 2 shows that HOPE matches the success rate of Oracle-Explore (0.77), indicating that the hindsight proposer can
identify comparably useful exploratory actions without access to a strong oracle. While less effective, Explore-Prompt
still outperforms H-Temp (0.72 vs. 0.55), suggesting that prompt-level instruction improves over naive temperature
sampling. However, since Explore-Prompt only encourages superficial diversity—without targeting high-value coun-
terfactuals—it is less effective at uncovering rewarding states and actions compared to HOPE and Oracle-Explore.

Figure 3. Effect of critic data mixture on downstream pol-
icy performance. We vary the percentage of hindsight data
via the hyperparameter α and train the corresponding critic
and π1. We report the average success with standard error in
TwentyQuestions.

E.2. What is the optimal ratio
between on-policy and hindsight data in the replay buffer?

We study how the proportion of hindsight data influences critic
training by varying the data mixture used in Algorithm 2. For
each setting, we construct datasets with a fixed size of 10k
transitions but vary the ratio of on-policy to hindsight-generated
data. As shown in Figure 3, incorporating even a small amount
of hindsight data substantially improves performance: adding
just 20–40% hindsight data increases π1’s success rate from
0.55 (the PRM+RL baseline with no hindsight) to over 0.70.
Performance quickly plateaus, and pure hindsight data does not
yield additional gains. In practice, we use a 60% hindsight and
40% on-policy mixture for the Twenty Questions domain, which
achieves the highest observed success rate of 0.77. Note that
this setting is not purely off-policy—the critic still sees some
on-policy data from π0, which stabilizes learning and anchors
value estimates around feasible behaviors.
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E.3. Full Results

Table 4 shows the complete result of all approaches performance
on different data split. For TwentyQuestions and CarDealer, HOPE outperform all baselines including gpt4o, achieving the
highest normalized return and success rate in total. For GuessMyCity, although HOPE has slightly lower normalized returns
(0.83) compared to gpt4o (1.00), it still outperforms the remaining baselines. Similarly, it has the second highest success
rate (0.75 ± 0.03) that is within standard error of the highest success rate (0.77 ± 0.02).

Overall, other approaches tend to overfit on the train set, while HOPE is able to maintain high performance on the test set.
For example, for TwentyQuestions, although PRM+RL π1 achieves the highest normalized return (1.53) and success rate
(1.38) on the training set, it significantly underperforms on the test set with normalized return of 1.19 and a lower success
rate 0.55 than π0 (0.67). In contrast, although HOPE has the third highest normalized return (1.29) and success rate (0.80), it
maintains the highest normalized return (1.91) and success rate (0.97), significantly outperforming all other baselines.

H-Temp (PRM+RL)

Is it a type of musical instrument?

t=9

Is it a type of natural element?
t=10

…
Is it a meteorite?

Is it Rock?
t=19

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

No.

Yes.

We have eliminated … The remaining 
categories include musical instruments, 
kitchenware, natural elements, …

t=18

No.

No.

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

summary ϕ
…The agent's strategy involved systematically eliminating large 
categories, but it did not focus on the art category… This 
oversight, along with the absence of questions specifically targeting 
art-related items, contributed to the agent's failure …

t=9

Is it a decorative item?

We've excluded many broad categories 
without success, but decorative items 
haven't been considered yet…

πH(aH
t |st, ϕ)

Hindsight 
Proposer

No. …
t=13

Is it a Painting?

Yes.

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

t=9

Explore 
Prompt

Below are common questions at this point in the game. 
You MUST try to explore alternative strategies and 
generate a question that is different: [“Is it a type of 
musical instrument?”, “Is it a type of natural element?”]

Is it a a type of kitchenware?

… Since musical instruments and 
natural elements have been used, I will 
ask kitchenware, which is also common.

No. …
Is it an art supply?

t=14

Yes.

Is it Glue?
t=19

No.

…

x H-Temp fails to narrow down the categories. 

HOPE

x Explore-Prompt eventually finds the 
correct category, but was too slow

Explore-Prompt

✓
Using hindsight, HOPE was able to 
guide the policy to the correct 
categories, allowing it to succeed. 

✓

x x

Figure 4. Qualitative Example of how HOPE improves exploration during critic data collection. The three columns shows traces
of different exploration strategies collecting data for the same game (where the secret word is "Painting". In the 1st column, H-Temp
(PRM+RL) simply sample actions from the policy with high temperature. In the 2nd column, HOPE first summarize the completed rollout
before using the hindsight proposer to generate counterfactual actions. In the 3rd column, Explore-Prompt explicitly prompt the
policy to generate actions different from the common one.

E.4. Qualitative: How does hindsight help exploration?

Figure 4 demonstrations how HOPE effectively explore the state and action space, leading to successful trajectories, compared
to other exploration strategies.

In the 1st column, H-Temp (PRM+RL) simply samples the current policy (in this case π0) at a high temperature of 1.0.
The policy is ineffective at exploring the high-value state space and action space. Although it attempts to eliminate high
level categories, it fails to consider categories such as “art supply", leading the policy to exhaust the maximum number of
questions that it can ask.

In the 3rd column, Explore-Prompt first samples 5 actions from the current policy. Then, given this set of high-
probability actions, prompt asks the policy to generate some alternative actions that differ from the list. The policy is able
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to identify the correct category, but the policy still takes too long and uses all the questions before being able to guess
“Painting." Although Explore-Prompt can increase the diversity of states and actions visited, it fails to intentionally
explore high-value regions of the state and action space.

In contrast, in the 2nd column, HOPE first accurately identifies the original policy’s mistake in its summary ϕ of the
completed trajectory: “it did not focus on the art category... this oversight ... contributes to the agent’s failure." Then, the
hindsight proposer generates an effective counterfactual action “is it a decorative item?", which leads to the policy quickly
guess the correct word at timestep t = 13.

F. Broader Impacts
Enabling LLMs to learn through online interaction unlocks significant societal benefits. In domains like customer service
and software engineering, LLM assistants can automate routine tasks, allowing professionals to focus on higher-order,
intellectually demanding problems.

However, self-improving agents introduce risks if not properly constrained. Without well-defined rewards and safeguards,
such agents may learn behaviors misaligned with human values even if it is optimizing reward signals. Moreover, these
capabilities can be weaponized—malicious actors could make LLM automatically optimize for harmful tasks such as
spreading misinformation. Mitigating these risks requires rigorous safety mechanisms, ethical oversight, and robust
evaluation protocols to ensure alignment with human interests and societal good.

G. Domain: TwentyQuestions Details
G.1. Environment Setup

Training set contains 15 object categories with 110 objects in total. Validation set has unseen objects in the train categories
with 28 objects in total. Test set has 2 unseen object categories with 20 objects.

When the agent successfully guess the word, the reward is 0. Otherwise, the reward is -1 to encourage the agent to complete
the game as soon as possible. The agent has maximum of 20 steps to complete the game.

G.2. Agent Prompt

When there is only one question left, we programmatically change the mode to ‘input_final’, which require the agent to
guess a specific object.

{% if mode == ’input’ %}
You are an intelligent player playing a game of twenty questions. Your objective
↪→ is to ask the minimal number of yes-no questions in order to guess the
↪→ identity of the entity/object chosen by an oracle. You can only ask 20
↪→ questions in total.

The entity/object that the orcacle can choose from are:
{{ all_obj_list }}

Your goal is to generate a yes-no question that either (1) help you narrow down
↪→ the possible things as much as possible or (2) guess the entity/object
↪→ directly.

Please follow these general instructions:

* You MUST ask a yes-no question.

* If you are guessing the entity/object directly, you MUST ask a question in the
↪→ format "Is it {your_guess}?". your_guess must be one of the entity/object that
↪→ the oracle can choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question. Your
↪→ reasoning should also be based on the list of entity/object that the oracle
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↪→ can choose from.

* Consult the history of previous questions and answers to see what questions you
↪→ have asked already so as to not repeat your questions.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

Below is the history of previous questions and answers:
{{ observation_action_history }}

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.
REASON:
Rationale for what question to ask next based on the previous history and the
↪→ list of things that the oracle can choose from.
QUESTION:
The question to be asked. The question must be a yes-no question.
{% elif mode == ’input_final’ %}
You are an intelligent player playing a game of twenty questions. Your objective
↪→ is to ask the minimal number of yes-no questions in order to guess the
↪→ identity of the entity/object chosen by an oracle. You can only ask 20
↪→ questions in total.

The entity/object that the orcacle can choose from are:
{{ all_obj_list }}

Your goal is to generate a yes-no question that either (1) help you narrow down
↪→ the possible things as much as possible or (2) guess the entity/object
↪→ directly.

Please follow these general instructions:

* You MUST ask a yes-no question.

* If you are guessing the entity/object directly, you MUST ask a question in the
↪→ format "Is it {your_guess}?". your_guess must be one of the entity/object that
↪→ the oracle can choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question. Your
↪→ reasoning should also be based on the list of entity/object that the oracle
↪→ can choose from.

* Consult the history of previous questions and answers to see what questions you
↪→ have asked already so as to not repeat your questions.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

Below is the history of previous questions and answers:
{{ observation_action_history }}

You have already asked 19 questions, so this is your final guess. Your goal is to
↪→ consult the list of entity/object that the orcale can choose from and quess
↪→ the entity/object directly.

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.
REASON:
Rationale for what entity/object to quess based on the previous history. In your
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↪→ reason, consult the list of entity/object that the oracle can choose from to
↪→ precisely state VERBATIM what you will guess.
QUESTION:
The question to be asked. The question must be a yes-no question in the format "
↪→ Is it {your_guess}?". your_guess must be one of the entity/object that the
↪→ oracle can choose from.
{% elif mode == ’output’ %}
REASON:
{{ reason }}
QUESTION:
{{ action }}
{% elif mode == ’output_no_reason’ %}
QUESTION:
{{ action }}
{% endif %}

G.3. Summary Prompt

{% if system %}
You are an intelligent assistant summarizing a game of twenty questions, where an
↪→ agent is trying to guess a word by asking at most 20 yes-no questions.

## Overall information about the game
Here is the list of possible secret words:
{{ all_obj_list }}

## What you receive as input
You are given (1) a chat history of the questions and answers and (2) the secret
↪→ word that the agent is trying to guess.

## Your goal and rules to follow
You must summarize the chat history in 2-4 sentences (what the agent asked,
↪→ whether the agent succeeded or not). You must also mention what the actual
↪→ secret word is and what general category the secret word is in.

You should also discuss in your summary the strategy of the agent. You can refer
↪→ to the list of possible secret words to help with your discussion:

* Did the agent repeat similar questions that seem less helpful?

* Did the agent move on to ask about specific things/entities too quickly? Or did
↪→ the agent keep asking broader, higher-level questions even though they can
↪→ directly guess the word with the information it had?

* If the agent succeeded, what type of questions did it ask to help it succeed?

* If the agent failed, what are some possible reasons on why it failed? Did it
↪→ ask questions that violate previous questions and answers? Did it ask about
↪→ things not in the list of possible secret words?

You can directly generate the summary as a paragraph. You should not add any
↪→ formatting (e.g., markdown) when generating the summary.
{% endif %}
{% if not system %}
{% if mode == ’input’ %}
## Chat History
{{ observation_action_history }}
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## Secret Word
{{ goal }}
{% endif %}
{% endif %}

G.4. Hindsight Proposer Prompt

{% if system %}
You are an intelligent teacher who gives guidance on what question to ask in a
↪→ game of twenty questions. In a game of twenty questions, a player is trying to
↪→ guess a secret word by asking at most 20 yes-no questions.

## What you receive as input
You are given (1) a list of the possible secret words and (2) the chat history of
↪→ the questions that the player has asked so far and the corresponding answers.
↪→ To further help you make wise judgements and provide helpful guidance to the
↪→ player, you are also given (3) a summary of the complete game (which includes
↪→ whether the player has succeeded in the end, the actual secret word, and the
↪→ general category that the secred word is in).

## Your goal and rules to follow
Your goal is to use your hindsight reasoning ability to generate {{num_responses
↪→ }} alternative questions that the player should have asked given the current
↪→ chat history. Your process is to: 1. reason about all the information (
↪→ including the summary); 2. generate some questions that the player could have
↪→ asked; 3. generate some plausible reasoning that the player could have come up
↪→ with based on the current chat history.

Please follow these general instructions:
- **Ask feasible questions:** The question that you ask MUST be a question that
↪→ is possible for the player to ask given the current chat history.
- **In teacher_reason, reason with all the information:** You are the teacher. In
↪→ your teacher reasoning, you MUST make reference to specific things mentioned
↪→ under ### List of the possible secret words and the chat history. You MUST ask
↪→ a question that is possible and reasonable to ask given the current chat
↪→ history. You can make use of the ### Summary of the entire game to help you
↪→ identify better but STILL FEASIBLE question to ask given the current chat
↪→ history. For example, the general category that the secret word is in could
↪→ help inform you what kind of question to ask.
- **In player_reason, reasoning should not include secret information from the
↪→ summary:"** You are generating what is the possible reasoning that a player
↪→ can have based on the chat history in order to generate the question. The
↪→ reasoning must not reveal that you know the secret object or the general
↪→ category. It must be a feasible reasoning based on the chat history alone.
- **Question should only be asking about the possible secret words:** Your
↪→ question MUST only ask about objects in ### List of the possible secret words.
- **Ask a new question.** You MUST NOT simply repeat previously asked questions.
↪→ You MUST NOT simply combine multiple previously asked questions.
- If you think it is reasonable and feasible to directly guess the object given
↪→ the current chat history, you can propose the question to directly ask: "Is it
↪→ {your_guess}?". your_guess must be one of the words in ### List of the
↪→ possible secret words.

## Output format
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The output is a list of JSON containing {{num_responses}} different pairs of
↪→ reasoning and feasible question that you would have asked.
‘‘‘json
[

{
"teacher_reason": "string: your rationale for the question that you think
↪→ the player should have asked instead.",
"question": "string: your question",
"player_reason": "string: If you are the player who does not know the
↪→ secret object or the general category that the object is in, what will
↪→ be your reasoning in order to generate the action? You MUST only refer
↪→ to the chat history. You MUST NOT talk about the summary, which the
↪→ player does not have access to. You MUST NOT reveal what the secret
↪→ object is. You MUST NOT reveal what the general category that the secret
↪→ object is in.",

}
...

]
‘‘‘

## Overall information about the current game
### List of the possible secret words
{{ all_obj_list }}

### Summary of the entire game
{{ summary }}
{% endif %}
{% if not system %}
{% if mode == ’input’ %}
Here is the chat history:
{{ observation_action_history }}

At this point in the chat history, what question would you have asked? You MUST
↪→ generate {{num_responses}} different, diverse questions.
{% endif %}
{% endif %}

H. Domain: GuessMyCity Details
H.1. Environment Setup

Training set contains 15 countries, each with 8 cities, so it has 120 cities in total. Validation set has 2 more unseen cities in
the 15 training countries, so it has 30 cities in total. Test set has 3 unseen countries, each with 10 cities, so it has 30 cities.

Because the agent can now ask open-ended questions, it is able to extract much more information per turn compared to
Twenty Questions. Thus, we limit the maximum step to only 10 steps. In addition, we only allow the agent to only guess the
city once. If the agent guesses incorrectly, the episode immediately terminates, and the agent receives a penalty such that its
sum of reward is -10. If the agent succeed, it receives a reward of 0. All non-terminating steps get a reward of -1.

H.2. Agent Prompt

{% if mode == ’input’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
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↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.

The cities that the oracle can choose from are:
{{ all_city_list }}

Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.

Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.

* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

* Do NOT ask questions formatted like "Can you ..."

* If you are certain you know the answer, MAKE A GUESS

Below is the history of previous questions and answers:
{{ observation_action_history }}

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what question to ask next based on the previous history and the
↪→ list of cities the oracle can choose from.

QUESTION:
The question to be asked. The question must be open ended.

{% elif mode == ’input_final’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.

The cities that the oracle can choose from are:
{{ all_city_list }}

Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.
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Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.

* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is it {your_guess}?". your_guess must be one of the cities that the oracle can
↪→ choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

Below is the history of previous questions and answers:
{{ observation_action_history }}

You have already asked 9 questions, so this is your final guess. Your goal is to
↪→ consult the list of cities that the orcale can choose from and guess the city
↪→ directly.

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what city to guess based on the previous history. In your reason,
↪→ consult the list of cities that the oracle can choose from to precisely state
↪→ VERBATIM what you will guess.

QUESTION:
The question to be asked. The question must be a yes-no question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from and be based on what you know about the city so far.

{% elif mode == ’output’ %}
REASON:
{{ reason }}
QUESTION:
{{ action }}

{% elif mode == ’output_no_reason’ %}
QUESTION:
{{ action }}
{% endif %}

H.3. Summary Prompt

{% if mode == ’input’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.
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The cities that the oracle can choose from are:
{{ all_city_list }}

Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.

Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.

* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

* Do NOT ask questions formatted like "Can you ..."

* If you are certain you know the answer, MAKE A GUESS

Below is the history of previous questions and answers:
{{ observation_action_history }}

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what question to ask next based on the previous history and the
↪→ list of cities the oracle can choose from.

QUESTION:
The question to be asked. The question must be open ended.

{% elif mode == ’input_final’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.

The cities that the oracle can choose from are:
{{ all_city_list }}

Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.

Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.
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* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is it {your_guess}?". your_guess must be one of the cities that the oracle can
↪→ choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

Below is the history of previous questions and answers:
{{ observation_action_history }}

You have already asked 9 questions, so this is your final guess. Your goal is to
↪→ consult the list of cities that the orcale can choose from and guess the city
↪→ directly.

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what city to guess based on the previous history. In your reason,
↪→ consult the list of cities that the oracle can choose from to precisely state
↪→ VERBATIM what you will guess.

QUESTION:
The question to be asked. The question must be a yes-no question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from and be based on what you know about the city so far.

{% elif mode == ’output’ %}
REASON:
{{ reason }}
QUESTION:
{{ action }}

{% elif mode == ’output_no_reason’ %}
QUESTION:
{{ action }}
{% endif %}

H.4. Hindsight Proposer Prompt

{% if mode == ’input’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.

The cities that the oracle can choose from are:
{{ all_city_list }}
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Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.

Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.

* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from.

* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

* Do NOT ask questions formatted like "Can you ..."

* If you are certain you know the answer, MAKE A GUESS

Below is the history of previous questions and answers:
{{ observation_action_history }}

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what question to ask next based on the previous history and the
↪→ list of cities the oracle can choose from.

QUESTION:
The question to be asked. The question must be open ended.

{% elif mode == ’input_final’ %}
You are an intelligent player playing a game where you must guess where someone
↪→ is from. Your objective is to ask the minimal number of open-ended questions
↪→ that are diverse in order to accurately guess their city of origin. You can
↪→ ask 10 questions to determine where they are from. You are smart, so you will
↪→ ask the question that will narrow down the possible cities the person is from
↪→ as much as possible.

The cities that the oracle can choose from are:
{{ all_city_list }}

Your goal is to generate an open-ended question that (1) helps you narrow down
↪→ the possible cities as much as possible or (2) allows you to make a final
↪→ guess.

Please follow these general instructions:

* You MUST ask an open-ended question.

* You CANNOT ask the oracle for the name of the city or country.

* If you are guessing the city directly, you MUST ask a question in the format "
↪→ Is it {your_guess}?". your_guess must be one of the cities that the oracle can
↪→ choose from.
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* Before you ask the question, you MUST intelligently reason about the history of
↪→ previous questions and answers to ask the most informative question.

* Consult the history of previous questions and answers to avoid repeating the
↪→ same question.

* Do NOT repeat the same question. It’s going to yield the same result.

* Do NOT get stuck on one idea and try to branch out if you get stuck.

Below is the history of previous questions and answers:
{{ observation_action_history }}

You have already asked 9 questions, so this is your final guess. Your goal is to
↪→ consult the list of cities that the orcale can choose from and guess the city
↪→ directly.

You MUST generate a response in the following format. Please issue only a single
↪→ question at a time.

REASON:
Rationale for what city to guess based on the previous history. In your reason,
↪→ consult the list of cities that the oracle can choose from to precisely state
↪→ VERBATIM what you will guess.

QUESTION:
The question to be asked. The question must be a yes-no question in the format "
↪→ Is the city {your_guess}?". your_guess must be one of the cities that the
↪→ oracle can choose from and be based on what you know about the city so far.

{% elif mode == ’output’ %}
REASON:
{{ reason }}
QUESTION:
{{ action }}

{% elif mode == ’output_no_reason’ %}
QUESTION:
{{ action }}
{% endif %}

I. Domain: CarDealer Details
I.1. Environment Setup

We improve the original CarDealer environment in LMRL (Abdulhai et al., 2023) to include tool use and simulated users
whose preferences/constraints evolve in the interaction. There are 10 steps to complete the task. At each step, the agent must
perform a two-part action: making API calls and generating response to the user.

Action (Part 1): API calls. At each step, the agent must choose one of the following API calls:

• search_car_by_brand_type(car_brand:str, car_type:str)

• search_car_by_brand(car_brand:str)

• search_car_by_type(car_type:str)

• search_car_that_have_features(features_list:List[str]). Note that this finds the cars that
have at least all the features specified in the features_list. These cars could have additional features.
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• no_op()

To limit the input length to the agent, we only show a maximum of 8 cars. Each shown car has information about its brand,
type, features, market price (MSRP), and suggested discounts that the agent can use.

Action (Part 2): Reply to Buyer. After the API calls, the agent has access to a list of cars from the database. The agent
must generate a reply to the buyer and select a car from the list of cars if it wants to propose a car to the user. Because we
empirically observe that open models, such as Llama-3.2-3B-Instruct, has a tendency to hallucinate cars not in the database,
we also require the agent to copy down all the information about the car that it is proposing. When negotiating with the user,
the agent can offer discount, but they can at most give 10% discounts.

Simulated Users and Data Split. We use Qwen2.5-14B-Instruct, a more powerful model, to simulate the user because it
must roleplay as user with significantly different constraints and preferences. Each user has begins with an ideal car (that
often does not exist in the database), and they gradually reveal more information about their hard constraints as the agent
talks with the user.

The training set and the validation set has the same types of users with randomly generated ideal car and budget. The
validation set uses a different set of car brand and car type compared to the training set. The user types are:

1. They will only buy a car that matches their ideal car’s brand and type. They require the seller to give them a least one
discount, but they are ok with going slightly above budget.

2. They will only buy a car that has at least one of the features in their ideal car. They must be under budget. They are
impatient during negotiation, and they will terminate the conversation immediately if the seller takes too long finding a
car/price they like.

3. They will only buy a car that matches their ideal car’s brand and type. They are flexible with their budget. They are
distrustful, so they will never accept the first car suggested by the seller.

The test set has a different set of users with the following types:

1. They will only buy a car that matches their ideal car’s brand. They are flexible with their budget. They are impatient
during negotiation, and they will terminate the conversation immediately if the seller takes too long finding a car/price
they like.

2. They will only buy a car that has at least two of the features in their ideal car. They must be under budget. They are
distrustful, so they will never accept the first car suggested by the seller.

3. They will only buy a car that matches their ideal car’s type. They want an expensive car. They are impatient with how
many cars the seller show to them, and they will terminate the conversation immediately if the seller takes too long.

Reward Function. All non-terminating steps receive a reward of 0.

If the buyer agrees to buy a car, the reward function first verify that the transaction is valid:

1. The car sold is in the database.

2. The seller has not offered over 10% discount.

3. The car satisfies all the buyer’s preferences/constraints.

If the transaction is invalid, the agent receives a reward of 0. Otherwise, if the transition is valid, the reward is
(purchase_cost)2/(budget× market_price).

If the buyer has not agreed to buy anything after the final step, the agent receives a negative reward of −(budget −
market_price)/market_price.
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I.2. Agent Prompt

I.2.1. API CALL

{% if mode == ’input’ %}
You are roleplaying as a seller in a car dealership. You are talking to a buyer,
↪→ and your objective is to call the database APIs so that you can get
↪→ information from the database to answer the user’s question.

### Car information
Here is all the possible car brands in the database:
{{ all_car_brands }}

Here is all the possible car types in the database:
{{ all_car_types }}

Here is all the possible car features in the database:
{{ all_car_features }}

### API calls that you can use
All the API calls (except no-op) will find cars that satisfy your specified
↪→ criteria. Each car will have information about its brand, type, features, and
↪→ estimated car price (msrp). You MUST specify the criteria in the following
↪→ format:
1. search_car_by_brand_type
This will search for all the cars that satisfy both the "API BRAND" and the "API
↪→ TYPE" in the database.

API NAME:
search_car_by_brand_type
API BRAND:
{ TODO: name of the brand that you want to search for }
API TYPE:
{ TODO: name of the type that you want to search for }
API FEATURES:
[]

2. search_car_by_brand
This will search for all the cars that satisfy the "API BRAND" in the database.

API NAME:
search_car_by_brand
API BRAND:
{ TODO: name of the brand that you want to search for }
API TYPE:
None
API FEATURES:
[]

3. search_car_by_type
This will search for all the cars that satisfy the "API TYPE" in the database.

API NAME:
search_car_by_type
API BRAND:
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None
API TYPE:
{ TODO: name of the type that you want to search for }
API FEATURES:
[]

4. search_car_that_have_features
This will search for all the cars that have the features in the database.
↪→ Features must be a list of strings with double quotes around each feature.

API NAME:
search_car_that_have_features
API BRAND:
None
API TYPE:
None
API FEATURES:
["feature1", "feature2", ...]

4. no_op
If you don’t need any information from the database, you can do nothing.

API NAME:
no_op
API BRAND:
None
API TYPE:
None
API FEATURES:
[]

### Your goal and instructions
Your goal is to use database API to get information about cars in your dealership.
↪→ You will decide what API to call based on the chat history and the previous
↪→ API call that you have done.

Please follow these general instructions:

* You MUST follow the API call format above.

* You MUST ask about specific brand and/or type of car based on the buyer’s
↪→ request in the chat history.

* If the previous api request and response already answer the buyer’s request (e.
↪→ g., the buyer is just negotiating prices), you can choose no_op since you
↪→ already have all the necesarry information.

* If the buyer is asking for a brand of car, you can choose search_car_by_brand.

* If the buyer is asking for a type of car, you can choose search_car_by_type.

* If the buyer is asking for a car that has certain features, you can choose
↪→ search_car_that_have_features. Note that this will show all the cars that have
↪→ these features, and they might contain other features as well.

* If you are not able to find a car that have all the features that the buyer
↪→ wants, you MUST choose to search on a subset of the features mentioned by the
↪→ buyer, still using the search_car_that_have_features API.

* If the buyer has not made any request it, you can choose no_op.

* DO NOT repeat the exact same API call as the previous one. It will NOT lead to
↪→ a better outcome.
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Below is the history of the conversation so far:
{{ observation_action_history }}

All previous {{ past_N }} API calls (include no-ops):
{{ prev_api_call_history }}

Previous API call (that is not no-op):
{{ previous_api_call }}
Database’s response to the previous API call:
{{ previous_api_response }}

### Output format (You MUST ALWAYS have 4 fields: REASON, API NAME, API BRAND,
↪→ API TYPE, API FEATURES. You MUST begin directly with the REASON field)
REASON:
Rationale for what API call to make based on the previous history. In your reason
↪→ , consult the list of API calls that you can make to precisely state VERBATIM
↪→ what you will do.
API NAME:
name of the API call that you will make
API BRAND:
brand of the car that you will search for (else None)
API TYPE:
type of the car that you will search for (else None)
API FEATURES:
A list of features of the car that you will search for. Each feature must be a
↪→ string with double quotes around it. (else [])
{% elif mode == ’output’ %}
REASON:
{{ reason }}
API NAME:
{{ api_name }}
API BRAND:
{{ api_brand }}
API TYPE:
{{ api_type }}
API FEATURES:
{{ api_features }}
{% endif %}

I.2.2. REPLY TO BUYER

{% if mode == ’input’ %}
You are roleplaying as a seller in a car dealership. You are talking to a buyer,
↪→ and your objective is to get the buyer to buy the car from you with as high
↪→ price as possible.

### Car information
Here is all the possible car brands in the database:
{{ all_car_brands }}

Here is all the possible car types in the database:
{{ all_car_types }}
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### Your goal and instructions
You goal is to (1) You need to output the response to talk to the buyer, which
↪→ can be getting information about what type of car they want, discussing what
↪→ car your dealership has, or negotiating the price of the car. (2) You need to
↪→ select one car from the list of cars that you look up that you are proposing
↪→ to the buyer.

Please follow these general instructions:

* You MUST pay close attention to the chat history and what you looked up in the
↪→ database (if any) to decide what to say to the buyer.

* If you have not looked up any car yet (maybe you just started the conversation)
↪→ , you should ask the buyer what type of car they want.

* If you have already looked up some cars, you should discuss ONLY ONE car with
↪→ the buyer. Ideally, this should be the most expensive car that satisfy the
↪→ buyer’s request. In addition to writing down the car index, you MUST also copy
↪→ down the car information and write it in the ‘PROPOSED CAR BRAND‘, ‘PROPOSED
↪→ CAR TYPE‘, ‘PROPOSED CAR FEATURES‘, and ‘PROPOSED CAR MSRP‘ fields.

* You MUST NOT make up a car that is not in the database. You MUST only mention
↪→ cars that are in the database.

* Some car brand do not have the type of car that the buyer wants. If that
↪→ happens, you should suggest the type of car that the brand has or suggest
↪→ another brand.

* Unless the buyer explicitly asks for a discount, you should NOT offer a
↪→ discount. You should just state the market price.

* If the buyer asks for a discount, you MUST start by a discount that is less
↪→ than 10% discount (for example, 2% discount). If the buyer is not satisfied,
↪→ you can try offering a better discount. You should aim to offer as little
↪→ discount as possible because you want to maximize your profit. The maximum
↪→ discount you can offer is 10% discount.

* If the discounted car is still not satisfying the buyer’s request, you can try
↪→ suggesting another similar car.

* Your dealership only has the cars that are in the database. You cannot add
↪→ additional features to the car.

### Input
Below is the history of the conversation so far:
{{ observation_action_history }}

API call (that is not no-op):
{{ api_call }}
Database’s response to the API call:
{{ api_response }}

Here is the most recent message from the buyer:
{{ buyer_response }}

### Output format (You MUST always have 3 fields: REASON, RESPONSE, CAR INDEX,
↪→ PROPOSED CAR BRAND, PROPOSED CAR TYPE, PROPOSED CAR FEATURES, PROPOSED CAR
↪→ MSRP. You MUST begin directly with the REASON field)
REASON:
Rationale for what reply you will give to the buyer and which car you will
↪→ propose.
RESPONSE:
Your 1-5 sentence response to the buyer.
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CAR INDEX:
The index of the car you are proposing to the buyer (0 if you haven’t looked up
↪→ any car yet).
PROPOSED CAR BRAND:
Copy down the brand of the car you are proposing to the buyer via the CAR INDEX.
↪→ (None if you haven’t looked up any car yet)
PROPOSED CAR TYPE:
Copy down the type of the car you are proposing to the buyer via the CAR INDEX. (
↪→ None if you haven’t looked up any car yet)
PROPOSED CAR FEATURES:
Copy down the features of the car you are proposing to the buyer via the CAR
↪→ INDEX. MUST be a list of strings. ([] if you haven’t looked up any car yet)
PROPOSED CAR MSRP:
Copy down the msrp (and integer) of the car you are proposing to the buyer via
↪→ the CAR INDEX. (0 if you haven’t looked up any car yet)
{% elif mode == ’output’ %}
REASON:
{{ reason }}
RESPONSE:
{{ response }}
CAR INDEX:
{{ car_idx }}
PROPOSED CAR BRAND:
{{ proposed_car_brand }}
PROPOSED CAR TYPE:
{{ proposed_car_type }}
PROPOSED CAR FEATURES:
{{ proposed_car_features }}
PROPOSED CAR MSRP:
{{ proposed_car_msrp }}
{% endif %}

I.3. Summary Prompt

{% if system %}
You are an intelligent assistant summarizing a conversation between a seller and
↪→ a buyer, where the seller is trying to sell a car to the buyer.

## Overall information about the game
Here is all the possible car brands in the database:
{{ all_car_brands }}

Here is all the possible car types in the database:
{{ all_car_types }}

## What you receive as input
You are given (1) a history of what the seller has said and done and (2) failure
↪→ reason if the seller failed to sell the car. At each step of the conversation,
↪→ the seller first look up a car in the dataset. Then, the seller will examine
↪→ what is available in the dataset and potentially suggest a car to the buyer
↪→ based on the buyer’s request.

## Your goal and rules to follow
You must summarize the chat history by answering the questions below.
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1. What kind of requirements are not negotiable for the buyer? What does the
↪→ buyer care about the most? You MUST not ignore what the buyer said in the 1st
↪→ step because they are just describing their ideal car. You MUST pay attention
↪→ to what the buyer keeps repeating in the remaining conversation as those
↪→ requirements are non-negotiable. If features are not negotiable, did the
↪→ seller want at least some features or all the features?
2. What is the mood of buyer? Are they neutral, excited, impatient, etc.? Were
↪→ they rushing the negotiation? Were they dubious about the car?

3. What type of API calls are made? Why did the seller make these API calls based
↪→ on the conversation history? What are the results of the API calls?
4. If the API is searching for car based on features ‘
↪→ search_car_that_have_features‘, and ‘api_features‘ contains multiple features,
↪→ the API will look for cars that have ALL the listed features. Did the seller
↪→ just look up one feature, or multiple features? You MUST be very specific what
↪→ features the seller was looking for.

5. What type of car have the seller suggested to the buyer? If the API does not
↪→ find any car, there will be no car under "Car in the database" section. You
↪→ MUST note down if the API call fails to find any car. However, the seller
↪→ might make up a car that is not in the database under the "Copied car
↪→ information" section. If the seller suggest a car that is not in the database,
↪→ you must include that in your summary.
6. Did the seller suggest the most expensive car that satisfies the buyer’s
↪→ requirements? Did the seller offers a discount?
7. When the seller reject a car suggested by the seller, what is the reason?

8. What happened at the last conversation step? Did the buyer end the negotiation
↪→ ? If so, what is the reason? Was there any car found in the database? It is
↪→ problematic if the "Car suggested in the database" section is empty.

9. If the final transaction is successful, what is the price of the car?
10. If the final transaction is not successful, you must carefully explain what
↪→ the seller said at the end, and you might also examine the failure reason and
↪→ include that in your summary.

## Output format
You must generate the summary as the following markdown format. You must answer
↪→ the questions above in the right section, and you can add other information
↪→ that you think is important.
### Summary of the buyer
{ You MUST include your answer to 1. and 2. here. }

### Summary of the API calls
{ You MUST include your answer to 3. and 4. here. }

### Summary of the car suggested
{ You MUST include your answer to 5. and 6. and 7. here}

### Summary of what happened at the last step
{ You MUST include your answer to 8. here. }

### Summary of the overall transaction (success or failure)
{ You MUST include your answer to 9. and 10. here. }
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{% endif %}
{% if not system %}
{% if mode == ’input’ %}
## Chat History
{{ chat_history }}

## Failure Reason (if any)
{{ failure_reason }}
{% endif %}
{% endif %}

I.4. Hindsight Proposer Prompt

I.4.1. API CALL

{% if system %}
You are an intelligent teacher who gives guidance on a seller who is trying to
↪→ look up a car in the database in response to conversation with a buyer. The
↪→ seller only has 10 steps to sell the car to the buyer.

## What you receive as input
You are given (1) a list of car brands, types, and features in the dealership;
↪→ (2) the chat history of between the buyer and the seller; (3) the last {{
↪→ past_N }} API calls made by the seller and whether the API calls have found
↪→ any car in the database; (4) the most recent no-op API call, which affects
↪→ what car the seller can propose to the buyer.

To further help you make wise judgements and provide helpful guidance to the
↪→ player, you are also given (5) a summary of the complete interaction between
↪→ the buyer and the seller (which include what the buyer cares about, what API
↪→ has the seller made, what car the seller has proposed, and whether the seller
↪→ has successfully sold the car to the buyer in the end.

## Your goal and rules to follow
Your goal is to use your hindsight reasoning ability to generate {{num_responses
↪→ }} alternative API calls that the seller should have made given the current
↪→ chat history. Your process is to: 1. reason about all the information (
↪→ including the summary); 2. generate some API calls that the seller could have
↪→ made; 3. generate some plausible reasoning that the seller could have come up
↪→ with based on the current chat history.

### API calls that the seller can make
All API calls are in the json format. All the API calls (except no-op) will find
↪→ cars that satisfy your specified criteria. Each car will have information
↪→ about its brand, type, features, and estimated car price (msrp).
1. search_car_by_brand_type
This will search for all the cars that satisfy both the ‘api_brand‘ and the ‘
↪→ api_type‘ in the database. You must format you API call as the following:
‘‘‘json
{

"api_name": "search_car_by_brand_type",
"api_brand": "{ TODO: name of the brand that you want to search for }",
"api_type": "{ TODO: name of the type that you want to search for }",
"api_features": [] # THIS MUST BE EMPTY
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}
‘‘‘
2. search_car_by_brand
This will search for all the cars that satisfy the ‘api_brand‘ in the database.
↪→ You must format you API call as the following:
‘‘‘json
{

"api_name": "search_car_by_brand",
"api_brand": "{ TODO: name of the brand that you want to search for }",
"api_type": "",
"api_features": [] # THIS MUST BE EMPTY

}
‘‘‘
3. search_car_by_type
This will search for all the cars that satisfy the ‘api_type‘ in the database.
↪→ You must format you API call as the following:
‘‘‘json
{

"api_name": "search_car_by_type",
"api_brand": "",
"api_type": "{ TODO: name of the type that you want to search for }",
"api_features": [] # THIS MUST BE EMPTY

}
4. search_car_that_have_features
This will search for all the cars that have the features in the database. You
↪→ must format you API call as the following:
‘‘‘json
{

"api_name": "search_car_that_have_features",
"api_brand": "",
"api_type": "",
"api_features": ["feature1", "feature2", ...]

}
‘‘‘
4. no_op
If you don’t need any information from the database, you can do nothing.
‘‘‘json
{

"api_name": "no_op",
"api_brand": "",
"api_type": "",
"api_features": []

}
‘‘‘

### Rules that you must follow
- **Make feasible API calls:** The API call that you make MUST be a feasible API
↪→ call that the seller can make given the current chat history.
- **In teacher_reason, reason with all the information:** You are the teacher. In
↪→ your teacher reasoning, you MUST make reference what is discussed in the chat
↪→ history. You MUST generate API calls that are possible and reasonable to make
↪→ given the current chat history. You can make use of the "### Summary of the
↪→ Entire Negotation" to help you identify better but STILL FEASIBLE API calls to
↪→ make given the current chat history.
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- **In seller_reason, reasoning should not include secret information from the
↪→ summary:"** You are generating what is the possible reasoning that a seller
↪→ can have based on the chat history in order to generate the API call. It must
↪→ be a feasible reasoning based on the chat history, all previous {{past_N}} API
↪→ calls, Previous API call, and the "Database’s response to the previous API
↪→ call". You MUST NOT talk about the summary, which the seller does not have
↪→ access to.

Here are some information about the dealership to help you make better API calls:
- You must always make sure that the "Database’s reseponse to the previous API
↪→ call" is not empty. Even if you have made the same API call in "All previous
↪→ {{ past_N }} API calls", if the "Database’s response to previous API call" is
↪→ currently empty, you must make the same API call that would give you the right
↪→ set of cars requested by the buyer in the chat history.
- In the chat history, if the buyer has revealed what are their non-negotiable
↪→ requirements (you can get help from the summary), you should make the API call
↪→ to search for calls that satisfy the buyer’s non-negotiable requirements.
↪→ However, in the seller_reason, you MUST make sure that you only talk about
↪→ what the seller discussed in the chat history, not the summary.
- If "Database’s response to the previous API call" has cars matching the buyer’s
↪→ non-negotiable requirements, you can just make a no-op API call.
- Sometimes, "Database’s response to the previous API call" might have too many
↪→ cars. You can try to make a ‘search_car_by_brand_type‘ API call to narrow down
↪→ the set of cars.
- ‘search_car_that_have_features‘ will return cars that have ALL the features in
↪→ the ‘api_features‘ list. If there are no cars that have all the features, you
↪→ can try searching FOR A SUBSET of the features.

## Output format
The output is a list of JSON containing {{num_responses}} different pairs of
↪→ reasoning and feasible API calls that you would have made.
‘‘‘json
[

{
"teacher_reason": "string: your rationale for the API call that you think
↪→ the seller should have made instead.",
"api_call": {

"api_name": "string: the name of the API call that you will make",
"api_brand": "string: the brand of the car that you will search for (if
↪→ applicable)",
"api_type": "string: the type of the car that you will search for (if
↪→ applicable)",
"api_features": ["string: the features that you will search for (if
↪→ applicable)"]

},
"seller_reason": "string: If you are the seller who does not know the
↪→ entire negotiation history, what will be your reasoning in order to
↪→ generate the API call based on the chat history alone? You MUST only
↪→ refer to the chat history, ’All previous {{ past_N }} API calls (include
↪→ no-ops)’, ’Previous API call (that is not no-op)’, and ’Database’s
↪→ response to the previous API call’. You MUST NOT talk about content in
↪→ the summary, which the seller does not have access to. ",

}
...
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]
‘‘‘

## Overall information about the current negotiation
Here is all the possible car brands in the database:
{{ all_car_brands }}

Here is all the possible car types in the database:
{{ all_car_types }}

Here is all the possible car features in the database:
{{ all_car_features }}

## Summary of the Entire Negotiation
{{ summary }}
{% endif %}
{% if not system %}
{% if mode == ’input’ %}
Here is the chat history until step {{step_idx}}:
{{ observation_action_history }}

All previous {{ past_N }} API calls (include no-ops):
{{ prev_api_call_history }}

Previous API call (that does not return empty response):
{{ previous_api_call }}
Database’s response to the previous API call (This affects what car the seller
↪→ can propose to the buyer, so it is important to try to keep this non-empty if
↪→ possible):
{{ previous_api_response }}

At this point in the chat history, what API call would you have made? You MUST
↪→ generate {{num_responses}} API calls. The API calls should try to be diverse,
↪→ but it is ok if sometimes they are the same due to the chat history.
{% endif %}
{% endif %}

I.4.2. RELY TO BUYER

{% if system %}
You are an intelligent teacher who gives guidance on a seller who negotiate with
↪→ a buyer and propose a car that they can buy. The seller only has 10 steps to
↪→ sell the car to the buyer.

## What you receive as input
You are given (1) a list of car brands, types in the dealership; (2) the chat
↪→ history of between the buyer and the seller; (3) the most recent API call with
↪→ non-empty response, which affects what car the seller can propose to the
↪→ buyer.

To further help you make wise judgements and provide helpful guidance to the
↪→ player, you are also given (4) a summary of the complete interaction between
↪→ the buyer and the seller (which include what the buyer cares about, what API
↪→ has the seller made, what car the seller has proposed, and whether the seller
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↪→ has successfully sold the car to the buyer in the end).

## Your goal and rules to follow
Your goal is to use your hindsight reasoning ability to generate {{num_responses
↪→ }} alternative responses and proposed car (if applicable) that the seller
↪→ should have made given the current chat history. Your process is to: 1. reason
↪→ about all the information (including the summary); 2. generate some responses
↪→ and proposed car that the seller could have made; 3. generate some plausible
↪→ reasoning that the seller could have come up with based on the current chat
↪→ history.

### Rules that you must follow
- **Generate feasible responses:** The response that you generate MUST be a
↪→ feasible response that the seller can make given the current chat history. You
↪→ MUST NOT make up a car that is not in the database in the response.
- **Select feasible proposed car:** If "Database’s response to the previous API
↪→ call" is not empty, you CAN select the index of a car from the list to propose
↪→ to the buyer. However, if that field is empty, you MUST leave the car_index
↪→ as 0.
- **Copy down the proposed car information:** If you selected a car (which CAN
↪→ ONLY happen if "Database’s response to the previous API call" is not empty",
↪→ you MUST copy down the information of the car that you are proposing to the
↪→ user. You MUST NOT make up a car that is not in the database.
- **In teacher_reason, reason with all the information:** You are the teacher. In
↪→ your teacher reasoning, you MUST make reference to what is discussed in the
↪→ chat history. You MUST generate responses that are possible and reasonable to
↪→ make given the current chat history. You can make use of the "### Summary of
↪→ the Entire Negotation" to help you identify better but STILL FEASIBLE
↪→ responses to make given the current chat history.
- **In seller_reason, reasoning should not include secret information from the
↪→ summary:"** You are generating what is the possible reasoning that a seller
↪→ can have based on the chat history in order to generate the response, car_idx,
↪→ and proposed_car. It must be a feasible reasoning based on the chat history
↪→ alone.

Here are some information about the dealership to help you make better responses
↪→ and select better cars:
- You MUST NOT make a car that is not in the database.
- You can ONLY propose a car to the user if "Database’s response to the previous
↪→ API call" is not empty. You MUST NOT make up general claims about the car that
↪→ is not in the database.
- When you select a car, ideally, you should select the most expensive car that
↪→ satisfy the buyer’s request.
- If the buyer asks for a discount, you MUST start by a discount that is less
↪→ than 10% discount (for example, 2% discount). If the buyer is not satisfied,
↪→ you can try offering a better discount. You should aim to offer as little
↪→ discount as possible because you want to maximize your profit. The maximum
↪→ discount you can offer is 10% discount.
- Once you have exhausted the maximum discount, you MUST try suggesting another
↪→ car based on what is the buyer’s non-negotiable requirements based on the chat
↪→ history (and you can also get help from the summary).
- You MUST NOT get stuck in a loop of suggesting the same car over and over again
↪→ especially if you have already given the maximum discount and the buyer is
↪→ asking for a cheaper price again.
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## Output format
The output is a list of JSON containing {{num_responses}} different pairs of
↪→ reasoning and feasible responses that you would have made.
‘‘‘json
[

{
"teacher_reason": "string: your rationale for the response that you think
↪→ the seller should have made instead.",
"response": "string: your 1-5 sentence response to the buyer",
"car_idx": "integer: the index of the car you are proposing to the buyer (0
↪→ if you haven’t looked up any car yet)",
"proposed_car": {

"brand": "string: the brand of the car. Empty string if you haven’t
↪→ looked up any car yet",
"type": "string: the type of the car. Empty string if you haven’t looked
↪→ up any car yet",
"features": ["string: the features of the car. Empty list if you haven’t
↪→ looked up any car yet",
"msrp": "integer: the manufacturer’s suggested retail price of the car.
↪→ 0 if you haven’t looked up any car yet"

}
"seller_reason": "string: If you are the seller who does not know the
↪→ entire negotiation history, what will be your reasoning in order to
↪→ generate the response, car_idx, and proposed_car based on the chat
↪→ history alone? You MUST only refer to the chat history, ’Previous API
↪→ call (that is not no-op)’, and ’Database’s response to the previous API
↪→ call’. You MUST NOT talk about content in the summary, which the seller
↪→ does not have access to. ",

}
...

]
‘‘‘

## Overall information about the current negotiation
Here is all the possible car brands in the database:
{{ all_car_brands }}

Here is all the possible car types in the database:
{{ all_car_types }}

## Summary of the Entire Negotiation
{{ summary }}
{% endif %}
{% if not system %}
{% if mode == ’input’ %}
Here is the chat history until step {{step_idx}}:
{{ observation_action_history }}

Previous API call (that does not return empty response):
{{ api_call_used }}
Database’s response to the previous API call (This affects what car the seller
↪→ can propose to the buyer, so it is important to try to keep this non-empty if
↪→ possible):
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{{ api_response_used }}

At this point in the chat history, what response would you have made? You MUST
↪→ generate {{num_responses}} responses. The responses should try to be diverse.
{% endif %}
{% endif %}
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