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Abstract

The advancement of large language models
(LLMs) has spurred the development of multi-
agent systems for complex tasks, yet existing
approaches often train agents independently,
leading to capability gaps and coordination fail-
ures. To address this, we propose MOAT, a
Multi-Agent Joint Alignment Tuning frame-
work that bridges the capability gap between
planning and grounding agents through itera-
tive joint alignment. MOAT alternates between
two key phases: (1) Planning Agent Alignment,
which optimizes subgoal generation by reward-
ing sequences that reduce grounding perplexity,
and (2) Grounding Agent Improving, which
enhances action generation using high-quality
subgoal-action pairs filtered by a critic model.
Theoretical analysis proves that MOAT ensures
non-decreasing performance and convergence.
Experiments across six benchmarks demon-
strate that MOAT outperforms state-of-the-art
baselines, achieving average improvements of
3.1% on held-in tasks and 4.4% on held-out
tasks with 7B-scale models. Notably, MOAT
surpasses GPT-4 on Mind2Web by over 50%,
showcasing its ability to harmonize smaller
open-source LLMs into a competitive multi-
agent system. !

1 Introduction

The rapid development of large language mod-
els (LLMs) has significantly transformed the de-
velopment of intelligent agents capable of reason-
ing, decision-making, and interacting with com-
plex environments (Sumers et al., 2024; Song
et al., 2023a; Chase, 2022; Song et al., 2023b).
With the powerful capability of these models, a
number of autonomous frameworks using LLM-
based agents have been proposed and demonstrated
impressive potential in a wide range of applica-
tions (Yang et al., 2023; Hong et al., 2024; Team,
2023). These frameworks relying on closed-source
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Figure 1: Previous multi-agent training framework,
which separately train the planning and Grounding
agents. This leads to a capability gap, e.g., misaligned
strengths (strong planning vs. weak grounding, or vice
versa), causing coordination failures during action exe-
cution.

models (Achiam et al., 2023; Team et al., 2023)
often incur higher costs and raise privacy concerns.
In contrast, increasingly powerful open-source al-
ternatives (Touvron et al., 2023; Jiang et al., 2023;
Guo et al., 2024) are emerging as the mainstream
solution, owing to their flexibility that enables bet-
ter adaptation.

To enhance the reasoning capability of open-
source LL.M-based agents, several works propose
to construct reasoning trajectory data for train-
ing (Yao et al., 2023; Madaan et al., 2024) or
directly distill from closed-source models (Zeng
et al., 2024; Xu et al., 2024; Chen et al., 2024).
However, most LLM-based agent frameworks fo-
cus on training one model to perform various tasks,
which may struggle with complex long-reasoning
problems (Liu et al., 2024, 2023) due to the limited
capacity of a single model. To address this chal-


https://anonymous.4open.science/r/multi-agent-alignment-46C0

lenge, some recent studies propose the multi-agent
approaches (Yin et al., 2024a; Qiao et al.; Shen
et al., 2024; Wang et al., 2024). Figure 1(a) illus-
trates the most commonly-used multi-agent frame-
work. Given a task, a planning agent decomposes it
into a sequence of subgoals, and another grounding
agent generates corresponding tool-calling actions
based on these subgoals, thereby obtaining the fi-
nal answer. To enable these specialized agents,
they first construct the training data for each step
and then train the models independently. While
performance can be improved through this multi-
agent decomposition, we argue that effective col-
laboration among agents is not guaranteed in these
methods. Different agents may exhibit varying pro-
ficiency levels in handling assigned tasks due to
independent training. This imbalance in special-
ized capabilities, coupled with the lack of aware-
ness regarding peer competencies of agents, can
lead to suboptimal task routing and coordination
challenges.

To address the above problems, we propose
MOAT, a Multi-agent Joint Alignment Tuning
framework that iteratively alternates two main steps
to enable the alignment in the multi-agent system,
including (i) Planning Agent Alignment and (ii)
Grounding Agent Improving. In the Planning
Agent Alignment step, MOAT optimizes the plan-
ning agent to formulate subgoals that can better
guide the grounding agent to generate correct ac-
tions. To achieve this, we sample multiple candi-
date subgoal sequences from the planning agent for
each input task. Then, we compute the perplexity
of the grounding agents in generating correct tool
callings on the condition of the generated subgoal
sequences, respectively. Using this perplexity as a
reward, we determine the utility of each subgoal se-
quence, thereby training the planning agent to adapt
to the grounding agent’s preference through direct
preference optimization algorithm (Rafailov et al.,
2024) In the Grounding Agent Improving step, we
enhance the expertise of the grounding agent to
understand the subgoals from the planning agent.
Specifically, we remain the sampled subgoal with
the lowest perplexity as input for the grounding
agent, reinforcing it to generate correct tool-calling
actions through a standard language modeling loss.
Through theoretic analysis, we demonstrate that
the holistic performance of the multi-agent sys-
tem is improved progressively by alternating the
above two steps. Since directly training models on
self-generated datasets may introduce noise and po-

tentially results in training collapse (Huang et al.,
2024), we introduce a data selection strategy where
we use a critic model to judge the correctness of
the generated tool invocation sequences and filter
out low-quality data.

We apply MOAT to several open-source model
families (Llama-2 and Mistral) and evaluate it on
three agent tasks such as Web, Math, and QA. The
results show that MOAT consistently outperforms
existing baselines, both on in-distribution training
sets and out-of-distribution test sets. This vali-
dates the effectiveness of joint alignment tuning
and demonstrates its strong generalization ability.
Furthermore, we conduct an in-depth analysis of
factors such as the number of samples, iteration
counts, and the selection of the critic model. Our
contributions can be summarized as follows:

Our main contributions are as follows: (i) We in-
troduce MOAT, a Multi-Agent Joint Alignment
Tuning framework to jointly optimize intercon-
nected agents, bridging the capability gap between
them; (ii) We provide formal analysis proving
that the alternating optimization of planning and
grounding agents guarantees non-decreasing per-
formance and convergence; and (iii) Experiments
on both held-in and held-out settings across six
benchmarks demonstrate that MOAT achieves the
best performance with 4.4% improvement.

2 Related work

LLM-based multi-agent system. LLM-based
agent systems can interact with environments to
accomplish various complex tasks such as web
navigation (Yao et al., 2022; Zhou et al., 2023),
task planning (Zhang et al., 2024b), and tool learn-
ing(Shi et al., 2024). Single LLM agent frame-
works like AutoGPT (Yang et al., 2023), Xagent
(Team, 2023), and LangChain (Chase, 2022) can
effectively handle diverse complex tasks by in-
tegrating external functions. To further enhance
performance, recent studies have proposed LLM-
based multi-agent systems that accomplish tasks
through agent collaboration. For instance, systems
like CAMEL (Li et al., 2023), AutoGen (Wu et al.,
2024), and ChatEval (Chan et al., 2024) employ
role-playing with predefined roles to enable agents
to efficiently complete different tasks and achieve
common goals. However, existing systems pri-
marily rely on closed-source model APIs, limiting
applications in specific domains.



Agent tuning. Recent research has laid the foun-
dation for building language agents based on open-
source models by utilizing larger models to gen-
erate training data for fine-tuning smaller models,
enabling better instruction following and reasoning
capabilities. For example, studies such as Agent-
Bank (Song et al., 2024), FireAct (Chen et al.,
2023), AgentTuning (Zeng et al., 2024), AgentO-
hana (Zhang et al., 2024a), and fine-tune the open-
source LLMs like Llama by collecting agent tra-
jectory data from strong teacher models like GPT-
4. However, single small agent still struggle with
complex long-reasoning tasks (Liu et al., 2024). To
address this, Lumos (Yin et al., 2024a) and (Shen
et al., 2024) proposed a multi-agent training frame-
work that promotes collaboration among agents to
solve complex tasks. Meanwhile, Autoact (Qiao
et al.) proposes a multi-agent learning framework
that utilizes self-instruct to autonomously gener-
ate self-improving data, thereby eliminating the re-
liance on synthesis trajectories from closed-source
models.

However, existing works either focus on building
data to train individual models or separately train
multiple models, neglecting the joint optimization
of multiple agents. To address this limitation, we
propose a multi-agent joint optimization algorithm
for multi-agent systems.

3 Agent Task Preliminary

A multi-agent system typically comprises three
core components: (1) a planning agent that decom-
poses tasks into subgoals, (2) a grounding agent
that translates subgoals into executable actions, and
(3) an execution module that implements the gen-
erated actions to get final answer. Given a task z,
the planning agent is responsible for decompos-
ing the user task x into a sequence of subgoals,
S = mp(x) = {s1,82,...,8|5|}, Where each s;
represents a subgoal that contributes to the solution
of the task = and 7, is the planning agent parame-
ters. The grounding agent, based on the user’s task
x, the set of available tools I, and the decomposed
subgoals S, then generates a sequence of tool calls
A =my(z,1,5) = {a1,az,...,a}, where each
a; € I represents an individual tool invocation re-
quired to complete the subgoal s; and 7, is the
agent parameters of grounding agent. Finally, the
execution module is responsible for executing the
generated tool-call sequence A to accomplish the
user task z.

4 Multi-agent Joint Alignment Tuning

In this section, we introduce the MOAT, a multi-
agent joint alignment tuning framework, which
aligns the planning and grounding agents in an
iteratively manner, thereby improving the holistic
performance. Prior to applying our framework, we
perform an initial fine-tuning to equip the model
with foundational problem-solving abilities.

As illustrated in Figure 2, MOAT alternates be-
tween two steps: (i) Planning Agent Alignment
and (ii) Grounding Agent Improving. The Plan-
ning Agent Alignment aims to facilitate exploration
of the planning agent in generating subgoals. This
exploration encourages the generation of subgoals
that better assist the grounding agent in generating
the correct action sequence A.

The Grounding Agent Improving focuses on
constructing a high-quality and diverse supervised
fine-tuning (SFT) dataset of subgoal sequences and
tool invocation sequences, aiming to enhance the
grounding agent’s generalization ability to the plan-
ning agent.

This process is iterative: in each round, the plan-
ning and grounding agents continuously adapt by
learning from the more effective behaviors of the
previous round, leading to improved collaboration
and overall performance consistency.

4.1 Initial Tuning

To equip the model with the ability to initially ad-
dress user tasks, we first conduct an initial tuning
using the SFT dataset collected in previous work
(Yin et al., 2024a).

Formally, given an input task x and the ground
truth subgoals S, the planning agent training objec-
tive of SFT is to minimize the following loss:

S|
Lp ==Y log P (Si | Scizz), (1)

=1

Given the generated subgoals S from the planning
agent, the grounding agent learns to ground it to the
corresponding tool-calling actions A, which can be
formulated as:

|A]
Lo=—) logPr(Ai| Acisz, 1,S), ()

i=1

where I is the list of available tools. The final

answer is obtained by executing the tool-callings
A.
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Figure 2: The proposed MOAT framework iteratively alternates between two steps: (1) Planning Agent Alignment:
The planning agent samples K candidate subgoal sequences , and the grounding agent generates corresponding
tool-calling actions. Subgoal sequences are ranked by PPL, and the planning agent is optimized via DPO. (2)
Grounding Agent Improving: The subgoal-action pairs generated are corrected using a critic model, and the
grounding agent is fine-tuned on the corrected dataset to enhance generalization.

4.2 Planning Agent Alignment

As highlighted in previous work (Hou et al., 2025),
models demonstrate strong capabilities within their
parameter space. Therefore, performing multiple
samplings within this space to explore valuable
reasoning paths is crucial for optimizing the model.
Therefore, after initialization, we sample diverse
subgoal sequences from the planning agent at a
high temperature to improve its alignment with the
grounding agent.

Formally, given the task x , we sample K candi-
date subgoal sequences from the planning agent:

Dsample - {817527'”751(}- (3)

For each Sj; € Dgample, We calculate its perplexity
(PPL) with respect to the ground agent as a measure
of the planning agents’s behavior reward. A lower
perplexity indicates that the subgoal sequence is
more helpful to the grounding agent, facilitating
the generation of correct responses. Therefore, the
PPL can be used as a reward to determine the value
of the S to the end-to-end task performance. This

PPL are formulated as follows:

PPLc(A | 2,1, 5;) := “)
|

Y log Byl | A1) ).
i=1

exp ]

We aim to align the planning agent with subgoal
sequences that help the grounding agent generate
action sequences with low perplexity. To achieve
this, we employ contrastive alignment to reinforce
desirable behaviors while penalizing undesirable
ones. Specifically, we adopt the Direct Preference
Optimization (DPO) framework (Rafailov et al.,
2024), which provides an effective approach to
align agent behaviors with human preferences. The
corresponding loss function is formulated as fol-
lows:

Lppo = —E,(5,,5,))~D

Sw
[loga (6 log :pf((S ‘T;?)

— Blog T (Si]2) ﬂ 7
Tret (51]2)
where (Sy, S;) represents a response pair for

the task x, with .S, denoting the response with the

lowest PPL-based reward and S; the highest. Here,
mp denotes the current planning agent being opti-
mized, while 7¢ represents the reference model,



which is initialized as the original 7, before opti-
mization. And o denotes the sigmoid function, g3
is a hyper-parameter.

4.3 Grounding Agent Improving

To enhance the generalization capability of the
grounding agent and improve its adaptability to the
diverse subgoal sequences generated by the plan-
ning agent, we construct a SFT dataset using the
diverse subgoal sequences sampled in step 1 along
with the corresponding tool invocation sequences
generated by the grounding agent for fine-tuning.
Specifically, for a given task = and the sampled set
of subgoal sequences (51, 52,...,S5k) in Equa-
tion 3, the grounding agent 7, generates the cor-
responding response Ay, = my(x, I, Sy) for each
subgoal sequence S.

Prior research has shown that relying solely on
model-generated responses for training may intro-
duce noise and potentially lead to training collapse
without external feedback (Huang et al., 2024). To
address this issue, we introduce an external feed-
back mechanism to validate the correctness of the
generated tool invocation sequence Ay. Since mul-
tiple tool invocation sequences can achieve the
same goal in agent tasks, direct result comparison
is insufficient for determining correctness. There-
fore, we leverage a more powerful language model
as a critic model to evaluate whether the gener-
ated action sequence Aj aligns with the ground
truth—i.e., whether it successfully accomplishes
the intended task. If the sequence fails to com-
plete the task, the critic model references the cor-
rect answer and provides corrections. The dataset
construction procedure is shown in Algorithm 1,
where C(-) denotes the evaluation function of the
critic model, and Acorrect 1S the corrected invoca-
tion sequence provided by the critic model when
C({x,1,Sk),Ar) = False. The prompt for the
critic model is provided in Appendix A.3.

Next, the two stages described above will be
iteratively executed to achieve joint optimiza-
tion.Through iterative process, the planning agent
gradually adapts to the grounding agent, generating
subgoal sequences that better align with its infer-
ence process. Simultaneously, the grounding agent,
in turns, improves its generalization capability to
handle the diverse outputs of the planning agent.
More details of the training algorithm are provided
in Algorithm 2.

Algorithm 1: Dataset Construction

1 Initialize SFT dataset D¢; < 0);
2 for each task x and Sy, € Dsample do

3 Generate Ay, < mg(x, 1, Sg);

4 if C((x, I, Sk), A) = True then

s | Dg + Dg U{(z,1,S), A}

6 end

7 else

8 ‘ DG <_DGU{($’I’ Sk)aAcorrect};
9 end

10 end

11 return SFT dataset ﬁg;

5 Theoretical analysis

In our framework, the planning agent and ground-
ing agent are optimized iteratively. In this section,
we provide a theoretical analysis to demonstrate
that each optimization step leads to non-decreasing
improvements and ultimately ensures the conver-
gence. We start by defining the expected perfor-
mance of the overall multi-agent system as:

E[R] - Eswwp(a:) [Et~7rg(s) [R(S,t)H )

Here the reward function R(s, t) evaluate the qual-
ity of tool-calling action ¢ given sub-goal sequence
s. And z indicates the input task. Below, we can
state the following two lemmas.

Lemma 5.1. Optimizing the planning agent while
keeping the grounding agent fixed leads to a non-
decreasing expected reward.

The planning agent is optimized using DPO,
with PPL as the reward signal. The optimization
objective can be formalized as:
max Egry (@) [-PPL(s;mg)] - (6)

P
Since PPL is negatively correlated with the true
reward R(s,a), this is equivalent to maximizing
the expected reward:
r%ax Eswﬂ’p(x) [R(Sv t)] : (7

p

The DPO algorithm guarantees that updates to
0p lead to non-decreasing expected rewards when
the grounding agent is fixed. Thus, we have:

E[R]+D) > E[R)®. (8)

This inequality holds because the optimization pro-
cess aligns the planning agent with sub-goal se-
quences that facilitate better performance in the
grounding agent.



Lemma 5.2. Optimizing the grounding agent while
keeping the planning agent fixed leads to a non-
decreasing expected reward.

The grounding agent is optimized through super-
vised fine-tuning using pairs (s, a) generated by the
planning agent. The corresponding optimization
objective is:

H;in E(s,t)ND [,C(ﬂ'g(ﬂs))] ’ (9)

where £ denotes the loss function (e.g., cross-
entropy loss). Minimizing this loss is equivalent to
maximizing the log-likelihood of the correct tool
invocation sequences:

max E(s4)~D [log g (t]s)] . (10)

g

Since improved log-likelihood corresponds to
reduced PPL and, consequently, higher reward, it
follows that:

E[R]+D > E[R]®. (11)

Hence, optimizing the grounding agent improves
or maintains the expected reward when the plan-
ning agent is fixed.

From Lemma 5.1 and Lemma 5.2, we have es-
tablished that both optimization steps ensure non-
decreasing expected rewards:

E[R)"*Y > E[R)®. (12)
Additionally, the expected reward E[R] is upper-
bounded due to the following reasons: (i) The
reward function R(s,t) is bounded in practical
scenarios; and (ii) The PPL has a lower bound.
Based on the Monotone Convergence Theorem,
the non-decreasing and upper-bounded nature of
{E[R]¥}2°, ensures this sequence converges to
a finite limit, thereby proving the training conver-
gence.

6 Experimental Setup

6.1 Benchmarks

Following previous work (Song et al., 2024; Chen
et al., 2024), we evaluate our MOAT under both
held-in and held-out settings. In each setting,
we experiment on a wide range of tasks, in-
cluding Mathematical reasoning (Math), Web in-
teraction (Web), and question answering. As
listed in Table 1, the held-in setting includes the
GSMBS8K (Cobbe et al., 2021) StrategyQA (Geva

Task Skill Dim. #Inst. Metric
Held-in Tasks

HotpotQA (Yang et al., 2018) QA 100 Exact Match

GSMSK (Cobbe et al., 2021) Math 500 Exact Match

Mind2Web (Deng et al., 2023) Web 100 Step SR
Held-out Tasks

StrategyQA (Geva et al., 2021) QA 100 Exact Match

SVAMP (Patel et al., 2021) Math 1000  Exact Match

WebShop (Yao et al., 2022) Web 500  Avg. Reward

Table 1: The held-in and held-out tasks used to evaluate
the agent capabilities of different LLMs.

et al., 2021), and Mind2Web (Deng et al., 2023);
while the held-out setting includes SVAMP (Patel
et al., 2021), WebShop (Yao et al., 2022), and Hot-
potQA (Yang et al., 2018). For solving interactive
tasks, we integrate commonly used actions for each
task into the pre-defined action interfaces as tool
set I. Details of supported executable actions are
included in Appendix A.4.

6.2 Baselines

We compare our MOAT with widely-used agent
tuning methods, including: (i) Agent Tun-
ing (Zeng et al., 2024), a multi-task tuning ap-
proach training LLMs on synthetic datasets com-
prising six tasks; (ii) Agent-FLAN (Chen et al.,
2024) employs a modular architecture that trains
distinct single agent capabilities through special-
ized parameter groups; and (iii) Agent Lumos (Yin
et al., 2024a), a well-known multi-agents training
framework that separately fine-tines each agent on
part of overall datasets to obtain specialized agents.
Besides, we also select GPT-3.5-Turbo and GPT-4
(Achiam et al., 2023) as strong baselines.

6.3 Implementation Details

We mainly the L1ama2-7b-hf as backbone LLMs
for agents in MOAT and baseline methods. For
a comprehensive evaluation, we also alternate
it with Mistral-7B-Instruct-v@.2, validating
our method across various LLMs. For the ini-
tial tuning, we use the publicly available datasets
from Lumos (Yin et al., 2024a) to fine-tuning
the base model. We set the number of sampled
subgoal sequences K to 15 and the number of
training iteration to 2. And we set the temper-
ature to 1.0 in the sampling process to ensure
the sampling of diverse subgoal sequences. We
employ DeepSeek-R1-Distill-Qwen-32B as the
critic model. More detailed training settings can be
found in Appendix A.1.



Method ‘ Base Model ‘

Held-in Tasks

‘ Held-out Tasks

| | GSK8K Mind2Web StrategyQA | Avg. | SVAMP  WebShop HotpotQA | Avg.
API-Based Agents
GPT-4 - 87.0 226 710 [ 602 ] 905 58.6 521|671
GPT-3.5-Turbo - 65.0 21.7 580 | 482 810 62.4 240 | 558
Llama Model Agents
Llama-2-7B-Chat | Llama-2-7B 15.0 11.9 5.0 106 | 207 15.8 3.0 132
Agent Tuning Llama-2-7B 14.0 10.6 49.0 24.5 353 59.8 10.0 35.0
Agent Tuning Llama-2-13B 22.3 11.1 52.0 28.5 56.9 65.0 24.0 48.6
Agent-FLAN Llama-2-7B | 285 16.9 480 | 3L1| 392 55.9 120|357
Agent Lumos Llama-2-7B 472 32.6 45.0 416 | 655 583 25.0 49.6
MOAT | Llama-2-7B | 47.8 354 497 | 443 692 60.6 270 | 523
Mistral Model Agents
Agent Lumos | Mistral-7B-v0.2 | 46.4 33.8 493|432 619 58.7 270 | 492
MOAT | Mistral-7B-v0.2 |  48.2 347 560 | 463 | 737 59.0 280 | 536

Table 2: Evaluation results of MOAT and the baselines on both held-in and held-out tasks. The best-performing

models within each group are highlighted in bold.

7 Experiment results

7.1 Overall Performance

Held-in Tasks. Table 2 presents the evaluation
results. Compared with single-agent systems and
independently trained multi-agent baselines, the
MOAT achieves superior performance across three
held-in tasks in 7B-scale models. Furthermore,
the MOAT with Llama-7B demonstrates an aver-
age improvement of 15.8% compared to Agent-
Tuning with L1ama-13B. These results validate the
effectiveness of our method in jointly training in-
terconnected specialized agents to enhance overall
task-solving performance.

Held-out Tasks. We further investigate the gener-
alizability of our method in solving unseen tasks,
i.e., out-of-domain tasks. As illustrated in Table 2,
our method achieves the highest performance com-
pared to open-source baselines. For instance, the
MOAT with Mistral-7B outperforms Lumos with
an average performance improvement of 4.4%. A
potential explanation for this improvement is that
through iterative alignment in MOAT, the subgoals
generated by the planning model align better with
the preferences of the grounding models; and the
grounding models also achieve a more accurate un-
derstanding of the generated subgoals. This mutual
understanding enhances the generalizability of the
overall system when facing tasks.

Comparison with API-based Agents. Although
our model was trained using Llama-7B and
Mistral-7B-Instruct-v@.2, it achieves more
than a 50% performance improvement over GPT-4

on the Mind2Web task. These findings further vali-
date the effectiveness of our method in synergizing
smaller open-source models to achieve competitive
performance.

Method Mind2Web WebShop
Full MOAT 35.43 60.63
-w/o stage 1 31.94 349 58.76,1 87
-w/o stage 2 34720711 60.290.34

Table 3: Ablation study on two web datasets.
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Figure 3: Evaluation results of MOAT using different
numbers of sampled subgoals responses (K) on three
held-in tasks.

7.2 Ablation Study

To further analyze the effectiveness of planning
alignment and grounding agent alignment in
MOAT, we conduct an ablation study by removing
each component individually. We denote these vari-
ants asw/o stage 1 andw/o stage 2 As shown



in Table 3, both variants exhibit significant perfor-
mance degradation, underscoring the importance of
our proposed joint alignment tuning method. No-
tably, the most substantial performance drop occurs
when stage 1 is removed, highlighting the critic role
of aligning the planning agent to generate coherent
subgoal sequences for the grounding agent. This
finding suggests that effective multi-agent cooper-
ation relies more heavily on the planning agent’s
ability to provide accuracy subgoals, which in turn
enables the grounding agent to execute tasks more
efficiently.

0.6 1
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0.5
2
£ 0.45
= —4—GSK8K
—o— StrategyQA
> — & —Mind2Web
0.35 1  p— | |
0.3 ‘ | ‘ |
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Figure 4: Performance trends of MOAT system (with
K=15) across three held-in tasks as the number of itera-
tions increases.

7.3 Detailed Analysis

Analysis of Different Sample Numbers. In our
main experiments, we set the number of sampled
responses K to 15. To explore the impact of the
sampling number K on model performance, we
conduct additional experiments by varying K from
5 to 15 during the training of Mistral-7B at itera-
tion 2. As shown in Figure 3, we observe a positive
correlation between the sampling number and the
final performance.

We also identify a performance drop on the
GSMSK and Mind2Web benchmarks when K=5.
We attribute this to the possibility that with insuffi-
cient sampling, the model may fail to sample high-
quality subgoal sequences that align well with the
grounding agent. In such cases, even the subgoal
sequence with the highest reward can negatively
impact model optimization.

Analysis of Iteration Count. We further inves-
tigate how the iteration count impacts model per-
formance using Mistral-7B with set K to 15. As
shown in Figure 4, the model’s performance im-
proves gradually with the increasing number of

iterations. However, beyond a certain threshold,
the performance gain becomes marginal. We hy-
pothesize that this is because, after a certain point,
the planning and grounding agents reach an equilib-
rium in performance, as demonstrated in Section 5.

Model Mind2Web  WebShop
MOAT-Qwen-14B 33.52 60.63
MOAT-Qwen-32B 34.03 60.78
MOAT-GPT-40 35.28 60.57

Table 4: Model Performance on WebShop and

Mind2Web benchmark using different critic model

Impact of Different Critic Model. We em-
ploy the DeepSeek-R1-Distill-Qwen-32B as a
critic model, to refine the action sequences gen-
erated by the grounding agent. To qualitatively
analyze the impact of the critic model, we con-
duct experiments using both a more powerful
critic model (i.e., GPT-40) and a weaker one
(i.e., DeepSeek-R1-Distill-Qwen-14B). The re-
sults, as presented in Table 4, reveal a clear trend:
as the capability of the critic model improves,
the overall performance of MOAT also increases.
These observations highlight the importance of se-
lecting a robust critic model to optimize the perfor-
mance of our framework.

7.4 Case Study

We conduct case studies to demonstrate the effec-
tiveness of our joint alignment tuning framework
in solving complex tasks. The results show that
our MOAT effectively improves the task planning
performance and enhances the adaptability of the
grounding agent. Concrete examples and analysis
are provided in Appendix A.2.

8 Conclusion

In this work, we present MOAT, a novel Joint
Alignment Tuning framework designed to har-
monize the collaboration between planning and
grounding agents in LLM-based multi-agent sys-
tems. By iteratively optimizing the planning agent
to generate subgoals aligned with the grounding
agent’s capabilities and enhancing the ground-
ing agent’s adaptability to diverse subgoal se-
quences, MOAT effectively bridges the capability
gap caused by independent training. Extensive ex-
periments across six benchmarks demonstrate the
superiority of MOAT over existing methods.



Limitations

Our framework is currently developed and
evaluated exclusively on text-based scenarios,
without exploring multimodal learning settings.
While modern open-source language models (e.g.,
LLaVA, Qwen-VL) have demonstrated emerging
capabilities in processing multimodal inputs, our
current architecture lacks explicit mechanisms for
cross-modal alignment during collaborative train-
ing. In future work, we plan to incorporate multi-
modal information into our framework.

Ethics Statement

This research strictly adheres to the ethical prin-
ciples outlined in the ACM Code of Ethics, with
rigorous implementation of transparency and ac-
countability measures. All datasets, tools, and lan-
guage models (including Llama-2 and Mistral) are
sourced from publicly available platforms under
compliant licenses, ensuring ethical alignment and
reproducibility. The complete code and evaluation
protocols will be open-sourced upon publication.
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Algorithm 2: Iterative Optimization

Input: The number of iterations V,, the
number of samples K, the tasks set
T, the set of available tools I,
the critic model CRITIC ,
planning agent PLANNING ,
grounding agent GROUNDING

1 for iterationr = 1... N, do

for each task x; € T do
# Sample K response
for j +— 1to K do
S”i,j < PLANNING,_1(z;)
T < PPLGT (AZ|$“ I, SiJ)
end

2
3
4

end

# PLANNING Optimization

10 Swin < S[argmax(r, azis = 1)]

1 Slose S'[argmin(r, axris = 1)]

12 GPLANNINGT —

9Lppo[(Swin,Stose) T

@PLANNING, 1
HOPTANNING,. 1

13

14 # GROUNDING Optimization
for each task x; € T do
# Sample K response
for j +— 1to K do
Aijj <
GROUNDING,_1 (Ag|zi, I, S5 5)
end

15
16
17
18
19
20

21 end

A;j = CRITIC(EZ-J)

GGROUNDINGT i

22
23
9Lsrr[(8,1,T),A]

OGROUNDINGr,l o
80GROUND1NGT_1

24

25 end
Output: PLANNING v, , GROUNDING y,

A Appendix

A.1 Implementation Details

We show more training details about our experi-
ments.All our experiments are conducted on 2 X
NVIDIA A800 (80GB) GPUs.

For initial tuning, we implement training over
two epochs with a learning rate of 2 x 1077 and a
batch size 128. And We set the maximum sequence
length to 1024. We also apply linear warmup for
3% of the total training steps to adjust the learning
rate.

12

For DPO training, we fine-tuned the model using
the accelerate framework with DeepSpeed for
optimized distributed training. We set batch size
to 4 and gradient accumulation to 8. The learning
rate is set to 4 x 10~ with a cosine learning rate
scheduler. And We set the maximum sequence
length to 1024. Additionally, we leveraged the TRL
library 2 to facilitate the training of reinforcement
learning-based models. Meanwhile, we filter out
data samples where the reward difference between
Sw and Sy is less than 0.1 for stability during DPO
training.

For grounding agent improving training, we im-
plement training over two epochs with a learning
rate of 2 x 1075 and a batch size 128 the same with
initial tuning. To reduce the impact of noisy data,
we select only the (S, A) pairs with the highest
reward from ﬁG for training. At the same time,
we mix these with the initial data in a 1:1 ratio to
prevent the model from forgetting prior knowledge.

A.2 Case Study

As illustrated in Table A.2, the case studies evalu-
ate the responses generated by our MOAT and the
independent training method. Our findings show
that through joint alignment tuning, the models
are able to align their capabilities. Specifically,
for the given case, we observe that the indepen-
dently trained method struggles with subgoal de-
composition in planning agent, making it difficult
for grounding agent to resolve, leading to a fail-
ure in solving the task. However, after the joint
alignment training, the capability gap is addressed,
allowing the planning agent to generate subgoals
that are easier for the grounding agent to under-
stand. Consequently, the grounding agent success-
fully produced the correct action sequence.

A.3 Prompts

We provide our prompts used in the multi-agent
system. The prompt of the planning agent to gener-
ate the subgoal sequences is in Table 6. The prompt
of the grounding agent to generate the action se-
quences is in Table 7. The prompt of the critic
model to correct the action sequences generated by
grounding agents is in Table 8.

A.4 Action Interfaces and Execution Tools for
Complex Interactive Tasks

For each defined action in the action interfaces, a
corresponding backend execution tool is provided

2https://github.com/huggingface/trl


https://github.com/huggingface/trl

Case Study

Question:
Richard lives in an apartment building with 15 floors. Each floor contains 8 units, and 3/4 of the building is occupied. What’s the
total number of unoccupied units In the building?

MOAT:

Subgoals:

Subgoal 1: Calculate the total number of units in the entire building.;
Subgoal 2: Calculate the number of floors that are occupied.;

Subgoal 3: Calculate the total number of units that are occupied.;
Subgoal 4: Calculate the total number of unoccupied units in the building.

Actions:

R1 = Calculator(15 * 8);
R2 = Calculator(15 * 3/4);,
R3 = Calculator(R2 * 8);
R4 = Calculator(R1 - R3)

Answer:
30

Independent Training Method:

Subgoals:

Subgoal 1: Calculate the total number of units in the building.;

Subgoal 2: Calculate the number of units that are unoccupied.;

Subgoal 3: Calculate the total number of unoccupied units in the building.

Actions:

R1 = Calculator(15 * 8);
R2 = Calculator(R1 * 3/4);
R3 = Calculator(R2 * 2)

Answer:
30

Table 5: A case study in the GSMS8K test dataset.

Prompt to generate subgoal sequences

Please provide a reasonable subgoal-based plan to solve the given task.

Task:{TASK}

Table 6: The prompt of planning agent to generate subgoal sequences.

Prompt to generate action sequences

Please ground the given subgoal to corresponding executable actions for solving the given task. The grounded actions must be
the one in available action list.

The available action list is:{ ACTION_LIST}
Task:{TASK}

Subgoals to be grounded: {SUBGOALS}

Table 7: The prompt of grounding agent to generate action sequences.
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Prompt to correct action sequences

Given a task and a corresponding series of subgoals and their corresponding actions that may be incomplete, your task is to
judge whether the subgoals and actions can reached a final answer or conclusion for the problem.

The grounded actions must be the one in available action list.The available action list is { ACTION_LIST}

If the actions can reached a final answer, you should directly output "Final answer reached". Otherwise, you should give
corrections to the original subgoals and their corresponding actions. It is not necessary to be similar to the original subgoals and
actions.

Task:{TASK}
Original subgoals: {SUBGOALS}
Original actions: { ACTIONS}

Your output should follow the format:

If can reached a final answer, directly output "Final answer reached". Else, output corrected subgoals and actions following this
format:

Corrected Subgoals: <series of subgoals to complete the task in one line, Each Subgoal begins with Subgoal idx>

Corrected Actions: <corresponding actions in one line>

Table 8: The prompt of critic model to correct action sequences.

to enable the implementation of that action. Our  Codex (Chen et al., 2021) to generate short code
setup follows the approach described in Yin et al.  snippets for execution.

(2024b). We have adopted the same configura- For the unseen task WebShop, the actions
tion to ensure comparability between our work and  include Search, FeatureRetrieve, Pick, and
theirs. Click. The Search and Click actions are

As shown in Table 9a, for QA tasks, we implemented using the embedded features pro-
use Wikipedia and Google Search APIs to vided in the official WebShop virtual environ-
find relevant knowledge about entities. Addi- ment® following (Liu et al., 2024). Mean-
tionally, we use a semantic matching model, while, FeatureRetrieve and Pick rely on the
dpr-reader-multiset-base®, employed in dpr-reader-multiset-base, which helps select
Dense Passage Retrieval (DPR) (Karpukhin the most relevant items and their features based on
et al., 2020), to retrieve paragraphs based on the  the query.
query. Following the approach from ReWOO (Xu
et al., 2023), we also utilize GPT-series models
as a straightforward QA tool to respond to
queries based on the retrieved knowledge or prior
interactions.

In Table 9b, web tasks involve real mouse and
keyboard operations such as typing, clicking, and
selecting HTML tags. To identify the appropri-
ate HTML tags to operate on, we use a DeBERTa
model” that ranks and retrieves relevant tags based
on the current action, as seen in the AgentBench
evaluation.

As illustrated in Table 9c, WolframAlpha API >
serves as the main tool for mathematical tasks, as
it is capable of executing a wide range of math-
ematical functions, including formula computa-
tion and equation solving. For more advanced
math operations like sorting, we leverage OpenAl

3https://huggingface.co/facebook/
dpr-reader-multiset-base.

*https://huggingface.co/osunlp/MindAct_

CandidateGeneration_deberta-v3-base.
5https ://www.wolframalpha.com/. 6ht’cps: //github.com/princeton-nlp/WebShop.
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Task Type Action Types Function Descriptions Tools

KnowledgeQuery(Entity) -> Knowledge Query the entity knowledge Wikipedia, Google Search
ParagraphRetrieval (Knowledge, Query) Retrieve relevant paragraphs dpr-reader-multiset-base
0A -> Paragraphs based on the query
Answer the query based on .
A(Context -> Al R PT-series LLMs
QA(Context, Query) nswer the provided context GPT-series/open s
Calculator(Expression) -> Value Calculate given mathematical expressions WolframAlpha
(a) Actions used in complex QA tasks.
Task Type Action Types Function Descriptions Implementation
Click(Env, Query) -> Tag Locate the tag to be clicked based on the query
Locate the relevant tag based on the query
Type(Env, Query, Text) -> Tag, Text .
Web ype( Query ) e and output the typed text HTML Simulator
Locate the relevant tag based on the query
->
Select(Env, Query, Text) Tag, Text and output the selected option
(b) Actions used in web tasks.
Task Type Action Types Function Descriptions Implementation
Calculator(Expression) -> Value Calculate mathematical expressions
SetEquation(Expression) -> Equation Set equations based on the given expression
SolveEquation(Equation) -> Solutions Solve the system of equations WolframAlpha
Math
Define(Variable) -> Variable Define a variable
SolveInequality(Inequality) -> Solutions Solve the inequality
Code(Function_Description) -> Code Generate code for mathematical functions gpt-3.5-turbo
Count(List) -> Number Count the number of elements in a list Python

(c) Actions used in math tasks.

Table 9: Action interfaces and execution module implementations for complex interactive tasks.
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