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Abstract
Driven by the demand for cross-sentence and001
large-scale relation extraction, document-level002
relation extraction (DocRE) has attracted in-003
creasing research interest. Despite the continu-004
ous improvement in performance, we find that005
existing DocRE models which initially perform006
well may make more mistakes when merely007
changing the entity names in the document, hin-008
dering the generalization to novel entity names.009
To this end, we systematically investigate the010
robustness of DocRE models to entity name011
variations in this work. We first propose a prin-012
cipled pipeline to generate entity-renamed doc-013
uments by replacing the original entity names014
with names from Wikidata. By applying the015
pipeline to DocRED and Re-DocRED datasets,016
we construct two novel benchmarks named017
Env-DocRED and Env-Re-DocRED for robust-018
ness evaluation. Experimental results show that019
both three representative DocRE models and020
two LLM-based in-context learning methods021
consistently lack sufficient robustness to entity022
name variations. Finally, we propose an entity023
variation robust training method which not only024
effectively improves the robustness of DocRE025
models but also enhances their understanding026
and reasoning capabilities.027

1 Introduction028

The demand for cross-sentence and large-scale re-029

lation extraction has led to a surge of research inter-030

est in document-level relation extraction (DocRE),031

which aims to identify the relations between each032

pair of entities within a document (Yao et al., 2019).033

While covering more realistic scenarios than its034

sentence-level counterpart, DocRE also brings new035

challenges, requiring a comprehensive modeling of036

interactions among different mentions of an entity,037

different entities and different entity pairs.038

Recently, a series of DocRE studies propose var-039

ious novel models and methods, continuously im-040

proving the performance on several DocRE bench-041

marks (Tan et al., 2022a; Zhou and Lee, 2022;042
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Figure 1: An illustration of how minor changes in entity
names mislead the DocRE model to wrong predictions.

Xiao et al., 2022; Sun et al., 2023). However, 043

we observe that existing DocRE models may pro- 044

duce more erroneous predictions when we merely 045

change the entity names in a test document. As il- 046

lustrated in Figure 1, a well-trained DocRE model 047

correctly extracts all four relation instances from 048

the original document. However, after replacing 049

the entity names in the document with a new set 050

of names of the same entity types (e.g., change the 051

song name Uptown Girl into another song name 052

Endless Love), the model starts making mistakes, 053

including both false positive and false negative pre- 054

dictions. This indicates that existing DocRE mod- 055

els may overly rely on entity information for extrac- 056

tion and lack robustness. Considering the vast and 057

diverse space of entity names in real-world scenar- 058

ios, which also expands constantly with numerous 059

novel entity names, the poor robustness and gen- 060
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eralization further impedes the reliable application061

of DocRE models.062

As a result, we systematically study the robust-063

ness of DocRE models to entity name variations064

in this work. To audit the robustness of exist-065

ing DocRE models, we first propose a general066

pipeline to automatically generate perturbed test067

documents with changed entity names. Building068

such a pipeline is non-trivial for three reasons:069

(1) the relation types are constrained by entity070

types, for instance, the tail entity of relation record071

label in Figure 1 must be a record label, therefore072

the new entity name should not alter the original073

entity type, otherwise the relation labels may no074

longer hold; (2) for an entity mentioned multiple075

times under different names, each alias should be076

replaced with a distinct name to exclude the inter-077

ference caused by different coreference structures,078

like Sony Music ⇒ Matador Records and Sony079

⇒ Matador in Figure 1; (3) the introduced entity080

names should be of high quality and come from a081

wide range of sources. We strictly adhere to the082

principles above and design a four-stage pipeline083

based on Wikidata, which retrieves valid items084

from Wikidata for entity name substitution.085

We further apply the proposed pipeline to Do-086

cRED (Yao et al., 2019) and Re-DocRED (Tan087

et al., 2022b), due to both being the largest and088

most widely used DocRE datasets, to create two089

novel benchmarks, named Env-DocRED and Env-090

Re-DocRED, for evaluating the robustness of091

DocRE models to entity name variations1. By092

conducting extensive experiments on both origi-093

nal and newly constructed benchmarks, we thor-094

oughly evaluate the robustness of three representa-095

tive DocRE models and two LLM-based in-context096

learning method. The results show that the perfor-097

mance of all evaluated models drops significantly098

on Env-DocRED and Env-Re-DocRED (e.g., the099

best model’s F1 drops from 79.3% on Re-DocRED100

to 57.0% on Env-Re-DocRED), revealing the poor101

robustness to entity name variations. In order to102

gain more in-depth insights, we also conduct de-103

tailed analyses in terms of models’ performance104

bottleneck, robustness on intra- and inter-sentence105

relations, and the relationship between robustness106

and entity count, etc.107

Finally, to improve the robustness of DocRE108

models to entity name variations, we propose an109

1Our proposed pipeline can also be applied or adapted to
other DocRE datasets, which we discuss in detail in Section 9.

Entity Variation Robust Training method (EVRT) 110

which is based on data augmentation and consis- 111

tency regularization. For each training document, 112

we generate a perturbed document by entity renam- 113

ing. Then, in addition to the classification loss for 114

entity pairs in the original document, our method in- 115

troduces three extra objectives, which respectively 116

penalize the classification errors for entity pairs 117

in the perturbed document, the inconsistency be- 118

tween representations, and inconsistency between 119

predictions of original and corresponding perturbed 120

entity pairs. Experimental results demonstrate that 121

EVRT not only improve the robustness of existing 122

DocRE models but also enhance their understand- 123

ing and reasoning capabilities. Besides, we transfer 124

the idea of EVRT to in-context learning and pro- 125

pose a simple prompt optimization strategy, which 126

effectively enhances the robustness of in-context 127

learning of DocRE. 128

2 Related Work 129

Document-Level Relation Extraction. Driven 130

by the demand for cross-sentence and large-scale 131

relation extraction, research on relation extraction 132

has expanded from sentence level to document 133

level (Quirk and Poon, 2017; Yao et al., 2019). 134

Recently document-level relation extraction has at- 135

tracted increasing research interest, with new mod- 136

els emerging constantly. Based on the way of mod- 137

eling relational information from the context, exist- 138

ing studies can be categorized into graph-based and 139

sequence-based approaches. The former typically 140

abstract the document by graph structures and per- 141

form inference with graph neural networks (Zeng 142

et al., 2020; Zhang et al., 2021a; Wei and Li, 2022; 143

Lu et al., 2023), while the latter encode the long- 144

distance contextual dependencies with transformer- 145

only architectures (Zhou et al., 2021; Xie et al., 146

2022; Zhang et al., 2022; Ma et al., 2023). 147

Robustness and Entity-Related Robustness in 148

NLP. Despite achieving great progress with large 149

pre-trained language models in various tasks, mod- 150

ern NLP models are still brittle to out-of-domain 151

data (Hendrycks et al., 2020), adversarial attacks 152

(McCoy et al., 2019) or small perturbation to the 153

input (Ebrahimi et al., 2018). Consequently, there 154

has been a growing effort to explore robustness 155

issues in NLP, such as building robustness eval- 156

uation benchmarks and proposing robustness en- 157

hancement strategies (Wang et al., 2022). One 158

branch of works focus on entity-related robustness 159
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Figure 2: The proposed pipeline for generating documents with changed entity names.

of NLP models. By introducing various types of160

perturbations to entity (names), previous works au-161

dit or improve model robustness on different tasks162

like named entity recognition (Lin et al., 2021),163

machine reading comprehension (Yan et al., 2022)164

and dialogue state tracking (Cho et al., 2022).165

Robustness of DocRE Models. Compared with166

other NLP areas, research on robustness in DocRE167

is relatively scarce. Xu et al. (2022) observe that168

DocRE models may err when non-evidence sen-169

tences of a document are removed and propose a170

sentence focusing loss to improve the robustness.171

Chen et al. (2023) reveals the poor robustness of172

DocRE models to word-level attacks such as syn-173

onym substitution. A few recent works also con-174

struct entity-level attacks to investigate the robust-175

ness of DocRE models (Li et al., 2023; Chen et al.,176

2023). However, all these attacks are not natural177

or adversarial, as they either disrupt entity struc-178

tures (e.g., random entity mention drop) or alter179

entity types (e.g., random out-of-distribution entity180

substitution from a very limited source), rendering181

partial relation labels no longer valid. In contrast,182

we propose a principled pipeline to generate entity-183

renamed documents with labels preserved, and sys-184

tematically evaluate and improve the robustness of185

DocRE models to entity name variations.186

3 Problem Formulation187

Given a document D which contains a set of en-188

tities E = {ei}Ne
i=1, the task of document-level re-189

lation extraction is to predict the set of all possi-190

ble relations between each entity pair (eh, et) ∈191

{(ei, ej) | i, j = 1, . . . , Ne; i ̸= j} from a pre-192

defined relation type set R. The subscripts of eh 193

and et refer to the head and tail entity in an en- 194

tity pair. An entity ei can occur multiple times in 195

the document via Nei mentions Mei = {mi
j}

Nei
j=1, 196

where the mention mi
j refers to the token span of 197

ei’s j-th occurrence in the document. 198

4 Benchmark Construction 199

In this section, we elaborate on the process of con- 200

structing benchmarks for evaluating the robustness 201

of DocRE models to entity name variations. We 202

first propose a general pipeline to generate docu- 203

ments with changed entity names, then apply the 204

pipeline to DocRED and Re-DocRED to create the 205

Env-DocRED and Env-Re-DocRED benchmarks. 206

4.1 Construction Pipeline 207

As shown in Figure 2, our proposed pipeline con- 208

sists of the following four steps. 209

Step 1: Entity Linking Based on Wikidata. 210

Given a document, we first link each entity in the 211

document to an item in Wikidata. Each item in 212

Wikidata have a label and any number of aliases, 213

and is uniquely identified by a number starting with 214

“Q”. For example, we link the entity Westlife to 215

item Westlife(Q151241) in Wikidata. Depending 216

on the dataset at hand, we can perform entity link- 217

ing using Wikidata Search API, off-the-shelf tools 218

or methods specifically optimized for the datasets. 219

Step 2: Fine-grained Entity Typing. Next 220

we query the value of Instance Of property 221

(numbered as P31 in Wikidata) for each linked 222

item on Wikidata, to obtain the fine-grained 223
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type of each entity, like boy band(Q216337) for224

Westlife(Q151241) in Figure 2.225

Step 3: Alias-count-matched Candidate Entity226

Retrieval. Based on the fine-grained type of each227

entity, we further retrieve additional Wikidata items228

with the same entity type as candidates by execut-229

ing a reverse query of Step 2. Note that we only230

retain those items whose number of aliases (plus231

label) are greater than or equal to the number of232

aliases of the original entity in the document. For233

example, since the entity Sony Music is mentioned234

under two different names in the document, we235

only take the retrieved items of record label with236

at least one Wikidata alias.237

Step 4: Alias-wise Entity Mention Name Substi-238

tution. Finally, for each entity in the document,239

we randomly select an item from its candidate set240

and use this item to perform alias-wise entity men-241

tion name substitution, i.e., substitute a distinct242

name of the item for each alias of the original entity,243

like Sony Music⇒ Matador Records and Sony⇒244

Matador in Figure 2.245

4.2 Env-DocRED and Env-Re-DocRED246

Benchmarks247

With the proposed pipeline, we further construct248

the robustness evaluation benchmarks based on ex-249

isting datasets, which we choose DocRED (Yao250

et al., 2019) and Re-DocRED (Tan et al., 2022b)251

in this work. DocRED is one of the largest252

and most popular public datasets for DocRE,253

which is collected from English Wikipedia doc-254

uments. DocRED has 96 pre-defined relation types,255

along with 3053/1000/1000 documents for train-256

ing/development/test. Each document in DocRED257

has 19.5 entities and 12.5 relation triples on aver-258

age. Re-DocRED is a revised version of DocRED,259

resolving the missing relation issue in DocRED.260

The 3053 revised training documents contain 28.1261

triples on average and 1000 revised development262

documents (split into 500/500 development/test263

documents) have 34.7 triples on average.264

We iterate over the development and test set of265

DocRED and Re-DocRED and apply the pipeline266

five times on each document with different ran-267

dom seeds. We name the two newly constructed268

benchmarks Env-DocRED and Env-Re-DocRED,269

with the former having 3053/5000/5000 and the270

latter having 3053/2500/2500 documents for train-271

ing/development/test. We adopt the entity linking272

method and results of Genest et al. (2023) in Step273

1, which has a high quality benefited from its spe- 274

cific design for DocRED. Besides, since all enti- 275

ties of NUM ant TIME type in (Re-)DocRED can 276

not be linked to Wikidata, we take a rule-based 277

substitution method to produce novel names for 278

number and time. Although a small portion of enti- 279

ties remain unlinked, statistics show that we have 280

altered the names of over 92% entities in original 281

datasets. 282

5 Robustness Evaluation and Analysis 283

In this section, we conduct a comprehensive robust- 284

ness evaluation and analysis on three representative 285

DocRE models: DocuNet (Zhang et al., 2021b), 286

KDDocRE (Tan et al., 2022a) and NCRL (Zhou 287

and Lee, 2022) (refer to Appendix A for more de- 288

tails on models and implementations). 289

5.1 Main Evaluation Results 290

We present the evaluation results on the test sets of 291

four benchmarks in Table 3. We can observe that all 292

DocRE models have a significant performance fluc- 293

tuations on Env-DocRED and Env-Re-DocRED, 294

with the relative F1 drop ranging from 21% ~31%, 295

revealing the insufficient robustness to entity name 296

variations. Model-wise, we find that the three se- 297

lected DocRE models show similar relative de- 298

cline in performance, with none being significantly 299

more robust than others. Encoder-wise, we find 300

that RoBERTalarge with higher performance also 301

leads to better robustness than BERTbase. Dataset- 302

wise, somewhat surprisingly, the relative decrease 303

in F1 is even larger on Env-Re-DocRED than Env- 304

DocRED. This suggests that despite Re-DocRED 305

providing more complete relation labels, DocRE 306

models still fail to gain benefits in robustness. 307

5.2 Further Analysis 308

To gain deeper insights, we conduct further analysis 309

by answering the following questions. 310

Q1: What is the performance bottleneck of 311

DocRE models under entity name variations? 312

Given that the entity name variations lead to a drop 313

in performance, a natural question is whether the 314

model generate more false positive or false nega- 315

tive predictions. To better understand the perfor- 316

mance bottleneck of DocRE models, we compare 317

the changes in precision and recall of three models 318

with BERTbase encoder. As shown in Table 1, the 319

recall across models decreases significantly, while 320

the precision changes little and even increases on 321
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Figure 3: Evaluation results on the test sets of four benchmarks. Since the test set of DocRED is unpublished, the
Ign F1 results on Env-DocRED are not accurate and marked with “*”, same applies to Table 6.

Model DocRED Env-DocRED Re-DocRED Env-Re-DocRED

P R P R P R P R

DocuNet 62.88 58.67 64.56 33.23 84.21 64.93 82.05 36.45
KDDocRE 63.95 58.76 64.27 33.61 85.04 65.51 81.50 37.24
NCRL 63.62 59.08 65.69 34.50 84.64 65.50 81.53 37.32

Table 1: Precision and recall results on the develop-
ment sets of (Env-)DocRED and test sets of (Env-)Re-
DocRED, same choices apply to Table 2, Figure 4 and
Table 7.

Model DocRED Env-DocRED Re-DocRED Env-Re-DocRED

Intra Inter Intra Inter Intra Inter Intra Inter

DocuNet 66.99 53.11 52.76 31.34 76.05 70.92 58.75 42.27
KDDocRE 67.33 54.03 53.12 31.64 76.89 71.40 59.48 42.81
NCRL 67.47 53.84 54.20 32.58 76.44 71.57 59.86 42.51

Table 2: Intra and Inter F1 results on four benchmarks.

Env-DocRED. This indicates that false negative322

predictions dominates the poorer robustness to en-323

tity name variations.324

Q2: Do models show poorer robustness when325

predicting inter-sentence relations?326

Since a major feature of DocRE is to extract the327

complex cross-sentence relations, we further anal-328

yse models’ robustness in predicting intra-sentence329

and inter-sentence relations. We report the In-330

tra F1 and Inter F1 of three BERTbase encoded331

DocRE models in Table 2, which respectively eval-332

uate on the entity pairs with and without mentions333

in same sentence. We can observe that on both334

Env-DocRED and Env-Re-DocRED, the relative F1335

drop for inter-sentence relations is approximately336

twice that of intra-sentence relations, which indi-337

cates that existing DocRE models show poorer ro-338

bustness to entity name variations when predicting339

inter-sentence relations.340
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Figure 4: F1 score of NCRL-BERTbase on documents
with different number of entities.

Q3: How does the model robustness vary with 341

the number of entities in the document? 342

We also investigate the robustness of DocRE mod- 343

els on documents with varying number of entities. 344

This aids in better extrapolating our findings to 345

longer documents, which often contain more enti- 346

ties. We divide the documents into different groups 347

by the number of entities and evaluate the perfor- 348

mance on each group. We showcase the results of 349

NCRL-BERTbase in Figure 4. As the number of 350

entities increases, the absolute performance drop 351

under entity name variations gets larger, especially 352

on Env-Re-DocRED. The slopes of the linear fits 353

on DocRED, Env-DocRED, Re-DocRED, Env-Re- 354

DocRED are -0.35, -0.42, -0.24 and -0.69 respec- 355

tively. Note that the performance itself also shows 356

a decreasing trend when encountering more enti- 357

ties, thus the relative performance drop should be 358

more significant. This suggests that the model may 359

be more brittle as the number of entities increases. 360

Q4: How can we disentangle the reasons for the 361

performance drop? 362

Yan et al. (2022) pointed out that the information 363

associated with the entity name that can be lever- 364
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Type DocRED Env-DocRED Re-DocRED Env-Re-DocRED

Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3

PER 32 68 161 7 11 19 33 65 155 8 12 19
ORG 27 104 587 7 12 27 34 125 685 7 13 28
LOC 27 128 1240 8 20 90 29 148 1704 8 21 108
MISC 17 37 141 7 12 23 18 42 171 7 12 23

Total 25 73 309 7 13 29 27 81 393 7 13 32

Table 3: The upper quartile (Q3), median (Q2) and lower
quartile (Q1) of entity popularities of four benchmarks’
test sets (only calculating entities with name changed,
same applies to Table 4).

Type DocRED Env-DocRED Re-DocRED Env-Re-DocRED

PER 12.33% 1.90% 12.72% 2.23%
ORG 25.35% 3.47% 28.21% 3.14%
LOC 32.85% 8.25% 37.69% 10.77%
TIME 34.02% 16.62% 41.62% 20.82%
NUM 34.74% 12.01% 41.78% 16.86%
MISC 18.11% 3.04% 19.71% 3.11%

Total 23.47% 5.28% 27.34% 6.89%

Table 4: The proportion of entity mentions that appear
in training sets of four benchmarks’ test sets.

aged by the model includes both entity knowledge365

and name clues. The former refers to the world366

knowledge associated with the entity like “Westlife367

is a famous boy band”, which mainly comes from368

pre-training. The latter refer to the statistical clues369

associated with the name’s surface form like “West-370

life always appears with the performer relation in371

training set”, which mainly comes from fine-tuning.372

The perturbations to entity names may break these373

two types of information.374

We adopt two measurements to better understand375

the information loss. We calculate the popularity of376

entities (Huang et al., 2022), i.e., how many times377

the linked item of the entity appears in a relation in-378

stance in Wikidata, in each benchmark’s test set to379

roughly quantify the entity knowledge. As shown380

in Table 3, the popularity of entities in two new381

benchmarks drops significantly. For name clues,382

we calculate the percentage of entity mentions that383

appear in training sets for each benchmark’s test384

set. As shown in Table 4, the proportion also have385

a noticeable drop in two novel benchmarks.386

Q5: How robust is the in-context learning of387

LLMs under entity name variations?388

Recently large language models (LLM) (Brown389

et al., 2020) have achieved promising few-shot re-390

sults on many tasks through in-context learning391

(ICL) (Dong et al., 2023). Therefore, we also con-392

duct an experiment to explore how robust of ICL393

for DocRE under entity name variations. We use394

Model Re-DocRED Env-Re-DocRED

1-Shot 3-Shot 1-Shot 3-Shot

GPT-3.5 Turbo 13.66 16.00 10.81 12.98
GPT-4 Turbo 28.35 32.41 21.59 23.08

Table 5: F1 score of LLM-based ICL DocRE methods
on the test sets of Re-DocRED and Env-Re-DocRED.

gpt-3.5-turbo-01252 and gpt-4-0125-preview3 due 395

to them being the most capable LLMs currently. 396

We experiment on both 1-Shot and 3-Shot settings, 397

which represent providing 1 and 3 example docu- 398

ment(s) and gold relation instances as demonstra- 399

tions. We randomly select demonstration docu- 400

ment in the training set for each test document and 401

set the temperature parameter to 0 for least ran- 402

domness. The experimental results on test sets of 403

Re-DocRED and Env-Re-DocRED are shown in 404

Table 5. We find that on both settings, the two 405

LLM-based ICL approaches have a performance 406

drop on Env-Re-DocRED, suggesting that the ro- 407

bustness issue exists not only in specialized models 408

but also in large models. 409

6 Entity Variation Robust Training 410

Due to the unsatisfactory robustness of existing 411

DocRE models to entity name variations, we fur- 412

ther explore the method for enhanced robustness. 413

Intuitively, we can adopt a similar approach as the 414

proposed pipeline to perturb each training docu- 415

ment with a group of new entity names. The de- 416

rived document naturally shares the same relation 417

labels with the original one. Also, a robust DocRE 418

models should generate consistent representations 419

and predictions for each corresponding entity pair 420

in the original and perturbed documents. Based 421

on such motivation, we propose an entity variation 422

robust training method (EVRT) that is enhanced by 423

data augmentation and consistency regularization. 424

Specifically, given a labeled entity pair (eh, et) 425

in a document, vanilla approaches typically train 426

the DocRE model with a classification objective 427

Lclo = ℓtask(eh, et), where ℓtask denotes the loss 428

function depending on the specific model. 429

Denoting the corresponding entity pair of 430

(eh, et) in the perturbed document as (eĥ, et̂), our 431

proposed method first incorporate the classification 432

loss Lclp = ℓtask(eĥ, et̂) for (eĥ, et̂) to penalize the 433

2https://platform.openai.com/docs/models/gpt-3-5-turbo
3https://platform.openai.com/docs/models/gpt-4-and-

gpt-4-turbo (Due to limited budget, the experiments with
gpt-4-0125-preview only use 1/5 documents.)
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classification errors for entity pairs in the perturbed434

document. Then we introduce representation con-435

sistency regularization and prediction consistency436

regularization to encourage the model to produce437

consistent representations and predicted probabil-438

ity distributions between (eh, et) and (eĥ, et̂). For-439

mally, we define the representation consistency reg-440

ularization loss as:441

Lrcr = ∥z(h,t) − z(ĥ,t̂)∥22, (1)442

where z(h,t) is the pair representation of (eh, et).443

And we define the prediction consistency regular-444

ization loss as:445

Lpcr =
∑
r∈R

DSKL(p
(h,t)
r ,p(ĥ,t̂)

r ), (2)446

where p(h,t)
r = [P

(h,t)
r , 1−P

(h,t)
r ], P (h,t)

r is the pre-447

dicted probability of relation r for (eh, et), DSKL448

is the symmetric KL divergence:449

DSKL(p, q) = DKL(p∥q) +DKL(q∥p), (3)450

where DKL is the vanilla KL divergence. The over-451

all objective is defined as:452

L = Lclo + Lclp + αLrcr + βLpcr, (4)453

where α and β are two hyperparameters. Note that454

to prevent the incorporated novel entity names for455

training document perturbation have overlap with456

those entity names for substitution when construct-457

ing the benchmarks, resulting in potential shortcuts,458

we isolate the new entity names introduced during459

benchmark construction when replacing the entities460

in training documents.461

7 Experiments462

7.1 Main Results463

The main results on the test sets of four bench-464

marks are shown in Table 6. It is shown that when465

equipped with the proposed EVRT method, all466

DocRE models achieve a significant performance467

gain on Env-DocRED (a maximum more then 9%468

absolute increase in F1) and Env-Re-DocRED (a469

maximum more than 12% absolute increase in F1).470

Meanwhile, the performance on DocRED and Re-471

DocRED only shows a slight drop. All these results472

indicate that EVRT can effectively improve the ro-473

bustness of existing DocRE models to entity name474

variations.475

1 11 21 31 41 51 61 71 81 91
K

0.00

0.05

0.10

M
AP

NCRL-BERTbase
NCRL-BERTbase + EVRT

Figure 5: MAP curves of NCRL-BERTbase and NCRL-
BERTbase + EVRT.

7.2 Ablation Study 476

We further conduct an ablation study on Env- 477

DocRED and Env-Re-DocRED to investigate the 478

influence of three newly added training objective. 479

As shown in Table 7, only introducing one of Lclp, 480

Lrcr and Lpcr has lead to a significant performance 481

improvement, which indicates the effectiveness of 482

each objective. When combining these losses pair- 483

wise, the performance is further enhanced. And the 484

best performance is achieved when simultaneously 485

using three objectives together. We also observe 486

that compare to Lrcr, Lclp and Lpcr may play a 487

more important role for the improvement. 488

7.3 Understanding and Reasoning Capability 489

Evaluation 490

We also take the MAP evaluation metric proposed 491

in Chen et al. (2023) to evaluate the understanding 492

and reasoning capabilities of the DocRE models 493

trained with and without our EVRT method. Given 494

top K words with the highest attribution values, 495

the formula of MAP over T relational facts is: 496

MAP(K) =
1

T

T∑
t=1

APt(K) =
1

T

T∑
t=1

1

K

K∑
i=1

Pt(i) ·1t(i),

(5) 497

where 1t(i) is the indicator function of the i- 498

th important word for predicting the t-th rela- 499

tional fact. We select all possible values of K 500

an report the MAP curve of NCRL-BERTbase and 501

NCRL-BERTbase + EVRT models in Figure 5. 502

It is observed that the MAP values of NCRL- 503

BERTbase + EVRT are consistencly higher than 504

NCRL-BERTbase, suggesting that the proposed 505

EVRT method not only improves the robustness of 506

DocRE models but also enhances their understand- 507

ing and reasoning capabilities. 508
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Model DocRED Env-DocRED Re-DocRED Env-Re-DocRED

Ign F1 F1 Ign F1∗ F1 Ign F1 F1 Ign F1 F1

DocuNet-BERTbase 58.89 60.83 43.32 43.99 72.50±0.17 73.32±0.20 50.46±0.44 50.48±0.44

+ EVRT 58.17 59.71 51.63 52.78 71.64±0.12 72.44±0.19 62.32±0.46 62.33±0.46
(↓ 0.72) (↓ 1.12) (↑ 8.31) (↑ 8.79) (↓ 0.86) (↓ 0.88) (↑ 11.86) (↑ 11.85)

KDDocRE-BERTbase 59.16 61.02 43.01 43.69 73.22±0.27 74.00±0.30 51.11±0.58 51.12±0.58

+ EVRT 58.69 60.21 51.64 52.94 72.41±0.18 73.25±0.15 62.53±0.19 62.55±0.19
(↓ 0.47) (↓ 0.81) (↑ 8.63) (↑ 9.25) (↓ 0.81) (↓ 0.75) (↑ 11.42) (↑ 11.43)

NCRL-BERTbase 59.34 61.51 44.37 45.09 72.99±0.28 73.84±0.32 51.18±0.62 51.20±0.62

+ EVRT 58.84 60.51 52.97 54.25 72.00±0.36 72.78±0.42 62.83±0.25 62.84±0.25
(↓ 0.50) (↓ 1.00) (↑ 8.60) (↑ 9.16) (↓ 0.99) (↓ 1.06) (↑ 11.65) (↑ 11.64)

DocuNet-RoBERTalarge 61.59 63.77 47.65 48.40 77.43±0.26 78.15±0.25 55.75±0.70 55.77±0.70

+ EVRT 60.48 62.46 54.32 55.93 76.07±0.14 76.68±0.18 67.37±0.27 67.38±0.27
(↓ 1.11) (↓ 1.31) (↑ 6.67) (↑ 7.53) (↓ 1.36) (↓ 1.47) (↑ 11.62) (↑ 11.61)

KDDocRE-RoBERTalarge 62.13 64.03 49.42 50.33 77.98±0.22 78.65±0.23 56.34±0.61 56.36±0.61

+ EVRT 60.49 62.20 56.50 57.83 76.20±0.41 76.82±0.43 68.60±0.25 68.62±0.25
(↓ 1.64) (↓ 1.83) (↑ 7.08) (↑ 7.50) (↓ 1.78) (↓ 1.83) (↑ 12.26) (↑ 12.26)

NCRL-RoBERTalarge 61.67 63.93 49.07 49.91 78.57±0.22 79.31±0.26 57.03±0.94 57.04±0.94

+ EVRT 60.28 62.21 56.29 57.81 76.78±0.19 77.48±0.21 68.87±0.19 68.89±0.19
(↓ 1.39) (↓ 1.72) (↑ 7.22) (↑ 7.90) (↓ 1.79) (↓ 1.83) (↑ 11.84) (↑ 11.85)

Table 6: Main results on the test sets of four benchmarks.

Lclp Lrcr Lpcr
Env-DocRED Env-Re-DocRED
Ign F1 F1 Ign F1 F1

− − − 45.21 45.23 51.18 51.20
! − − 52.89 52.91 62.05 62.06
− ! − 52.13 52.14 61.08 61.10
− − ! 53.36 53.38 61.83 61.84
! ! − 52.75 52.77 62.21 62.22
! − ! 53.79 53.80 62.41 62.42
− ! ! 53.50 53.52 62.09 62.11
! ! ! 54.15 54.17 62.83 62.84

Table 7: Ablation study results.

7.4 Entity Variation Robust In-Context509

Learning510

The results in Section 5.2 indicates that utilize in-511

context learning of LLMS for DocRE also shows512

insufficient robustness to entity name variations. A513

natural question is can we transfer the basic idea514

of EVRT to improve the robustness of in-context515

learning. We conduct a preliminary attempt by de-516

signing a simple entity variation robust in-context517

learning method, which optimize the prompt with518

demonstration augmentation (DA) and consistency519

guidance (CG). Based on the vanilla prompts,520

demonstration augmentation add an entity-renamed521

document for each original demonstration docu-522

ment. And consistency guidance further expand523

the prompt by explicitly explains that “each pair of524

original and augmented demonstration documents525

only differs in entity names and thus have con-526

sistent relation labels” and “please take the con-527

Model Re-DocRED Env-Re-DocRED

1-Shot 3-Shot 1-Shot 3-Shot

GPT-3.5 Turbo 13.66 16.00 10.81 12.98
+ DA 14.67 16.47 11.59 13.86
+ DA + CG 15.14 17.22 12.44 14.37

GPT-4 Turbo 28.35 32.41 21.59 23.08
+ DA 28.20 33.52 22.85 24.41
+ DA + CG 28.99 34.32 23.74 25.11

Table 8: F1 score of entity variation robust in-context
learning method for DocRED.

sistency into consideration for better predictions”. 528

As shown in Table 8, this simple strategy also ef- 529

fectively enhances the robustness of LLM-based 530

in-context learning methods. 531

8 Conclusion 532

Our main contributions in this work are three-fold: 533

(1) Resource-wise, we propose a general pipeline to 534

reasonably generate entity-renamed documents and 535

construct two novel benchmarks, Env-DocRED 536

and Env-Re-DocRED, for robustness evaluation. 537

(2) Experiment-wise, we conduct comprehensive 538

experiments on multiple DocRE models to evalu- 539

ate their robustness and provide further analyses 540

from multiple perspectives. (3) Methodology-wise, 541

we propose entity variance robust training and in- 542

context learning methods, effectively improving 543

the robustness of DocRE models. 544
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9 Limitations and Future Directions545

In this section, we analyse the limitations of our546

work from three perspectives and hope to provide547

inspiration for future works.548

Task Setting. Our study is grounded upon a clas-549

sic setting of DocRE where the entity informa-550

tion including entity mention positions and coref-551

erence clusters of mentions are given beforehand.552

Some recent works explore the end-to-end setting553

of DocRE, which requires the model to jointly per-554

form mention detection (and optionally classifica-555

tion), coreference resolution and relation extrac-556

tion, aligning better with real-world application557

scenarios (Eberts and Ulges, 2021; Xu and Choi,558

2022; Zhang et al., 2023). Investigating the ro-559

bustness of end-to-end DocRE approaches to entity560

name variations is a promising direction for fu-561

ture works. More importantly, since the proposed562

pipeline for entity name substitution does not alter563

entity types and coreference labels, our constructed564

benchmarks can be directly utilized for the study565

of end-to-end DocRE model robustness, rendering566

the two benchmarks more valuable.567

Dataset Domain and Language. Given that we568

construct the robustness evaluation benchmarks569

based on DocRED and Re-DocRED, which orig-570

inate from English Wikipedia documents, our571

findings may be somewhat limited to English,572

generic-domain scenarios. Leveraging other well-573

established DocRE datasets, future works are en-574

couraged to extend the study on entity name varia-575

tion robustness of DocRE models to more domains576

such as news (Zaporojets et al., 2021), biomedicine577

(Li et al., 2016) and scientific publications (Luan578

et al., 2018), and more languages such as Chinese579

(Cheng et al., 2021) and Korean (Yang et al., 2023).580

As Wikidata covers a wide range of domains and581

languages, the proposed benchmark construction582

pipeline can also be applied to other datasets. For583

datasets that are hard to be linked to Wikidata, one584

may explore the possibility of adapting the pipeline585

with an appropriate knowledge base.586

Methodology. Since the proposed entity variance587

robust training and in-context learning frameworks588

generate a perturbed document with entity names589

changed for each training document, fine-tuning590

pre-trained models incurs larger memory overhead,591

and utilizing large language models for in-context592

learning entails higher time and cost expenses. Ad-593

ditionally, although the proposed methods signifi-594

cantly improve the performance of multiple models 595

on Env-DocRED and Env-Re-DocRED, there is 596

still a certain gap compared to DocRED and Re- 597

DocRED. An intriguing avenue for future research 598

is to explore more efficient and effective techniques 599

to improve the robustness of DocRE models to en- 600

tity name variations. 601
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A Selected Models and Evaluation 849
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which are representative for their strong perfor- 852
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2021b) formulates DocRE as a semantic segmenta- 854

tion task and captures both local context informa- 855

tion and global interdependency among triples for 856

extraction. KDDocRE (Tan et al., 2022a) uses an 857

axial attention module for two-hop relations rea- 858

soning and an adaptive focal loss to address the 859

class imbalance problem. NCRL (Zhou and Lee, 860

2022) shares same model with a strong DocRE 861

baseline ATLOP (Zhou et al., 2021) but improves 862

upon the learning of none class. We use Ign F1 and 863

F1 scores as the evaluation metrics, where Ign F1 864

measures the F1 excluding those relational facts 865
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plement all models with their official codes and 870
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report the the mean and standard deviation results871

by five trials with different random seeds. Since872

the test set of DocRED is released by Codalab, we873

report the official test score of the best checkpoint874

on development set.875
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