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ABSTRACT

Neural operator surrogate models are becoming increasingly popular for material
design, where they are used to rapidly evaluate candidate designs. Such surro-
gate models, however, most commonly either amortize the flow map across initial
conditions for a fixed design parameter or vice versa. Towards this end, recent
interest has emerged in meta-operator learning to allow for simultaneous variation
of both, in which a meta-learner is trained to approximate the flow map across de-
sign parameters and then fine-tuned for the particular system of interest. Increas-
ing interest is being placed on performing such fine-tuning via in-context learn-
ing. While impressive empirical performance has been achieved with function in-
context learning, a mechanistic explanation of how such a behavior emerges has
yet to be provided. We, thus, here demonstrate that functional in-context learning,
when performed by transformer operators, is achieved by gradient descent in an
operator RKHS.

1 INTRODUCTION

The evaluation of material designs often requires the solution of PDEs to compute properties of
interest, such as elasticity or fracture Arruda & Boyce (1993); Gent (1996); Humphrey (2003).
Exploration of the design space then becomes limited by the computational cost of solving such
PDEs, which must be performed using numerical solvers Wilson et al. (2022); Winkel et al. (2012);
Arber et al. (2015); Tskhakaya et al. (2007); Ning et al. (2023). In particular, numerical solution
techniques fail to amortize computational cost across problem instances, rendering them overly ex-
pensive Biegler et al. (2003); De los Reyes (2015). For this reason, machine learning methods,
known as “neural operators,” have become increasingly popular avenues of investigation Jafarzadeh
et al. (2024); Oommen et al. (2024); You et al. (2022). Such approaches amortize the cost of so-
lution across either initial conditions or “system parameters,” which are parametric quantities that
characterize the PDE and are often the free parameters of design loops, such as the conductivity κ
of a material in the heat equation (Hsu, 1994; Challis & Guest, 2009; Dunning & Kim, 2015).

Current methods in the space of operator learning, however, only allow for amortization over one of
these two modalities. That is, methods learning operator flow maps across initial conditions fix the
system parameters and those across system parameters the initial conditions Li et al. (2020b;c;a);
Du et al. (2023); Liu et al. (2023). Neural operators are fundamentally unsuited to learning flow
maps across multiple system parameters, as the true solution operator then varies across samples.
Towards this end, significant work has emerged on neural operator meta-learning. In one branch
of this work, PDE foundation models are pre-trained and subsequently fine-tuned on the particular
systems of interest Cao et al. (2024a); Shen et al. (2024); Herde et al. (2024); Liu et al. (2024b). The
need to perform fine-tuning, however, degrades the computational benefits of surrogate modeling.

In a seemingly unrelated vein, the fine-tuning of LLMs is a similarly remarkably expensive task,
owing to their tremendous parameter counts Minaee et al. (2024). It has there been observed that
LLMs, and transformers more broadly, display remarkable capacities to be fine-tuned in-context,
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in which “training pairs” are placed into the context window with no weights of the model being
updated Dong et al. (2022). For this reason, much interest has emerged in extending the standard
transformer architecture to enable in-context learning in the context of operator learning Cao et al.
(2024b); Yang et al. (2023); Meng et al. (2025); Yang & Osher (2024). Despite significant empirical
validation, such operator in-context learning have yet to be mechanistically understood.

Recent theoretical work for standard, finite-dimensional transformers suggest that they are capable
of performing in-context learning by implicitly implementing optimization algorithms in their for-
ward passes Akyürek et al. (2022); Ahn et al. (2023); Von Oswald et al. (2023); Cheng et al. (2023).
We, therefore, herein extend this line of theoretical inquiry to characterize the generalized trans-
former architectures that have been leveraged for in-context operator learning Calvello et al. (2024).
In particular, we prove the generalized transformers leveraged for in-context operator learning do so
by performing gradient descent in a Reproducing Kernel Hilbert Space over operators.

2 BACKGROUND

2.1 NEURAL OPERATORS

Neural operator methods, while more broadly applicable, most often seek to amortize the solution
of a spatiotemporal PDE. Such PDEs are formally described by spatial fields that evolve over time,
namely some u : Ω × [0,∞) → R, where x ∈ Ω ⊂ Rd are spatial coordinates and t ∈ [0,∞) is a
time coordinate. While the more abstract operator learning framework can be formulated as seeking
to learn a map Ĝ : A → U between two function spaces A and U , we are most often interested
in learning time-rollout maps, in which the input and output function spaces are identical. In such
cases, it is assumed a dataset of the form D := {(u(0)i , u

(T )
i )} is available, where u(0) : Ω → R is

the initial condition, for which there exists some true operator G such that, for all i, u(T )
i = G(u(0)i ).

While many different learning-based approaches have been proposed to solve this operator learning
problem, they all can be abstractly framed as seeking

min
Ĝ

||Ĝ − G||2L2(U,U) =

∫
U
||Ĝ(u0)− G(u0)||2U du0. (1)

Notably, in such works, it is often assumed that the operator of interest is mapping between two
sufficiently smooth spaces, on which the PDE is well-defined Kovachki et al. (2024); Boullé &
Townsend (2023). That is, most often A = U = Hs(Ω), where Hs(Ω) := {f : ||f ||Hs(Ω) < ∞} is
the standard s-Sobolev space, in which

||f ||Hs(Ω) :=
∑

|α|≤k:α∈Nd

||Dαf ||L2(Ω).

s is the smoothness parameter as determined by the PDE, and α is the condensed notation for the
corresponding mixed partials, i.e. α = (α1, ..., αd) corresponds to Dα := ∂α1

x1
...∂αd

xd
.

Within this broad family of operator learning, the most widely employed classes are the Deep Opera-
tor Networks (DeepONets) Lu et al. (2021; 2019); Wang et al. (2021); Kopaničáková & Karniadakis
(2025) and Fourier Neural Operators (FNOs) Li et al. (2020b;c;a); Bonev et al. (2023). FNOs are
parameterized as a sequence of layers of linear operators, given as kernel integral transforms, with
standard intermediate ReLU nonlinearities. Formally, a single layer is then given by

(Gℓu)(x) = σ

(∫
Ω

kℓ(x, y)u(y)dy

)
= σ

(
F−1(Rℓ ⊙F(u))

)
, (2)

where the latter equivalence follows from the standard convolution theorem under the assumption
the learned kernel is translation invariant, i.e. kℓ(x, y) = kℓ(x − y), where F denotes the Fourier
transform. Due to improved computational efficiency, therefore, the learning of the kernel is done
in Fourier rather than real space, where the kernel is learned up to some fixed truncation point kmax.

2.2 TRANSFORMERS AND IN-CONTEXT LEARNING

The attention mechanism is parameterized by θ := {Wk,Wq,Wv}, where Wk ∈ Rdk×d, Wq ∈
Rdq×d, and Wv ∈ Rdv×d for sequential data X ∈ Rd×T Vaswani (2017). In a generalized form,

Attn(X) := (WvX)MH ((WqX), (WkX)) , (3)
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where M ∈ RT×T is a masking matrix and H : Rdq×T × Rdk×T → RT×T is a nonlinear trans-
form of key-query similarity measures, where [H(Q,K)]i,j = h(Q(i),K(j)) with Q(i) ∈ Rdq and
K(j) ∈ Rdk . In practice, most often dk = dq and h := softmax Cheng et al. (2023). Trans-
former architectures are then simply repeated compositions of such attention blocks with residual
connections and feedforward and normalization layers.

We additionally highlight the extension of the attention mechanism proposed in Calvello et al. (2024)
that permits its use for operator learning; such an extension is referred to as “continuum attention.”
In particular, in place of xi ∈ Rd, we assume xi ∈ X for some Hilbert space X ; notably, the
presentation of Calvello et al. (2024) was particular to X = F(Ω;Rd), i.e. the set of all functions
x : Ω → Rd. The natural generalization of the attention mechanism for function inputs then replaces
the Wk,Wq , and Wv matrices with corresponding linear operators, denoted as Wk : X → K,
Wq : X → Q, and Wv : X → V , where X ,K,Q, and V are Hilbert spaces. In practice, such
operators are implemented as kernel integral transforms in the way of FNOs, as

Wqx = F−1(Rq ⊙Fx), (4)

where Rq is the Fourier parameterization of the query kernel, with Rk and Rv similarly defined for
the key and value kernels. Thus, the continuum attention mechanism assumes K = Q and defines

ContAttn(X) := (WvX)M softmax ((WqX), (WkX)) (5)

where the interpretation of M remains the same as that in Equation (3). In particular, while the key,
query, and value operators need to be generalized, the resulting attention weights matrix still lies in
RT×T , meaning the M component remains identical to its form in the finite-dimensional case.

Transformer architectures, most notably in LLMs, have been observed to exhibit an unexpected
behavior known as “in-context learning” (ICL), in which they perform few-shot learning without
any explicit parameter updates but merely by having training examples in their context windows.
We follow the conventions of Cheng et al. (2023) in formalizing the ICL phenomenon. We suppose
the dataset D := {(Xi, yi)}ni=1 on which the transformer was trained has samples of the form

Xi =

[
x
(1)
i x

(2)
i . . . x

(T )
i x

(T+1)
i

y
(1)
i y

(2)
i . . . y

(T )
i 0

]
yi = y

(T+1)
i . (6)

We then suppose y(t)i = fi(x
(t)
i ), where fi ̸= fj for i ̸= j. This is the critical difference in the

in-context learning setting versus typical learning settings: in the standard setting, fi = f is fixed
across samples and necessarily matches the f ′ present at test time, meaning the goal for the learner
is to merely learn such an f . In in-context learning, however, the learning algorithm must be capable
of “learning” an unseen f ′ at inference time without parameter updates.

2.3 OPERATOR META-LEARNING

Significant interest has emerged in meta-operator learning for spatiotemporal PDEs, in which a
single network maps from initial conditions to final states across system specifications Wang et al.
(2022); Zhang (2024); Sun et al. (2024b); Liu et al. (2024b); Cao et al. (2024b); Chakraborty et al.
(2022); Sun et al. (2024a); Yang et al. (2023). Formally, unlike the traditional setting discussed in
Section 2.1, here the dataset consists of pairs D := {(u(i)0 , u

(i)
T )}Ni=1, for which the true operator

can vary across samples, i.e. Gi satisfies u(T )
i = Gi(u

(0)
i ) but Gi ̸= Gj for i ̸= j. The goal is to

then, given only a limited number of training samples D′ := {(u′0, u′T )}N
′

i=1 with N ′ ≪ N for a
fixed, potentially unseen operator G′, learn an approximation Ĝ′ ≈ G′. Most often, this is done by
pre-training a meta-learner GML on D and then fine-tuning GML on D′ to arrive at G′.

There are two primary settings in which this approach is often employed. In the first, meta-learning
is sought across different parametric PDEs, i.e. where sample i may be the solution of the Navier
Stokes equation and sample j of the shallow-water equations; meta-learners in this context are re-
ferred to as “foundation models” Sun et al. (2024a); Herde et al. (2024); Zhang (2024); Sun et al.
(2024b); Liu et al. (2024a); McCabe et al. (2024). In the second setup, pre-training is instead sought
over a fixed parametric PDE, where meta-learning happens across some system parameter, i.e. where
samples i and j are both solutions of the Navier Stokes equation but for different Reynolds numbers
νi ̸= νj Cao et al. (2024b); Yang et al. (2023); Meng et al. (2025); Yang & Osher (2024).
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Building off of the observed ICL of LLMs and transformers more broadly, the fine-tuning of these
meta-learners too can be performed via explicit weight modification or via in-context learning. Ap-
proaches in the first setup nearly all require fine tuning, likely owing to the greater variability of
solution operators across PDEs. In the latter, however, in-context learning is the dominant paradigm,
although some works still perform explicit weight modification Rahman et al. (2024). In fact, an
entire offshoot of meta-learning known as in-context operator networks (ICONs) has spawned from
this approach Cao et al. (2024b); Yang et al. (2023); Meng et al. (2025); Yang & Osher (2024).

Recent works in this vein have demonstrated notable empirical performance leveraging bespoke
transformer architectures built atop the continuum attention from Equation (5) Cao et al. (2024b);
Alkin et al. (2024); Cao et al. (2025). Similar to Equation (6), it is assumed that a pre-training dataset
of the form D := {(U (0:T−1)

i , U
(T )
i )} is available, where U (0:T )

i := [u
(0)
i , u

(∆T )
i , ..., u

((T−1)∆T )
i ],

with u
(t)
i ∈ L2(Ω). Notably, such a setup is equivalent to having n = T/∆T training pairs

{(u((t−1)∆T )
i , ut∆T

i )}nt=1. It is further assumed that, for each sample i, there is a true, determin-
istic solution operator Gi ∈ O that maps from the spatial field at some time t to its state at some
later t+∆T . The in-context learning goal, therefore, is, given a new sequence of (U (0:T−1))′ gen-
erated by some unseen operator G′, predict (U (T ))′. Such behavior has been empirically displayed
by proposed methods but has yet to be mechanistically understood.

2.4 RELATED WORKS

We are interested herein in providing a mechanistic explanation of the in-context learning empir-
ically exhibited by continuum attention-based ICONs. Such mechanistic explanations have been
studied extensively for finite-dimensional transformer architectures Akyürek et al. (2022); Garg
et al. (2022); Dai et al. (2022). Most relevant in this line of work is that of Cheng et al. (2023).
Loosely speaking, they demonstrated that, if a kernel κ(·, ·) is defined with H denoting its associ-
ated RKHS and a transformer is then defined with a specificWk,Wq,Wv and h(q, k) = κ(q, k) from
Equation (3), that an inference pass through such a layer is equivalent to a single step of functional
gradient descent in H. They additionally demonstrated such a learned predictor is Bayes optimal un-
der particular circumstances. These results are formally provided in Appendix A. Notably, however,
these results require non-trivial changes to be generalized to function inputs.

While previous works have yet to formally provide a generalized mechanistic explanation, a recent
work Cole et al. (2024) began a line of inquiry into formally characterizing the functional ICL phe-
nomenon exhibited by continuum attention. This work, however, studied a fundamentally distinct
aspect of functional ICL than that studied herein, characterizing its sample complexity and studying
its resulting generalization, specifically in the restricted setting of linear elliptic PDEs.

3 METHOD

3.1 IN-CONTEXT LEARNING FORMALISM

We now consider a generalization of the continuum attention, paralleling that of Equation (3), allow-
ing for more general key-query similarity measures. In particular, instead of restricting Q = K as
required for Equation (5) to be well-defined, we allow H : Qn+1 × Kn+1 → (L(V))(n+1)×(n+1),
where L(V) denotes the set of bounded linear operators from V to V . Notably, this subsumes
softmax if for c ∈ R, c ∈ L(V ) is understood in its natural sense to define cfv for fv ∈ V as
(cfv)(x) := cfv(x), from which we can view softmax : Q × K → L(V). Notably, H acts
component-wise as before, i.e. [H(Q,K)]i,j = h(Q(i),K(j)) for h : Q×K → L(V).
If V = X , an L-layer transformer operator T : X → X consisting of generalized continuum
attention layers with residual connections is well-defined as T := TL ◦ ... ◦ T0, where

Xℓ+1 = Tℓ(Xℓ) := Xℓ +
(
H(Wq,ℓXℓ,Wk,ℓXℓ)(Wv,ℓXℓM)T

)T
. (7)

Following the formalization established in Cole et al. (2024), we seek to learn in-context a map
X → Y , for which we construct a context window consisting of training pairs z(i) ∈ Z = X ⊗Y as

Z0 =

(
f (1) f (2) . . . f (n) f (n+1)

u(1) u(2) . . . u(n) 0

)
∈
(
Xn+1

Yn+1

)
,
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where {(f (i), u(i))}ni=1 are n pairs of input-output functions, z(i) = (f (i), u(i)), and T : Zn+1 →
Zn+1. We predict u(n+1) as −[T (z)]2,n+1. While the typical use case assumes (f (i), u(i)) =

(u((i−1)∆t), u(i∆t)) for some time increment ∆t, we present our results in this more abstract light,
as they hold for more general applications. Notably, as in the typical formalization, the key and
query operators and nonlinearity operator are assumed to only act upon the space of input functions.
That is, denoting X0 = [f (1), f (2), . . . , f (n), f (n+1)] ∈ Xn+1 as the vector of input functions and
Xℓ ∈ Xn+1 as the first row of the matrix Zℓ,

Zℓ+1 = Zℓ +
(
H̃(Wq,ℓXℓ,Wk,ℓXℓ)(Wv,ℓZℓM)T

)T
. (8)

Notably, the layer ℓ query and key block operators Wq,ℓ : Xn+1 → Qn+1 and Wk,ℓ : Xn+1 →
Kn+1 only act on the restricted input space, whereas Wv,ℓ : Zn+1 → Zn+1 acts on the full space.

The mask block operator matrix M ∈ O2×2 is set as
[
I 0
0 0

]
. We also denote

Tℓ(f ; (Wv,Wq,Wk)|z(1), . . . , z(n)) := Zℓ (9)

obtained from setting the last entry of the first row of Z0 as f . Note that when the input passes
through an attention layer as defined in 8, we are assuming that multiplication makes sense in the
space Y . This is a stronger structure imposed on Y than just a Hilbert Space. Usual choices of Y ,
like L2(Rd) have a natural multiplicative structure, namely, pointwise multiplication of functions.

We state the formal theorem that the transformer operator architecture can perform in-context
learning by implementing operator gradient descent below. The formalism used for operators and
function-valued RKHS has been adopted from Kadri et al. (2016). We defer relevant definitions
and the full proof of the theorem to Appendix C. We, however, here highlight novelties of the proof
strategy in demonstrating this result. In particular, the explicit calculation of the gradient descent
expression over operator spaces is not as directly evident as it is over finite-dimensional vector
spaces. In addition, we had to invoke a generalized form of the Representer Theorem as provided in
Stepaniants (2023) in place of the more classical statement leveraged in Cheng et al. (2023).
Theorem 3.1. Let κ : X × X → L(Y) be an arbitrary operator-valued kernel. Let O denote
the operator RKHS induced by κ. We are given in-context examples of the form (f (i), u(i)) for
i = 1, . . . , n. The empirical loss functional L : O → R is given by

L(O) =

n∑
i=1

∥u(i) −Of (i)∥2Y .

Let O0 = 0 and let Oℓ denote the operator obtained from the l-th operator-valued gradient descent
sequence of L with respect to ∥ · ∥O as defined in Equation (16). Then there exist scalar step sizes
r′0, . . . , r

′
k such that the following holds-

Let [H̃(U,W )]i,j = κ(u(i), w(j)). Let Wv,ℓ =

(
0 0
0 −r′ℓI

)
, Wq,ℓ = I , Wk,ℓ = I . Then for any

f (n+1), the transformer operator’s prediction for u(n+1) at each layer ℓ matches the prediction of
the operator-valued gradient descent sequence at step ℓ, that is

[Tℓ(f ; (Wv,Wq,Wk)|z(1), . . . , z(n))]2,n+1 = −Oℓf.

4 DISCUSSION

In this paper, we provided a mechanistic explanation of the in-context learning phenomenon ex-
ploited in continuum transformer-based operator networks. Moving forward in this work, we would
like to extend more of the in-context learning results from Cheng et al. (2023) to the functional
setting. In particular, we would like to demonstrate that the specified key, query, and value opera-
tors giving rise to Theorem 3.1 are stationary points of in-context loss so as to demonstrate that the
transformer operator, over the course of training, may recover the operators necessary to perform
operator valued gradient descent. We additionally wish to empirically validate the theoretical claim
demonstrated herein and those that we wish to prove subsequently.

5



Published as a workshop paper at ICLR 2025 AI for Accelerated Materials Design Workshop

REFERENCES

Kwangjun Ahn, Xiang Cheng, Hadi Daneshmand, and Suvrit Sra. Transformers learn to imple-
ment preconditioned gradient descent for in-context learning. Advances in Neural Information
Processing Systems, 36:45614–45650, 2023.
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A RKHS FUNCTIONAL GRADIENT DESCENT THEOREMS

We provide here the precise statements of the relevant results from Cheng et al. (2023).

Proposition A.1. (Proposition 1 from Cheng et al. (2023)) Let K be an arbitrary kernel. Let H
denote the Reproducing Kernel Hilbert space induced by K. Let z(i) = (x(i), y(i)) for i = 1, . . . , n
be an arbitrary set of in-context examples. Denote the empirical loss functional by

L(f) :=

n∑
i=1

(
f(x(i))− y(i)

)2
. (10)

Let f0 = 0 and let fℓ denote the gradient descent sequence of L with respect to ∥ · ∥H, as defined in
(3.1). Then there exist scalars stepsizes r0, . . . , rk such that the following holds:

Let H̃ be the function defined as

H̃(U,W )i,j := K(U (i),W (j)), (11)

where U (i) and W (j) denote the ith column of U and W respectively. Let

Vℓ =

[
0 0
0 −rℓ

]
, Bℓ = Id×d, Cℓ = Id×d. (12)

Then for any x := x(n+1), the Transformer’s prediction for y(n+1) at each layer ℓ matches the
prediction of the functional gradient sequence (3.1) at step ℓ, i.e., for all ℓ = 0, . . . , k,

Tℓ(x; (V,B,C)|z(1), . . . , z(n)) = −fℓ(x). (13)

Proposition A.2. (Proposition 2 from Cheng et al. (2023)) Let

X =
[
x(1), . . . , x(n+1)

]
, Y =

[
y(1), . . . , y(n+1)

]
. (14)

Let K : Rd × Rd → R be a kernel. Assume that Y |X is drawn from the K Gaussian Process. Let
the attention activation

H̃(U,W )ij := K(U (i),W (j)), (15)

and consider the functional gradient descent construction in Proposition 1. Then, as the number
of layers ℓ → ∞, the Transformer’s prediction for y(n+1) at layer ℓ (2.4) approaches the Bayes
(optimal) estimator that minimizes the in-context loss (2.5).

B GRADIENT DESCENT IN OPERATOR SPACE

We start by some defining notation that we will use in the next sections. We denote by X = {x :
DX → R} and Y = {y : DY → R} the separable Hilbert spaces in which our input and output
functions lie in respectively. We denote by C(X ,Y) the space of continuous operators from X to Y .
Let L(Y) denote the set of bounded linear operators from Y to Y .

We begin by defining gradient descent in operator space. Let O denote a space of bounded operators
from X to Y equipped with the operator norm ∥ · ∥O. Let L : O → R denote a loss function. The
gradient descent of L is defined as the sequence

Oℓ+1 = Oℓ − rℓ∇L(Oℓ) (16)

where

∇L(O) = argmin
G∈O,∥G∥O=1

d

dt
L(O + tG)

∣∣∣∣
t=0

.

Suppose we have n input-output function pairs as f (1), . . . , f (n) ∈ X and u(1), . . . , u(n) ∈ Y and
we define L as the weighted empirical least-squares loss

L(O) =

n∑
i=1

∥u(i) −Of (i)∥2Y .
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Then ∇L(O) takes the form

∇L(O) = argmin
G∈O,∥G∥O=1

d

dt

n∑
i=1

∥u(i) − (O + tG)f (i)∥2Y
∣∣∣∣
t=0

. (17)

For simplification, suppose that we denote by G∗ the steepest descent direction. Then the method
of Lagrange multipliers states that there exists some λ for which the problem in Equation (17) is
equivalent to

G∗ = argmin
G∈O

d

dt

n∑
i=1

∥u(i) − (O + tG)f (i)∥2Y
∣∣∣∣
t=0

+ λ∥G∥2B(X ,Y) (18)

= argmin
G∈O

n∑
i=1

2⟨u(i) −Of (i), Gf (i)⟩Y + λ∥G∥2B(X ,Y). (19)

The second line can be calculated by thinking of the loss function as a composition of functions
L = L2 ◦ L1, L1 : R → Y which takes

L1(t) = u(i) − (O + tG)f (i)

and L2 : Y → R where
L2(y) = ⟨y, y⟩.

Then L′
1(t)(s) = Gu(i) and L′

2(y)(h) = 2⟨y, h⟩. We have

(L2 ◦ L1(t))
′(s) = L′

2(L1(t)) ◦ L′
1(t)(s)

= L′
2(u

(i) − (O + tG)f (i))(Gf (i))

= 2⟨u(i) − (O + tG)f (i), Gf (i)⟩Y .

Evaluating the derivative at t = 0 gives the desired expression

B.1 GRADIENT DESCENT IN OPERATOR RKHS

We now introduce the RKHS framework on our space of operators by using an operator-valued
kernel. The following definitions were posed in Kadri et al. (2016) (Section 4, Definitions 3 and 5).
Definition B.1. Operator-valued Kernel An operator-valued kernel is a function κ : X × X →
L(Y) such that

(i) κ is Hermitian, that is, for all f1, f2 ∈ X , κ(f1, f2) = κ(f2, f1)
∗ where ∗ denotes the

adjoint operator.

(ii) κ is positive definite on X if it is Hermitian and for every n ∈ N and all (fi, ui) ∈ X ×
Y ∀ i = 1, 2, . . . , n, the matrix with (i, j)-th entry ⟨κ(fi, fj)ui, uj⟩ is a positive definite
matrix.

Definition B.2. Operator RKHS Let O be a Hilbert space of operators O : X → Y , equipped
with an inner product ⟨·, ·⟩. We call O an operator RKHS if there exists an operator-valued kernel
L : X × X → L(Y) such that

(i) The function g → κ(f, g)u for X belongs to the space O for all f ∈ X , u ∈ Y .

(ii) κ satisfies the reproducing kernel property:

⟨Oκ(f, ·)u⟩O = ⟨Of, u⟩Y
for all O ∈ O, f ∈ X , u ∈ Y .

We now state the Representer Theorem for operator RKHS’s, as stated in Theorem 11 of Stepani-
ants (2023). Assume that O can be decomposed orthogonally into O = O0 ⊕ O1 where O0 is a
finite-dimensional Hilbert space spanned by the operators {Ek}rk=1 and O1 is its orthogonal com-
plement under the inner product ⟨·, ·⟩O. We denote the inner product ⟨·, ·⟩O restricted to O0,O1 as
⟨·, ·⟩O0 , ⟨·, ·⟩O0 respectively.
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Theorem B.3. Let ψ : R → R be a strictly increasing real-valued function and let L(X×Y×Y) →
R be an arbitrary loss function. Then

Ô = argmin
O∈O

L
(
{f (i), u(i), Of (i)}ni=1

)
+ ψ(∥projO1

O∥O1)

has the form

Ô(x, y) =

r∑
k=1

dkEk +

n∑
i=1

αiκ(f
(i), ·)

for some d ∈ Rr and αi ∈ Y .

We use this theorem to simplify the expression for gradient descent in operator space.

Lemma B.4. Given any O ∈ O, let G∗ denote the steepest descent direction of the weighted least-
squares loss with respect to ∥ · ∥O as given in equation 18. Suppose O is an RKHS with kernel κ.
Then

G∗(·) = c
n∑

i=1

κ(f (i), ·)(u(i) −Of (i))

for some scalar c ∈ R+.

Proof. We apply theorem B.3 to equation Equation (18) with O0 the trivial subspace and ψ(s) =
λ
2 s

2. Then our solution has the form

G∗(·) =
n∑

i=1

κ(f (i), ·)αi. (20)

We also know that

∥G∗∥2O =

n∑
i,j=1

⟨κ(f (i), ·)αi, κ(f
(j), ·)αj⟩O =

n∑
i,j=1

⟨κ(f (i), f (j))αi, αj⟩Y

where the last equality follows from the RKHS property. We observe that
n∑

i,j=1

⟨κ(f (i), ·)αi, κ(f
(j), ·)αj⟩O =

n∑
i,j=1

⟨αi, κ(f
(i), f (j))αj⟩Y

by the same RKHS property. Note that κ(f (i), f (j)) ∈ L(Y), that is, is a linear operator from Y to
Y . Let U ∈ Xn, F ∈ Yn be such that Ui = u(i) and Fi = Of (i). Then

α∗ = argmin
α∈Yn

n∑
i,j=1

2⟨u(i) −Of (i), κ(f (i), f (j))αj⟩Y + λ⟨αi, κ(f
(i), f (j))αj⟩Y

= argmin
α∈Yn

n∑
i,j=1

⟨2(u(i) −Of (i) + λαi), κ(f
(i), f (j))αj⟩Y

Taking the gradient of α as zero, that is, ∇α = 0 gives us α ∝ U − OF (here we are looking at α
as an element of Yn). We also note that since ∥G∗∥O = 1,

n∑
i,j=1

⟨αi, κ(f
(i), f (j))αj⟩Y = 1.

It follows that

α∗ =
1∑n

i,j=1⟨αi, κ(f (i), f (j))αj⟩Y
(U −OF ).
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Therefore

G∗(·) = 1∑n
i,j=1⟨αi, κ(f (i), f (j))αj⟩Y

n∑
i=1

κ(f (i), ·)(u(i) −Of (i)).

This gives us an exact form of c as stated in equation Equation (20). We can re-write c as

c =

n∑
i,j=1

⟨αi, κ(f
(i), f (j))αj⟩Y = 1TM1

where (M)ij = ⟨αi, κ(f
(i), f (j))αj⟩Y and 1 is the vector of 1’s. Then c > 0 by the positive definite

property of the kernel κ.

C TRANSFORMER OPERATOR IN-CONTEXT LEARNING PROOF

We first recall some notation from section 3.1. We are given n demonstrations (f (i), u(i)) ∈ X ×Y
for all i ∈ [n]. The goal is to predict the output function for f (n+1). We stack these in a matrix Z0

that serves as the input to our transformer:

Z0 = [z(1), . . . , z(n), z(n+1)] =

(
f (1) f (2) . . . f (n) f (n+1)

u(1) u(2) . . . u(n) 0

)
.

Zℓ denotes the output of layer ℓ of the transformer as given in equation 8.

Theorem C.1. Let κ : X × X → L(Y) be an arbitrary operator-valued kernel. Let O denote
the operator RKHS induced by κ. We are given in-context examples of the form (f (i), u(i)) for
i = 1, . . . , n. The empirical loss functional L : O → R is given by

L(O) =

n∑
i=1

∥u(i) −Of (i)∥2Y .

Let O0 = 0 and let Oℓ denote the operator obtained from the ℓth operator-valued gradient descent
sequence of L with respect to ∥ · ∥O as defined in Equation (16). Then there exist scalar step sizes
r′0, . . . , r

′
k such that the following holds-

Let [H̃(U,W )]i,j = κ(u(i), w(j)). Let Wv,ℓ =

(
0 0
0 −r′ℓI

)
, Wq,ℓ = I , Wk,ℓ = I . Then for any

f (n+1), the transformer operator’s prediction for u(n+1) at each layer ℓ matches the prediction of
the operator-valued gradient descent sequence at step ℓ, that is

[Tℓ(f ; (Wv,Wq,Wk)|z(1), . . . , z(n))]2,n+1 = −Oℓf

for all ℓ = 0, 1, . . . , k.

Proof. From calculations in subsection Appendix B.1, we know that the ℓ-th step of gradient descent
has the form

Oℓ+1 = Oℓ + r′ℓ

n∑
i=1

κ(f (i), ·)(u(i) −Oℓf
(i)).

We now prove several basic facts. Firstly, note that Xℓ ≡ X0 for all l. This can be proved by
induction. For the base case, X0 = X0 trivially. Now suppose the claim holds for some layer ℓ.
Then at the lth, layer:

Zℓ+1 = Zℓ + Tℓ(f ; (Wv,Wq,Wk)|z(1), . . . , z(n)).
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and the first row of Zℓ = X0 by the induction assumption. Hence it is enough to show that the first
row of T0(f) is all zeros.

Tℓ+1(f) =

(
H̃(Xℓ, Xℓ)

([
0 0
0 −r′ℓI

] [
f (1) . . . f (n) f

u
(1)
ℓ . . . u

(n)
ℓ u

(n)
ℓ

] [
I 0
0 0

])T
)T

=

(
H̃(X0, X0)

[
0 . . . 0 0

−r′ℓu
(1)
ℓ . . . −r′ℓu

(n)
ℓ −r′ℓu

(n+1)
ℓ

]T)T

=



κ(f (1), f (1)) κ(f (1), f (2)) . . . κ(f (1), f (n)) κ(f (1), f)
κ(f (2), f (1)) . . . κ(f (2), f (n)) κ(f (2), f)

...
...

κ(f, f (1)) . . . κ(f, f (n)) κ(f, f)




−r′ℓu
(1)
ℓ 0

...
...

−r′ℓu
(n)
ℓ 0

−r′ℓu
(n+1)
ℓ 0




T

= −r′ℓ
[

0 . . . 0 0∑n
i=1 κ(f

(1), f (i))u
(i)
ℓ . . .

∑n
i=1 κ(f

(n), f (i))u
(i)
ℓ

∑n
i=1 κ(f, f

(i))u
(i)
ℓ

]
.

(21)

This proves that Xℓ ≡ X0 for all l = 0, 1, . . . , k.

From the bottom row of the matrix in Equation (21), we see that

u
(i)
ℓ = u(i) + (−r′ℓ)

n∑
j=1

κ(f (i), f (j))u
(j)
ℓ .

This is equivalent to the fact:

u
(i)
ℓ = u(i) + Tℓ(f (i); (Wq,Wv,Wk)|z(1), . . . , z(n)) (22)

for all i = 0, . . . , n. In other words, “u(i) − u
(i)
ℓ is equal to the predicted label for f , if f (i) = f”.

Similar to equation Equation (21), the update at the ℓth layer looks like:

Tℓ(f) = −r′ℓ
[

0 . . . 0 0∑n
i=1 κ(f

(1), f (i))u
(i)
ℓ . . .

∑n
i=1 κ(f

(n), f (i))u
(i)
ℓ

∑n
i=1 κ(f, f

(i))u
(i)
ℓ

]
.

We now proceed to the proof of the theorem using induction. At step 0, Z0 := 0 = O0. Now assume
Tℓ(f ; (Wq,Wv,Wk)|z(1), . . . , z(n)) = −Oℓf holds up to some layer ℓ. For the next layer ℓ+ 1,

Tℓ+1(f ; (Wq,Wv,Wk)) = Tℓ(f ; (Wq,Wv,Wk)|z(1), . . . , z(n))− r′ℓ

n∑
i=1

[H̃(X0, X0)]n+1,iu
(i)
ℓ

= Tℓ(f ; (Wq,Wv,Wk)|z(1), . . . , z(n))− r′ℓ

n∑
i=1

[H̃(X0, X0)]n+1,i(u
(i) −Oℓf)

= −Oℓf − r′ℓ

n∑
i=1

κ(f, f (i))(u(i) −Oℓf)

= −Oℓ+1f.

Here, the first line follows from plugging in Wq,Wv,Wk in Equation (21). The second line follows
from Equation (22).
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