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Abstract

Mathematical optimization is a fundamental tool for decision-making in a wide
range of applications. However, in many real-world scenarios, the parameters of the
optimization problem are not known a priori and must be predicted from contextual
features. This gives rise to predict-then-optimize problems, where a machine
learning model predicts problem parameters that are then used to make decisions
via optimization. A growing body of work on decision-focused learning (DFL)
addresses this setting by training models specifically to produce predictions that
maximize downstream decision quality, rather than accuracy. While effective, DFL
is computationally expensive, because it requires solving the optimization problem
with the predicted parameters at each loss evaluation. In this work, we address
this computational bottleneck for linear optimization problems, a common class of
problems in both DFL literature and real-world applications. We propose a solver-
free training method that exploits the geometric structure of linear optimization
to enable efficient training with minimal degradation in solution quality. Our
method is based on the insight that a solution is optimal if and only if it achieves an
objective value that is at least as good as that of its adjacent vertices on the feasible
polytope. Building on this, our method compares the estimated quality of the
ground-truth optimal solution with that of its precomputed adjacent vertices, and
uses this as loss function. Experiments demonstrate that our method significantly
reduces computational cost while maintaining high decision quality.

1 Introduction

Linear optimization is widely used to model decision-making problems across many domains [5, 18,
20, 41]. Given a linear objective function and a set of linear constraints, an optimization solver can
compute the optimal decisions. However, in many real-world scenarios, the cost coefficients that
define the objective function are not known at solving time. For example, a delivery company may
need to plan delivery routes without knowing the future traffic conditions. In such cases, the problem
parameters must first be predicted from available contextual information (e.g., the weather conditions
or temporal features). This gives rise to predict-then-optimize problems [26], where the predictions
of a machine learning model serve as inputs to an optimization problem. The quality of the produced
solutions thus hinges on the parameters predicted by the machine learning model, making the loss
function used to train this model highly important.

Traditionally, the machine learning model is trained to maximize accuracy (e.g., by minimizing the
mean squared error over all its predictions). However, this may lead to suboptimal decisions. This is
because, while perfect predictions lead to perfect decisions, different kinds of imperfect predictions
affect downstream decision-making in different ways. Decision-focused learning (DFL) addresses
this by training models specifically to make predictions that lead to good decisions. As numerous
works have shown, this generally improves decision quality [2, 9, 10, 24, 28, 33, 40].
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However, a large limitation of DFL is its high computational cost and limited scalability. This stems
from the fact that gradient-based DFL involves solving the optimization problem with the predicted
parameters during each loss evaluation, to assess the impact of the predictions on decision quality.

In this paper, we address this issue and greatly improve the efficiency of DFL for linear optimization
problems, which have received much attention in DFL literature [2, 10, 24, 28, 26, 40], and are a
mainstay in mathematical optimization. Our solver-free approach significantly reduces training time
by eliminating the need for solve calls during training altogether, and hence bypassing the most
computationally expensive part of the training process. It is based on the insight that a solution is
optimal if and only if it achieves an objective value that is at least as good as that of its adjacent
vertices on the feasible polytope. Building on this, we propose a new loss function named LAVA, that
compares the quality of the ground-truth optimal solution with that of its adjacent vertices, evaluated
with respect to the predicted cost vector. These adjacent vertices can be precomputed efficiently
prior to training, by performing simplex pivots. Our experiments show that our solver-free LAVA loss
enables efficient training with minimal degradation in solution quality, particularly on problems that
are not highly degenerate.

2 Background

In this section, we formalize the predict-then-optimize problem setting, and give the necessary
background from linear programming, which we will utilize in our methodology.

2.1 Predict-then-optimize

We assume a parametric linear program (LP) of the following form.

min c⊤z (1a)
s.t. Az = b (1b)

z ≥ 0 (1c)

with c ∈ Rn, A ∈ Rm×n, b ∈ Rm, and m ≤ n. We denote the set of optimal solutions as
Z⋆(c) ⊆ Rn, and a particular optimal solution as z⋆(c) ∈ Z⋆(c). The parametric LP is written in
standard form (i.e., with equality constraints), without loss of generality: if an LP is not initially in
standard form, it can be converted by introducing slack variables. We further assume that the rows of
the constraint matrix A are linearly independent. If not, the problem includes redundant (implied)
constraints that can be removed without affecting the feasible region. Finally, we assume that the
feasible region {z ∈ Rn | Az = b, z ≥ 0} is non-empty and bounded.

The cost parameters c = [c1 c2 . . . cn], where ci ∈ R, are unknown, but correlated with a known
feature vector x ∈ Rd according to some distribution P . Though P is not known, we assume access
to a training set of examples D, sampled from P . Two settings can be distinguished:

1. Complete information: each example in D is of the form (x, c, z⋆(c)), providing direct
access to historical realizations of cost parameters c, and corresponding solutions z⋆(c).

2. Incomplete information: each example in D is of the form (x, z⋆(c)), offering only the
observed optimal solutions z⋆(c) without revealing the underlying parameters c.

The incomplete information setting poses a notably more difficult learning problem than the complete
information setting. The method we develop in this work does not assume access to the historical
cost parameters c, and can thus be applied to both settings. In either setting, training set D is used to
train a model mω with learnable parameters ω – usually a linear regression model or a neural network
– which makes predictions ĉ.

Unlike conventional regression, the objective in training is not to maximize the accuracy of predicted
costs ĉ. Rather, the aim is to make predictions that maximize the quality of the resulting decisions.
This is measured by the regret, which expresses the suboptimality of the made decisions z⋆(ĉ) with
respect to true costs c (lower is better).

Regret(ĉ, c) = c⊤z⋆(ĉ)− c⊤z⋆(c) (2)
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2.2 Linear programming preliminaries

We briefly review core concepts from linear programming that we use in our methodology. The
feasible region {z ∈ Rn | Az = b, z ≥ 0} is a convex polytope, assuming non-emptiness and
boundedness. Its vertices correspond to basic feasible solutions, defined in the following.

Definition 2.1 (Basis). Given a matrix A ∈ Rm×n with full row rank, a basis is a set of m linearly
independent columns of A. These columns form an invertible matrix B ∈ Rm×m. The variables
corresponding to the columns in the basis are called basic variables; the remaining n−m variables
are called non-basic variables.

Definition 2.2 (Basic solution). Let B be a basis. The corresponding basic solution is obtained by
setting the non-basic variables to zero and solving BxB = b for the basic variables (i.e., xB = B−1b).

Definition 2.3 (Basic feasible solution (BFS)). A basic solution is called a basic feasible solution
(BFS) if it satisfies xB ≥ 0. Every vertex of the feasible region corresponds to a BFS, and every BFS
corresponds to a vertex of the feasible region. Thus, we use the terms interchangeably.

Definition 2.4 (Degeneracy). A BFS z is said to be degenerate if one or more of its basic variables is
zero. In such cases, multiple bases lead to the same BFS. We refer to the number of zero-valued basic
variables as the degree of degeneracy.

For any cost vector c, there exists an optimal solution z⋆(c) that is a BFS, and therefore, lies at a
vertex of the feasible polytope. The methodology we propose in this paper will make use of the
vertices adjacent to this optimal solution. This notion of adjacency is defined as follows.

Definition 2.5 (Adjacent bases). Two bases B1 and B2 are said to be adjacent if they differ by
exactly one column; that is, the set of basic variables for B2 can be obtained from that of B1 by
replacing a single basic variable with a non-basic one (an operation referred to as a pivot).

Definition 2.6 (Adjacent vertices). Two BFSs (i.e., vertices of the feasible region) are said to be
adjacent if there exists a pair of adjacent bases such that each basis in the pair corresponds to one of
the two BFS.

3 Related work

A lot of work on DFL has focused specifically on LPs and combinatorial problems, as handling these
problems is particularly challenging. This is because they make the gradient of any loss that depends
on z⋆(ĉ) (like the regret) zero almost everywhere. This can be seen when applying the chain rule:

∂L(z⋆(ĉ), c)
∂ω

=
∂L(z⋆(ĉ), c)

∂z⋆(ĉ)

∂z⋆(ĉ)

∂ĉ

∂ĉ

∂ω
(3)

The second factor ∂z⋆(ĉ)
∂ĉ expresses the change in z⋆(ĉ) when ĉ changes infinitesimally. However, for

LPs and combinatorial problems, this factor is zero almost everywhere, and nonexistent otherwise. In
other words, a small change in the problem’s parameters ĉ either does not change its solution z⋆(ĉ),
or changes it discontinuously (leading to nonexistent gradients). Most work on DFL has focused
on circumventing this obstacle. Three general types of approaches can be distinguished. We briefly
discuss them here, but refer the reader to [26] for a comprehensive overview of the field.

The first type of approach is based on analytical smoothing of the optimization problem, in which the
problem’s formulation is altered such that the optimal solution changes smoothly in function of the
parameters. This creates a new problem that, while only an approximation of the original, leads to
non-zero gradients of the regret [25, 40]. To compute these gradients, differentiable optimization is
used, which offers a way of differentiating through continuous convex optimization problems [1, 2].

The second type instead computes weight updates for the predictive model by perturbing the objective
vector. Here, the difference between the solution for the predicted vector and the solution for a
perturbed vector is used to compute a meaningful gradient [4, 29, 33].

The third type uses surrogate loss functions that are smooth but still reflect decision quality. The loss
we propose fits this category. Other examples are the seminal SPO+ loss, as well as losses based on
noise-contrastive estimation [28] and learning to rank [24]. Also [35] and [36] – which first learn
surrogate losses, to then use them to train a predictive model – are of this type.
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Figure 1: Optimal solution z⋆ has two adjacent vertices, z(1)adj and z
(2)
adj . Geometrically, these vertices

define the facets of the optimality cone of z⋆. All cost vectors c for which −c lies within this cone
lead to z⋆. Cost vector ĉ is predicted. ĉ correctly prefers z⋆ to z

(1)
adj (i.e., ĉ⊤z⋆ < ĉ⊤z

(1)
adj), and

thus lies on the correct side of the corresponding facet. This adds no penality to LAVA. However, ĉ
wrongly prefers z(2)adj to z⋆, and thus lies on the wrong side of the corresponding facet. This adds

ĉ⊤z⋆ − ĉ⊤z
(2)
adj to LAVA.

Some work within DFL has instead focused on improving efficiency and scalability. Because DFL
involves repeatedly solving optimization problems, training can be computationally expensive. To
improve efficiency, [27] has investigated the use of problem relaxations and warm-starting techniques.
Additionally, [28] and [24] have introduced losses that use a solution pool that is incrementally grown.
Finally, and most directly related to this paper, [39] proposed a surrogate loss that measures the
distance between the predicted cost vector and the optimality cone of the true optimal solution, which
can be computed by solving a non-negative least squares problem, which is a quadratic program (QP).

In summary, most existing methods repeatedly solve the (smoothed) LP or a QP corresponding to a
non-negative least squares problem at training time. Alternatively, they solve the LP to construct a
surrogate loss or solution pool for training. Our approach, however, is completely solver-free, making
it significantly faster than existing methods, without compromising on decision quality.

4 Solver-free training by contrasting adjacent vertices

We now present our approach to enable solver-free DFL for linear optimization problems. We first
present a novel loss function that uses only the adjacent vertices of the optimal solutions. We then
describe how these adjacent vertices can be efficiently precomputed.

4.1 Loss based on adjacent vertices

We construct a loss function based on the following proposition, which follows from the convexity of
the feasible polytope (as proven in Appendix A).

Proposition 4.1. Let z be a vertex of the feasible polytope, and let Zadj(z) be the set of vertices
adjacent to z. Vertex z is an optimal solution for cost vector c if and only if c⊤z ≤ c⊤zadj for all
zadj ∈ Zadj(z).

The proposition expresses that a solution is optimal if and only if none of its adjacent vertices have a
better objective value. Recall that in predict-then-optimize problems, a predicted cost vector ĉ leads
to zero regret if it makes the known solution z⋆(c) optimal. So, for any suboptimal cost vector ĉ (not
leading to z⋆(c)), one or more of the adjacent vertices will score better than z⋆(c). We construct a
loss – named Loss via Adjacent Vertex Alignment (LAVA) – that penalizes ĉ for each such adjacent
vertex.

LAVA(ĉ, z
⋆(c)) =

∑
zadj∈Zadj(z⋆(c))

max(ĉ⊤z⋆(c)− ĉ⊤zadj ,−ϵ) where ϵ ≥ 0 (4)
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The geometric interpretation of the LAVA loss is shown in Figure 1. The loss evaluates how well
the predicted cost vector ĉ distinguishes a true optimal solution z⋆(c) from its adjacent vertices.
Specifically, it penalizes cases where an adjacent solution zadj ∈ Zadj appears more favorable than
the optimal one under ĉ. Geometrically, this occurs when the predicted cost vector ĉ falls outside
the optimality cone of z⋆(c), defined as the set of cost vectors for which z⋆(c) remains optimal. For
each adjacent vertex, the loss increases proportionally to the margin by which c⊤z⋆(c) is worse than
c⊤zadj − ϵ. Once z⋆(c) is better than zadj by at least ϵ, no further gain is enforced, reflecting the fact
that, in Proposition 4.1, the precise margin by which c⊤z ≤ c⊤zadj is irrelevant. In case there are
multiple optimal solutions for ground-truth c (i.e., |Z⋆(c)| > 1), the loss is more conservative, and is
minimized only for a proper subset of cost vectors that leads to z⋆(c) as optimal solution.

The value of ϵ defines a margin for how much better the optimal solution must be before further
improvements are not rewarded. In principle, ϵ = 0 is most in line with the optimality condition
expressed in Proposition 4.1. However, after meeting the optimality condition, subsequent updates
during training (e.g., from other instances) may shift the predicted cost vector slightly such that an
adjacent vertex becomes preferred again. To prevent this, using a small positive value (e.g., ϵ = 0.1,
which we use in our experiments) introduces a buffer zone that tends to lead to smoother and more
stable learning, likely by reducing sensitivity to minor fluctuations near the decision boundary. In
Appendix B, we provide a visualization of how this margin parameter affects the learning curve.

The LAVA loss function has the following desirable properties:

1. It is differentiable with respect to ĉ almost everywhere and offers non-zero gradients when-
ever ĉ does not yet lead to the ground-truth optimal solution z⋆(c).

2. It only requires access to ground-truth solution z⋆(c), and not to the underlying true cost
vector c. Thus, it can be applied to both the incomplete and complete information settings.

3. It is convex, ensuring that any local minimum is also a global minimum. To see why, note
that both terms in ĉ⊤z⋆(c)− ĉ⊤zadj are affine functions of ĉ, and thus their difference is also
affine (and hence convex). Taking the maximum of this affine function and constant−ϵ leads
to a hinge-like function that remains convex. And since the sum of convex functions remains
convex, the overall loss remains convex when taking the sum over all zadj ∈ Zadj(z

⋆(c)).
4. It is computationally efficient to evaluate, as it does not require computing z⋆(ĉ) through a

call to a solver. Instead, it only involves dot products between ĉ and a set of precomputed
solution vectors, making it highly efficient.

The LAVA loss is somewhat related to the recently proposed CaVE [39], particularly in terms of
underlying objectives. The CaVE loss is the cosine distance between ĉ and its projection onto the
optimality cone of solution z⋆(c). Computing the projection involves solving a QP. Instead, LAVA
penalizes the “violation” of each facet of the cone separately, as illustrated in Figure 1. This requires
no solve calls. Another important difference is that CaVE represents the optimality cone through its
extreme rays, which correspond to the binding constraints in z⋆(c). In contrast, LAVA operates on the
cone’s facets, each defined by the hyperplane separating z⋆(c) from an adjacent vertex zadj .

LAVA is also related to the NCE loss from [28], but whereas NCE requires an arbitrary set of feasible
solutions constructed via solve calls on predicted cost vectors during training, LAVA contrasts the
optimal solution with its adjacent vertices, which can be precomputed without solving. Additionally,
LAVA is a hinge-like loss thresholded at −ϵ, aligning with the LP optimality condition (Proposi-
tion 4.1), whereas NCE seeks to increase the difference in objective values as much as possible. This
thresholding is crucial to LAVA’s performance, as demonstrated in an ablation in Appendix B.

Note that LAVA is not differentiable everywhere, because each of its max(ĉ⊤z⋆(c) − ĉ⊤zadj ,−ϵ)
terms has a hinge-like form, which is not smooth at the kink where ĉ⊤z⋆(c)− ĉ⊤zadj = −ϵ. However,
these kink points constitute a measure-zero set, meaning that the probability of the predicted cost
vector ĉ ending up exactly at a kink point is zero. Consequently, LAVA can be optimized reliably
using standard gradient-based methods.

Also note that, although the zero vector technically lies within every optimality cone and could in
principle minimize LAVA when the margin ϵ is zero, this does not occur in practice. Standard random
initialization of the predictive model ensures that the predicted cost vector starts away from zero, and
gradient updates induced by LAVA push predictions toward differences between optimal and adjacent
solutions, rather than toward the origin. While pathological scenarios could be constructed in which
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all gradients align exactly toward zero, such cases are extremely unlikely and have not been observed
in practice.

We presented LAVA in the context of LPs. However, it also extends to integer linear programs (ILPs)
and mixed-integer linear programs (MILPs) by operating on their LP relaxations. The effect of doing
so depends on the properties of the original problem. For binary ILPs, each optimality cone in the LP
relaxation is contained within the corresponding cone of the binary ILP [39]. This only makes LAVA
somewhat conservative: it will always push predicted cost vectors toward the correct optimality cone,
but it may push them further into the cone than strictly needed. For non-binary ILPs and MILPs, this
containment does not necessarily hold, and the performance of using LAVA largely depends on the
integrality gap of the relaxation.

4.2 Precomputing the adjacent vertices

Algorithm 1 Find adjacent vertices of a basic feasible solution

1: Input: Basic feasible solution z⋆, basic indices B(1), . . . , B(m), non-basic indices
N(1), . . . , N(n−m), constraint matrix A

2: Output: Set Zadj of vertices adjacent to z⋆

3: B ← [A∗B(1) . . . A∗B(m)]
4: N ← [A∗N(1) . . . A∗N(m)]
5: Zadj ← ∅
6: Queue← [(B,N)]
7: V isited← {(B,N)}
8: while Queue is not empty do
9: Dequeue a basis Bcurr and corresponding Ncurr from Queue

10: Compute directions of movement D = −B−1
currNcurr

11: for each non-basic variable z⋆j as entering variable do
12: d′ = D∗j is the direction of movement of the basic variables when increasing z⋆j by 1

13: Perform minimum ratio test θ⋆ = min
{i|di<0}

(
− z⋆

Bcurr(i)

di

)
14: if θ⋆ > 0 then ▷ Nondegenerate pivot
15: Let d be the unit vector ej ∈ Rn

16: for k = 1 . . .m do
17: Set direction dBcurr(k) = d′k for basic variable Bcurr(k)
18: Add new adjacent vertex Zadj = Zadj ∪ {z⋆ + θ⋆d}
19: else ▷ Degenerate pivot
20: Identify Bcurr(i) as the leaving basic variable according to the TNP rule
21: Construct new basis Bnew and corresponding Nnew by replacing B(i) with N(j)
22: if (Bnew, Nnew) /∈ V isited then
23: Add (Bnew, Nnew) to Queue and to V isited
24: return Zadj

We outline the procedure that precomputes the adjacent vertices Zadj of a vertex z⋆ in Algorithm 1.
The algorithm takes as input a basic feasible solution z⋆, the constraint matrix A, and a basis of z⋆
(expressed through the indices of the basic and non-basic variables). It outputs the set Zadj of all
adjacent vertices. The algorithm starts by constructing the initial basis matrix B (and the associated
matrix of non-basic columns N ), and uses these to perform pivots, as performed in the (revised)
simplex method [5, 7]. Here, a pivot refers to the swapping of a basic variable and a non-basic
variable. The progression through the algorithm differs depending on whether z⋆ is a nondegenerate
or degenerate solution. We now discuss each case separately.

4.2.1 Base case: nondegenerate vertices

When z⋆ is nondegenerate, it has a unique associated basis, and every adjacent vertex can be obtained
through a single pivot operation (i.e., by replacing one basic variable with a non-basic one). To
do so, D = −B−1N is computed at line 10 of Algorithm 1. Each column D∗j expresses how the
basic variables must change to maintain Az = b when non-basic variable zj is increased by 1. The
algorithm then loops through the non-basic variables, and considers each z⋆j in turn as the variable
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that enters the basis (line 11). This differs from the simplex method, which selects a single entering
variable heuristically.

For each entering variable, the algorithm must determine the corresponding variable that should leave
the basis. To do so, it computes the maximum step size θ⋆ that can be taken in direction d′ = D∗j
without violating the nonnegativity constraints z ≥ 0. This is computed using the standard minimum
ratio test θ⋆ = mini:d′

i<0 (−z⋆
i/d′

i) [5, 7]. Since z⋆ is nondegenerate, θ⋆ > 0 will hold, and the
if-block at line 14 will be entered. The corresponding adjacent vertex is now given by z⋆ + θ⋆d,
where d ∈ Rn is obtained by setting the entry corresponding to the entering variable j to 1, and setting
the value of each basic variable index B(i) to d′i, with all other entries remaining zero (lines 15-18).

Because of nondegeneracy, the else-block at line 19 is never entered, and all adjacent vertices are
found after a single iteration of the while-loop.

4.2.2 Edge case: degenerate vertices

In the degenerate case, multiple bases correspond to z⋆. This makes efficiently computing all adjacent
vertices much more challenging, as they cannot all be obtained by performing pivots on any single
basis B of z⋆. In this case, some of the basis pivots performed in Algorithm 1 have a step size of
θ⋆ = 0, and result in the same vertex z⋆. These pivots thus produce other bases associated with z⋆,
which subsequently have to be explored. Thus, to ensure that all adjacent vertices of z⋆ are identified,
one in principle needs to consider all pivot operations across all bases associated with z⋆. However,
as shown in [12] and [23], this quickly becomes intractable.

Some work has aimed to address this, primarily between the late 1970s and early 1990s, but has since
remained relatively obscure, receiving limited attention in recent research. For an overview, we refer
the reader to [13, 14, 16]. Particularly relevant to this paper is the work by Geue [17] and Kruse [23],
which showed that to compute all adjacent vertices of a degenerate solution, not all bases of that
solution need to be explored. It suffices to only consider those bases that can be reached through
lexicographic pivoting [8]. To further reduce the required number of pivots, Geue later introduced
a dedicated Transition Node Pivoting (TNP) rule [15], which we employ in Algorithm 1. More
information on the TNP rule can be found in Appendix C.

To systematically explore bases using the TNP rule, we use the Queue and Visited data structures
initialized in lines 6 and 7, respectively. When an entering variable results in a step size θ⋆ = 0 in
line 13, the algorithm applies the TNP rule to select a leaving variable (line 20). If the resulting basis
is not in Visited yet, it is added to the Queue for later exploration. The Visited set ensures that each
basis is processed only once, preventing redundant pivot operations.

4.3 Putting it together

Given a dataset D = {(x, c, z⋆(c))} or D = {(x, z⋆(c))}, we use Algorithm 1 to find all adjacent
vertices Zadj(z

⋆(c)). For each z⋆(c) this will be an k×n matrix with k the number of adjacent vertices.
Using these matrices, we can train a predictive model mω over dataset D with LAVA(mω(x), z

⋆(c)).

5 Experimental evaluation

We evaluate our method against state-of-the-art approaches, focusing on the trade-off between training
time and decision quality, and how performance scales with the number of variables and constraints.

5.1 Experimental setup

Here we give an overview of our experimental setup; more details can be found in Appendix D. The
models are linear regressors, as is common in existing literature [10, 24, 26, 28, 34]. We train these
models using the Adam optimizer [22]. All hyperparameters are tuned on independent validation
sets prior to training. We train the models until their performance on the validation set has not
improved by at least 1% for three checks in a row, or until training time has surpassed 600 seconds
(not including evaluation on the validation set), whichever comes first. For LAVA, this training time
includes both adjacent vertex precomputation and actual training. We report the test set performance
of the model state that led to the best validation set performance during training. When reporting
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training times, we report the time it took to reach this state. Reported results are the average taken
over 5 independent runs with varying train-validation-test splits. We report the normalized regret:

Normalized Regret =
∑ntest

i=1 c⊤z⋆(ĉ)− c⊤z⋆(c)∑ntest

i=1 c⊤z⋆(ĉ)
(5)

All experiments were conducted on a machine equipped with an Intel(R) Core(TM) i7-1165G7
processor and 16 GB of RAM. All code is implemented in Python, and builds on the PyEPO
library [38]. Our code and data are available at https://github.com/ML-KULeuven/Solver-Free-DFL/.

5.2 Baselines

We compare with the same set of methods as used in the evaluation of [39]. These methods are:

1. Mean Squared Error (MSE): This method minimizes the mean squared error (MSE)
between the predicted cost coefficients ĉ and the ground-truth cost coefficients c. This is not
a decision-focused approach, but is typically included in DFL evaluations to demonstrate
the decision quality obtained when predictive accuracy is maximized during training.

2. Smart Predict-Then-Optimize (SPO+): This is the smart predict-then-optimize approach
from [10], which minimizes the surrogate SPO+ loss, a convex upper bound of the regret
that uses the true cost vector c. This method generally achieves great decision quality in
existing comparative analyses [26, 38].

3. Perturbed Fenchel-Young Loss (PFYL): This method, proposed in [4], uses the Fenchel-
Young losses from [6] in combination with an approach that obtains informative gradients
through perturbation of the cost vectors ĉ. The size of the perturbations is controlled by
hyperparameter σ.

4. Noise-Contrastive Estimation (NCE): This method compares the quality of the optimal
solution with a set of suboptimal solutions that is gradually grown throughout training [28].
This method was introduced with the intention of improving the efficiency of DFL. For only
5% of the instances in each epoch, a solver is used to compute a solution and add it to the
pool of feasible solutions; the other 95% use the pool as is.

5. Cone-Aligned Vector Estimation (CaVE): This method projects the predicted cost vector
onto the optimality cone of the optimal solution. Doing so involves solving a non-negative
least squares problem, which is a QP. The intention is that solving this QP is computationally
cheaper than solving the original LP.

It is worth noting that MSE and SPO+ are given access to the true cost vectors c, as they are only
applicable in the complete information setting. PFYL, NCE, CaVE, as well as our proposed LAVA
also work in the incomplete information setting, and do not require access to c.

5.3 Benchmarks

We compare these methods on the following predict-then-optimize benchmarks, listed in increasing
order of degeneracy. We refer to Appendix D for further details.

1. Random LPs: We construct LPs by sampling the entries of A and b uniformly at random,
which ensures that the feasible space contains only nondegenerate vertices [19]. Each LP
contains 150 variables and 50 constraints. We make sure that all generated constraints
are nonredundant. As true mapping between features and cost values, we use a degree 8
polynomial that is approximated using linear regression to simulate model misspecification.
This is common practice in DFL evaluations [10, 24, 34, 38, 39], and is especially relevant
when training interpretable models [11, 21, 37].

2. Multi-dimensional knapsack: The optimization task is a multi-dimensional knapsack
problem, as also considered in [25, 28, 38]. Because this problem has integer variables, we
compute the adjacent vertices for LAVA on its LP relaxation, but evaluate the test set regret
on the original integer problem. In the first experiment, the problem is three-dimensional
and considers 300 items. In the second, we vary the problem size. Most vertices are
nondegenerate, some are slightly degenerate. We use real-world data, taken from a common
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Figure 2: Comparison of the efficiency of different methods

machine learning benchmark in which the median house prices of districts in California
must be predicted from 8 correlated features, including spatial features, features about the
districts’ populations and other aggregate housing statistics [31].

3. Shortest path: We include this common benchmark from the DFL literature [10, 24, 26, 28].
The optimization problem involves computing the shortest path from the bottom-left node
to the top-right node of a 5 × 5 grid, giving rise to 40 variables and 25 constraints. The
predicted values serve as edge costs in the grid. The true predictive mapping is the same as
used in the first benchmark. All vertices are highly degenerate, making this a particularly
challenging benchmark for our method.

5.4 Results and discussion

Figure 2 shows the training time and test set regret (log scale) of the various methods (full results with
standard errors are given in tabular format in Appendix E). LAVA is Pareto-efficient on all benchmarks,
meaning it is never bested in both training time and test regret by another method. On the random
LPs and multi-dimensional knapsack problems, it offers a highly desirable trade-off: training time is
reduced significantly with minimal degradation in solution quality compared to the best-performing
methods (SPO+ and PFYL). On the highly degenerate shortest path problem, the relative test regret of
LAVA is slightly worse, and the improvement in training time is less significant. Despite the shortest
path being the smallest problem considered, it is the benchmark on which LAVA takes the longest.
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Figure 3: Breakdown of LAVA’s
training time

Figure 3 shows why: the majority of LAVA’s computation time
is spent precomputing the adjacent vertices, which is compu-
tationally expensive due to the shortest path’s high degree of
degeneracy (see Section 4.2.2). Because of this, LAVA may not
be the most appropriate method to address network flow prob-
lems, which tend to be highly degenerate [5]. Fortunately, these
problems do not suffer much from efficiency issues in the first
place, as specialized solving algorithms are available [3, 30].
Figure 3 also highlights another advantage of LAVA. In hyperpa-
rameter tuning, the adjacent vertices can be precomputed once
and subsequently used in each configuration explored. Since
the majority of LAVA’s computation time is spent on this pre-
computation, the tuning process becomes particularly efficient.

Figure 4 shows how the training time and normalized test regret scale with increasing problem size.
This is shown for the multi-dimensional knapsack problem, where we vary the number of items (i.e.,
variables) and dimensions (i.e., constraints). The left column shows that LAVA’s test regret remains
on par with SPO+ and PFYL for increasing problem size. The right column shows that LAVA remains
highly efficient when the problem size increases, whereas SPO+ and PFYL scale significantly worse.
This is especially true for an increasing number of constraints, by which LAVA’s total computation
time is largely unaffected.
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Figure 4: Comparison of performance in function of the problem size of multi-dimensional knapsack

6 Conclusions and future work

In this work, we significantly improve the efficiency of DFL for linear predict-then-optimize problems,
by proposing a solver-free method that exploits the geometric structure of these problems. Our method,
named LAVA, compares the estimated quality of the known optimal solution with that of its adjacent
vertices on the feasible polytope, based on the insight that a solution is optimal if and only if it scores
at least as good as its adjacent vertices. Experiments demonstrate that LAVA significantly reduces
computational cost while maintaining high decision quality, and that it scales well with problem size.

Directions for future work include improving the performance of LAVA on highly degenerate problems,
possibly through problem-specific adjacent vertex computation methods or heuristics. Another avenue
is to investigate ways for LAVA to utilize the ground-truth cost coefficients when available (i.e., in the
complete information setting). Finally, an extension of the approach to other problem classes, such as
mixed-integer linear programs, through more principled methods than linear programming relaxation,
is another worthwhile direction.
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A Proof of Proposition 4.1

We start by repeating Proposition 4.1 here:

Proposition A.1. Let z be a vertex of the feasible polytope, and let Zadj(z) be the set of vertices
adjacent to z. Vertex z is an optimal solution for cost vector c if and only if c⊤z ≤ c⊤zadj for all
zadj ∈ Zadj(z).

This is a well-known property of linear programming, and is the basis of the simplex method [5, 7].
For instance, it is stated in standard textbook [20] as ‘Property 3’, though without formal proof. For
the sake of completeness, and to provide some intuition for why it holds, we formally prove the
proposition here.

Proof. The forward implication holds trivially: if z is an optimal solution for cost vector c, then
∀z′ ∈ F : c⊤z ≤ c⊤z′, where F denotes the feasible region (F = {z ∈ Rn | Az = b, z ≥ 0}).
Since Zadj(z) ⊆ F , it holds that ∀zadj ∈ Zadj(z) : c

⊤z ≤ c⊤zadj .

We must now prove the backward implication. That is, we must prove that if ∀zadj ∈ Zadj(z) :
c⊤z ≤ c⊤zadj holds, then z is optimal for cost vector c.

We prove this by contradiction. Assume ∀zadj ∈ Zadj(z) : c
⊤z ≤ c⊤zadj holds, but that there exists

a z′ ∈ F for which c⊤z′ < c⊤z.

We know that the feasible region F is a convex polytope. Thus, the vector z′ − z can be written as a
conic combination of the differences {zadj − z | zadj ∈ Zadj}:

∃λ ≥ 0 : z′ − z =

|Zadj |∑
i

λi(zadj − z) (6)

Now, since c⊤z′ < c⊤z, it must hold that

c⊤(z′ − z) < 0 (7)

⇔ c⊤
|Zadj |∑

i

λi(zadj − z) < 0 (8)

⇔
|Zadj |∑

i

λic
⊤(zadj − z) < 0 (9)

However, because of the assumption that ∀zadj ∈ Zadj(z) : c
⊤z ≤ c⊤zadj , and because each λi > 0,

each summand λic
⊤(zadj − z) must be nonnegative. This is a contradiction. Thus, z is optimal.

B Ablation of thresholding in LAVA

In Table 1, we show the importance of thresholding the LAVA loss at zero (i.e., ϵ = 0 or using a small
constant (e.g., ϵ = 0.1), in comparison with removing the threshold (i.e., ϵ =∞). In Figure 5, we
show the effect of using a small non-zero value for ϵ on the learning curves, using the random LP
benchmark.

Table 1: Test regrets of LAVA for various thresholds
Method Random LP Multi-dim. Knapsack Shortest Path

LAVA (ϵ = 0) 0.023± 0.001 0.127± 0.007 0.061± 0.008
LAVA (ϵ = 0.1) 0.016± 0.001 0.086± 0.002 0.060± 0.012
LAVA (ϵ =∞) 0.166± 0.009 0.156± 0.003 0.243± 0.022
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Figure 5: Learning curves for LAVA on the random LP benchmark, comparing margin parameter
values ϵ = 0 and ϵ = 0.1.

C More information on the TNP rule

When a vertex z⋆ is degenerate, it has multiple corresponding bases. This makes efficiently computing
all adjacent vertices of z⋆ much more challenging, as they cannot all be obtained by performing pivots
on any single basis B of z⋆. To ensure that all adjacent vertices of z⋆ are identified, one in principle
needs to consider all pivot operations across all bases associated with z. However, for a σ-degenerate
n-dimensional vertex z⋆ – where σ refers to the number of zero-valued basic variables – this number
of bases is lower-bounded by Umin = 2σ−1(n− σ + 2) [23], and upper-bounded by Umax =

(
n+σ
σ

)
[12]. For instance, for n = 100 and σ = 30, Umin = 3.865 · 1010 and Umax = 2.6 · 1039. This
makes the exhaustive exploration of all bases of z⋆ intractable.

This has inspired an investigation into more efficient ways of generating all adjacent vertices of
a degenerate vertex – a problem which sometimes gets referred to as the neighborhood problem
[23]. Some work has aimed to address this, primarily between the late 1970s and early 1990s, but
has since remained relatively obscure, receiving limited attention in recent research. This line of
work takes a graph-theoretic approach to the neighborhood problem. It associates with degenerate
vertex z⋆ a degeneracy graph G(z⋆) = (V,E) where V = {B|B is a feasible basis of z⋆} and
E = {{Bu, Bv} ⊆ V | Bu ←→ Bv}. In words, the nodes of the graph are the bases associated
with z⋆, and an edge connects two bases if one can be obtained from the other through a single pivot
operation. The nodes can be further separated into two types: internal nodes and transition nodes.
Internal nodes correspond to bases from which all possible pivots lead to other bases associated
with the same vertex z⋆. Transition nodes correspond to bases for which at least one basis of an
adjacent vertex zadj can be reached through a pivot. This framework of degeneracy graphs has led
to numerous valuable insights into various aspects of linear programming, including cycling in the
simplex method, the neighborhood problem, the construction of degenerate solutions, and sensitivity
analysis. For an overview, we refer the reader to [13, 14, 16].

Particularly relevant to this paper is the work by Geue [17] and Kruse [23], which showed that
to compute all adjacent vertices of a degenerate solution, not all bases of that solution need to
be explored. It suffices to only consider those bases that can be reached through lexicographic
pivoting [8]. To further reduce the required number of pivots, Geue later introduced a dedicated
Transition Node Pivoting (TNP) rule [15], which we employ in Algorithm 1. The TNP rule is a
pivoting rule that only pivots from transition nodes to other transition nodes, and that ensures that
with each pivot, at least one new basis of an adjacent vertex is discovered. This is a desirable property,
as internal nodes do not contribute directly to the solution of the neighborhood problem.

To apply TNP pivoting, we must start from a transition node associated with z⋆. If our initial basis is
not a transition node, we can obtain one by applying random pivots (with respect to an anti-cycling
rule [8]). Since the starting node is now a transition node, there will be a column d of D = −B−1N

such that min
{i|di<0}

(
− z⋆

Bcurr(i)

di

)
> 0, i.e., θ⋆ > 0 in the minimum ratio test (line 13 in Algorithm 1).

This column is referred to as the transition column, and is denoted by t. This column will remain
a transition column throughout all the subsequent TNP pivots. The TNP rule comes into effect
when, for an entering variable with index j, θ⋆ = 0 (line 13 of Algorithm 1) and there are multiple
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minimizers, i.e.,
∣∣∣I(j)min

∣∣∣ > 1, where I
(j)
min = {i | − z⋆

Bcurr(i)

di
= 0}. The TNP rule is used to decide

which i ∈ Imin to select as leaving variable. This i is selected as maxk{Dkt

Dkj
|k ∈ I

(j)
min}, which

ensures that t remains a transition column. For a proof of this statement, as well as further details on
the TNP rule, we refer the reader to [15] and [17].

D Further details of experimental setup

D.1 Hyperparameters

All methods were tuned on a validation set per benchmark. The hyperparameter configuration
that led to the best validation set regret was selected. Considered values for the learning rate were
0.001, 0.01, 0.1 and 1. For all methods, 0.01 performed best. For PFYL, considered values for σ were
0.01, 0.1, 1 and 10. For the random LPs, 0.1 performed best. For the multi-dimensional knapsack
problem and the shortest path problem, 1 performed best. A single perturbed cost vector was sampled
per backward pass. For NCE, the solve ratio was set to 5%. For CaVE, both the CaVE-E and CaVE+
variants were considered. On random LPs and the shortest path problem, CaVE-E performed best.
On the multi-dimensional knapsack problem, CaVE+ performed best. For LAVA, ϵ = 0.1 was chosen
for all benchmarks.

D.2 Optimization problems

Random LPs: Random linear programs were generated in the form {z ∈ Rn | Az ≤ b, z ≥ 0},
which were subsequently converted to standard form. The entries of A were sampled uniformly from
the interval [0, 1]. The right-hand side vector b was determined in two stages. First, a solution vector
z⋆ was sampled uniformly from [0, 1]. The initial entries of b were then set as Az⋆. Subsequently, 50
randomly selected entries of b were increased by a random value sampled uniformly from [0, 0.2]. A
check was performed to ensure that none of the generated constraints were redundant (i.e., implied by
other constraints). No further modifications were necessary to achieve nonredundancy. The process
described above, applied to the specified problem dimensions (100 variables and 50 constraints), did
not produce any redundant constraints.

Multi-dimensional knapsack: Given a set of items I = {1, . . . , n}, where each item i ∈ I has
a value ci and a weight wij for each of m knapsack constraints, the multi-dimensional knapsack
problem seeks to find the subset of items with maximum total value without exceeding the capacity
Wj for each constraint j ∈ {1, . . . ,m}.
Let

zi =

{
1 if item i is selected
0 otherwise

for all i ∈ I. The problem can then be formulated as follows:

max
∑
i∈I

cizi (10)

s.t.
∑
i∈I

wijzi ≤Wj , ∀j ∈ {1, . . . ,m} (11)

zi ∈ {0, 1} ∀i ∈ I. (12)

The objective function (10) maximizes the total value of the selected items. Constraints (11) ensure
that the weight of the selected items does not exceed the capacity for each dimension j. The domain
constraint (12) specifies that each item can either be selected in its entirety, or not at all. In generating
the multi-dimensional knapsack problems, the item weights were integer values sampled uniformly
at random from [1, 10], and the capacity in each constraint was set to 10% of the sum of the weights
in that constraint.
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Shortest path problem: This problem is taken from [10], and was also used in [24, 26, 28].
Consider a directed 5x5 grid graph G = (V,E) where each node (i, j) ∈ V is connected to its right
and upward neighbors, forming a directed acyclic graph. Each edge (i, j) ∈ E has an associated cost
cij . The objective is to find the shortest path from the bottom-left node (1, 1) to the top-right node
(5, 5).

Let

zij =

{
1 if edge (i, j) is included in the path
0 otherwise

for all (i, j) ∈ E. The shortest path problem can then be formulated as the following linear program:

min
∑

(i,j)∈E

cijzij (13)

s.t.
∑

j : (1,j)∈E

z1j = 1 (14)

∑
i : (i,5)∈E

zi5 = 1 (15)

∑
j : (k,j)∈E

zkj −
∑

i : (i,k)∈E

zik = 0, ∀k ∈ V \ {(1, 1), (5, 5)} (16)

(17)

The objective function (13) minimizes the total cost of the path. Constraint (14) ensures that one unit
of flow is sent out from the bottom-left node (1, 1). Constraint (15) ensures that one unit of flow is
received at the top-right node (5, 5). The flow conservation constraints (16) maintains flow balance at
each intermediate node.

Since edges only exist to the right or upwards, the set of edges E can be explicitly defined as:

E = {((i, j), (i+ 1, j)) | i < 5} ∪ {((i, j), (i, j + 1)) | j < 5}

D.3 True predictive mappings

Polynomial mapping: This mapping is commonly used in experimental evaluations of DFL
methods. It was introduced in [10], and was later considered in [24, 26, 34, 38, 39].

The data generating process is the following. First, we generate the parameters of the true model as a
40× 5 matrix B, wherein each entry is sampled from a Bernoulli distribution with probability 0.5.
We then generate features-target pairs as follows:

1. First, each element of feature vector x ∈ R5 is sampled from the standard normal distribution
N (0, 1).

2. Then, the corresponding target value cj ∈ R is generated as follows:

cj =
1

3.5deg

(
1 + (

(B⊤x)j
5

+ 3)deg
)
· ϵj

where ϵj is sampled uniformly from [1− ϵ̄, 1 + ϵ̄].

In our experiments, we use deg = 8 and ϵ̄ = 0.

California house prices: This prediction task is taken from a common machine learning benchmark
[31], which is offered as a benchmark in the scikit-learn Python package [32]. In this benchmark,
the median house prices of districts in California must be predicted from 8 correlated local features,
including spatial features, features about the districts’ populations and other aggregate housing
statistics.
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Table 2: Test regrets with standard errors for different methods
Method Random LP Multi-dim. Knapsack Shortest Path

MSE 0.136± 0.003 0.103± 0.002 0.144± 0.023
SPO+ 0.015± 0.001 0.082± 0.001 0.052± 0.007
PFYL 0.017± 0.001 0.082± 0.001 0.055± 0.010
NCE 0.025± 0.001 0.159± 0.003 0.151± 0.016
CaVE 0.017± 0.001 0.111± 0.002 0.080± 0.014
LAVA (Ours) 0.016± 0.001 0.086± 0.002 0.060± 0.012

Table 3: Training times with standard errors for different methods
Method Random LP Multi-dim. Knapsack Shortest Path

MSE 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
SPO+ 180.2 ± 21.8 303.3 ± 74.6 18.6 ± 1.3
PFYL 105.7 ± 11.8 581.1 ± 8.4 30.4 ± 4.6
NCE 8.1 ± 0.4 15.6 ± 5.3 0.6 ± 0.3
CaVE 469.1 ± 37.1 173.5 ± 37.5 3.4 ± 1.1
LAVA (Ours) 5.8 ± 0.1 9.8 ± 1.4 13.0 ± 1.0

E Results in tabular form

Tables 2 and 3 show the results of Figure 2 in tabular form.

F NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: we propose a new loss function and highlight some of its properties in the
abstract and introduction. We elaborate on these in Section 4.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The main limitation of our methodology is its limited applicability on highly
degenerate problems, as we highlight in our discussion of the experimental results (Section
5), and in the conclusion (section 6).

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We prove Proposition 4.1 in the appendix.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide detailed pseudocode Algorithm 1, and detail the experimental
setup in Section 5.1 Further details and hyperparameter values are provided in the appendix.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our code and data are available at https://github.com/ML-KULeuven/Solver-
Free-DFL/.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detail the experimental setup in Section 5.1 Further details and hyperpa-
rameter values are provided in the appendix.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: standard errors for Figure 2 are reported in the appendix. Stardard errors for
Figure 3 are shown on the figure.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: This information is listed in Section 5.1.

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper adheres to the code of ethics.

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no direct societal impact of the work performed. We also see no direct
path to negative applications.

Guidelines:

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
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Justification: We refer to the assets we use in sections 5.1 and 5.3.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: Other than the code and data already covered by point 5, the paper does not
release new assets.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
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