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Abstract

Weak-to-strong generalization refers to the phenomenon where a stronger model
trained under supervision from a weaker one can outperform its teacher. While
prior studies aim to explain this effect, most theoretical insights are limited to
abstract frameworks or linear/random feature models. In this paper, we provide
a formal analysis of weak-to-strong generalization from a linear CNN (weak) to
a two-layer ReLU CNN (strong). We consider structured data composed of label-
dependent signals of varying difficulty and label-independent noise, and analyze
gradient descent dynamics when the strong model is trained on data labeled by
the pretrained weak model. Our analysis identifies two regimes—data-scarce
and data-abundant—based on the signal-to-noise characteristics of the dataset,
and reveals distinct mechanisms of weak-to-strong generalization. In the dara-
scarce regime, generalization occurs via benign overfitting or fails via harmful
overfitting, depending on the amount of data, and we characterize the transition
boundary. In the data-abundant regime, generalization emerges in the early phase
through label correction, but we observe that overtraining can subsequently degrade
performance.

1 Introduction

As the capabilities of today’s Al models grow, recent models such as state-of-the-art large language
models (LLMs) increasingly demonstrate superhuman performance in various domains. The com-
plex and often unpredictable behaviors of superhuman models make it crucial to align them with
human intent, a challenge known as superalignment. In order to tackle this challenge, human-level
supervision techniques, such as reinforcement learning from human feedback (RLHF), are commonly
applied. This situation, where a less capable supervisor guides a more advanced model, reverses the
traditional teaching paradigm and raises an important question: What happens when a model with
stronger capabilities is trained under the supervision of a weaker one?

To address this question, Burns et al. (2024) performed extensive experiments training strong student
models, like GPT-4 (OpenAl, 2023), with supervision from a weaker teacher model, such as a
fine-tuned GPT-2 (Radford et al., 2019). They observe that the strong model consistently surpasses
their supervisor’s performance, and refer to this phenomenon as weak-to-strong generalization.
This surprising phenomenon has attracted considerable attention, and several recent studies have
investigated it from theoretical perspectives.

Lang et al. (2024) introduce a theoretical framework that establishes weak-to-strong generalization
when the strong model is unable to fit the weak model’s mistakes. Building on this framework, Shin
et al. (2025) propose a mechanism for weak-to-strong generalization in data exhibiting both easy
and hard patterns. Concurrently, another line of work has focused on quantifying the weak-to-strong
gain. Charikar et al. (2024) investigate the relationship between weak-to-strong gains and the misfit
between weak and strong models in regression with squared loss. Specifically, they show that the
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gain in weak-to-strong generalization correlates with the degree of misfit between the weak and
strong models. Mulgund and Pabbaraju (2025) and Yao et al. (2025) extend this analysis to a broader
class of loss functions, including the reversed Kullback—Leibler divergence. However, both lines
of work often rely on abstract theoretical frameworks and typically do not guarantee that weak-to-
strong generalization can be achieved through practical training procedures such as gradient-based
optimization.

Wu and Sahai (2025) explore weak-to-strong generalization in an overparameterized spiked covariance
model and prove transitions between generalization and random guessing by considering both weak
and strong models as minimum /> norm interpolating solutions on feature spaces of differing
expressivity. Ildiz et al. (2024) investigate a more general form of knowledge distillation (Hinton
et al., 2015) in a high-dimensional regression setting and show that distillation from a weak model
can outperform distillation from a strong model, while it fails to improve the overall scaling law.
Dong et al. (2025) also study a linear regression setting from a variance reduction perspective via the
intrinsic dimension of feature spaces. However, these works are limited to linear models and rely on
specific assumptions on structural differences between the feature spaces of weak and strong models.
A more recent work by Medvedev et al. (2025) alleviates some of these limitations by using random
feature networks of differing widths for the strong and weak models. However, in their approach, the
trainable component is still linear. These limitations motivate the following question:

When and how does weak-to-strong generalization emerge through nonlinear feature learning?

1.1 Summary of Contributions

In this paper, we investigate a classification problem on structured data composed of patches, which
consist of signals and noise. We employ linear CNNs as the weak model and two-layer ReLU CNNs
as the strong model. We focus on the following training scenario: training the weak model under true
supervision and then training the strong model under supervision from the pretrained weak model.
We investigate how models trained through this scenario perform, particularly focusing on when and
how weak-to-strong generalization emerges. We summarize our contributions as follows:

* We compare the capability of weak models and strong models in our data distribution, showing that
any weak model makes non-negligible errors (Proposition 2.1) while there exists a strong model
that exhibits zero errors (Proposition 2.2).

We prove that training a weak model using a finite number of training samples and gradient descent
can result in a test error that is close to the best possible error achievable by the weak model
architecture (Theorem 3.3).

* We also demonstrate that when a strong model is trained on a finite set of samples using supervision
from a weak model that makes non-negligible errors, it either achieves near-optimal generalization
via benign overfitting or suffers from degraded performance due to harmful overfitting. We further
characterize the conditions under which this transition occurs (Theorem 3.4).

* We further explore weak-to-strong training in the regime where more data is available than the
previously considered scenario, and perhaps surprisingly, we find that it exhibits a notably different
behavior. The strong model can achieve near-zero test error even while the training error on
pseudo-labels remains non-negligible (Theorem 3.6). However, we also empirically observe that
“overtraining” until convergence to zero training loss eliminates this benefit, resulting in test error
levels close to those of the weak model.

2 Problem Setting

In this section, we introduce the data distribution and weak/strong model architectures that we focus
on, and formally describe the training scenario considered in our work.

In our analysis, we adopt a patch-wise structured data distribution and patch-wise convolutional
neural network architectures. This approach follows a recent line of work on feature learning theory
starting from Allen-Zhu and Li (2020). This type of setting provides a simple but useful framework
for studying training dynamics in deep learning. Similar problem settings have been widely used to
understand several aspects of deep learning, such as benign overfitting (Cao et al., 2022; Kou et al.,
2023; Meng et al., 2024), optimizer (Jelassi and Li, 2022; Zou et al., 2023b; Chen et al., 2023), data



augmentation (Shen et al., 2022; Chidambaram et al., 2023; Zou et al., 2023a; Oh and Yun, 2024;
Li et al., 2025), and architecture (Huang et al., 2023; Jiang et al., 2024). The broad utility of such
settings confirms their value in understanding fundamental aspects of deep learning.

2.1 Data Distribution

We investigate a binary classification problem on structured data consisting of multiple patches. These
patches contain label-dependent vectors (called signal) and label-independent vectors (called noise).

Definition 1. We define a data distribution D on R?*3 x {£1} such that a sample (X ,y) ~ D with
X = (2, 2@ 2®) and y € {£1} is constructed as follows.

1. Choose the label y € {£1} uniformly at random.

2. Let {p1, t—1,v1,v_1} be a set of mutually orthogonal signal vectors. We choose two signal
vectors v v(2) e R for data point X associated with the label y as follows:

(B, 1ry) with probability p,
(fv(l), ,U(2)) ~ < Unif{(vy,vy), (Vy, —vy), (—Vy, vy), (—1y, —1y)}  with probability py,
Unif{(ey, vy), (kg =1y), (Vy, y), (—vy, py) } with probability pr,

For simplicity, we assume ||p1|| = ||pe—1|| and ||v1 || = ||v-1
and ||v||, respectively, omitting the subscripts.

, and refer to their norms as ||zt||

3. A noise vector £ is drawn from a Gaussian distribution N’ (O7 af,A), where the covariance matrix

T T T T
1y K1 _q ViV viv_,

isgivenby A = Ig — Jumk — L~ E T R

4. The components (1), 2(?) 2(3) of the data point X are formed by assigning the generated vectors
v v(?) | € in a randomly shuffled order.

Our data distribution is based on characteristics of image data, where inputs consist of multiple
patches. Some patches contain information relevant to the label (such as a face or a tail for “dog”),
while others contain irrelevant information, like grass in the background. Intuitively, a model can fit
data by learning signals and/or memorizing noise. However, relying primarily on noise memorization
instead of learning signals leads to poor generalization since noise is label-irrelevant. Therefore,
effectively learning signals is crucial for achieving better generalization.

Real-world data often contains multiple types of label-relevant information, and these corresponding
signals can exhibit varying levels of learning difficulty. For example, both a face and a tail are useful
for recognizing “dog”, but learning the tail could be harder since it occupies only a small region of
the image or appears only in a small number of images. To reflect this difference, we consider two
types of signals. We refer to w1, po_1 as easy signals and v1,v_1 as hard signals. These signal types
are designed to have different levels of learning difficulty within the architectures we focus on, as
detailed in the following subsection. We categorize a data point having only easy signals as easy-only
data, only hard signals as hard-only data, and both types of signals as both-signal data. We denote
by Se, Sn, and Sy, the supports of these data categories, respectively.

2.2 Neural Network Architecture

We now define the weak and strong model architectures in our analysis. First, weak models are linear
convolutional neural networks where patch-wise convolution is applied.

Definition 2 (Weak Model). We consider our weak model as linear CNN fy1 (w, ) : R¥*3 — R
parameterized by w € R defined as follows. For each input X = (z(),2® 2®)) € R¥3, we

define
Jox(w, X)) = <TU,5L'(1)> + <'w,a:(2)> + <w,m(3)>

Our choice of weak model has limited capability for learning our data distribution D. In particular,
any weak model shows random-guess level performance on hard-only data, as formalized below.

Proposition 2.1. Let (X,y) ~ D be a test example. For any weak model fy(w,-), it satisfies
Py fur(w, X) <0 | (X,y) € S| = L.



Proof. Consider a hard-only data (X ,y) € Sy, with the noise vector £. If the two underlying signals
in a hard-only data point have opposite signs, the weak model’s output fyi(w, X) simplifies to
(w, &). This results in a 1/2 conditional error rate due to symmetry of noise. For a hard-only data
having two signal vectors of identical signs, we may assume two signal vectors of (X, y) € Sy, are

both v, without loss of generality. Define (X ,y) € Sy, to be a data point where both signal vectors

are —1, and the noise vector is —&. Then, y fui (w, X) = —y fui(w, X). From the symmetry of &,
it implies the model has 1/2 error rate conditioned on the case where two signal vectors are identical.
By combining two cases, we have the desired conclusion. O

The strong model is a 2-layer convolutional neural network with ReLU activation, also applying
patch-wise convolution, where the second layer weights are fixed and only the first layer is trainable.

Definition 3 (Strong Model). We consider our strong model as 2-layer CNN fi (W, ) : R4X3 —
R parameterized by W = {W;, W_,} where W, = {w; ,},cm) for s € {£1} represents
the set of positive/negative filters, each containing m filters w,,. € R%. For each input X =
(x(l), x(?), w(3)) € R¥*3 we define

fs(W, X) = 1 (W1, X) = F1(W_1, X),
where for each s € {£1},

W30~ 2 5 [ () () ()]

re[m]

and o (-) denotes the ReLU activation function.

In contrast to the limitations of the weak model, the following proposition demonstrates the strong
model architecture’s capability for perfect generalization.

Proposition 2.2. Let (X ,y) ~ D be a test example. If m > 2, then there exists a strong model with
parameter W* that achieves zero test ervor: P [y fs(W*, X)) < 0] = 0.

Proof. We construct W* by defining, for each s € {£1}, the filters w} ; = ps+v,, wi, = ps—vs,
and setting wy ,. = 0 for 7 > 2. Direct calculation shows that y fo(W™, X') > 0 for all (X, y) ~ D,
leading to zero test error. O

2.3 Training Scenario

Our goal is to train the weak and strong models, using a finite training set sampled from the distribution
D, to correctly classify unseen test examples from D. We first outline the training procedure of the
weak model and then describe the training of the strong model supervised by the weak model.

2.3.1 Weak Model Training

In weak model training, we use ni labeled data points {(X;, y;) }iF ®4 D and training loss is
defined as

1
Luc () = = > £ (yifwic (w, X)),
Ze[nwk]
where £(z) = log(1+ exp(—=z)) is the logistic loss. We consider using gradient descent with learning

rate 7) to minimize training loss L (w) and model parameters are initialized as w® = 0. The
parameters are updated at each iteration ¢ as

wtD = w® Vo Lo (w(t))
=w® - > wil (yifwk (w(t),Xi)) (w,(-l) +al? m§3’)

n
Y i i

—w® Z yz'ggt) (mgl) +ml(2) +m§3)> )
Nwk

ie[nwk]

where X; = (:c,gl), wgz), ml@) and we use gft) =Y (yifwk ('w(t), XZ))
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2.3.2 Weak-to-Strong Training

Let {(X;, 7))} "% D denote a dataset drawn from the data distribution D. Then the strong model
is trained on the dataset {(X“ 9:) 1=, where the supervision ¢; is provided by a pretrained weak
model fyi(w™,-),ie., g; = sign(fok(w*, X’z)) instead of using true label ;. The training objective
is defined as
La(W) == 37 ¢ (5afulW. X))
1€[nat]
and we use gradient descent with learning rate 7 to minimize Ly (W), where the model parameters

are initialized as w'") ~ A/ (0,021,) forall s € {1} and r € [m]. The parameters are updated at
each iteration ¢ as

Wl = wll) 1V, L(W)

= wl) - % > 6l (5ufaW O, X)) 3 o' ((wl, ) &

st

1€ [ns] PE(3]
— (D) 5 (< (t) (p)>) - (p)
ws,r + MNst Z yl i Z s T s mz 9 (2)
1€ [ngt)
where X; = (:igl), :22(2), :7:1(3)) and we use g =/ (y fse (W X’z)) for each i € [ng).

3 Provable Weak-to-Strong Generalization

In this section, we provide theoretical results on when and how weak-to-strong generalization occurs
in our setting. For our analysis, we denote by 7™ the maximum admissible training iterates and
we assume T* = n~!poly(e ™1, d, ns;, nwk, m), where ¢ is a target training loss and poly(-) is a
sufficiently large polynomial. Furthermore, we focus on an asymptotic regime where parameters
e71 d, ng, Nk, m are considered sufficiently large. Consequently, our theoretical guarantees will
often be expressed using asymptotic notation such as O(-), Q(+), o(:),w(+), as well as O(-), Q(-),
which hide logarithmic factors. Our main results depend on the conditions detailed below.

Condition 3.1. There exists a sufficiently large constant C' > 0 such that the following hold:

(Cl d> C’max{ na, log (72) Nt log (Cn“)} (log T*)*

(C2) nwi, sy > Cmax {pg2,p; % pp° Hlog (§), m > Clog (Y

N

2 24 _
< 1. 11 1 } 3 {”Stpb”l’” 9p } mnbt
€3) 00 C mm{uun’ T v § 05 Gt § (08 (575))

(C4) n<Cloy2d 3

ond
(C5) (2pe +pb)||l‘||2 > Cpb”VHz, Nk, Nst = (m)

(C6) p, = Cmax{py, oy ||l lv[|~* (log T*) 7 }

(C1) and (C2) allow us to apply concentration inequalities and ensure that our training data samples
and initial model parameters satisfy certain desirable properties with high probability. (C3) and (C4)
ensure that initialization is negligible compared to the update and that learning dynamics are stable.
They facilitate our analysis of the learning dynamics. (C5) guarantees that easy signals are easier
to learn than hard signals for both weak and strong models, as the difficulty of learning signals is
determined by their frequency and strength. This also ensures that both models are guaranteed to
learn these easy signals. Furthermore, a large enough portion of both-signal data stated in (C6) is
essential to weak-to-strong generalization, in line with the insights discussed in Shin et al. (2025).

As we mentioned before, in our problem setting, there are two mechanisms for minimizing training
loss: learning signals and memorizing noise. Since signals repeatedly appear in data while noise is



independent across data points, the amount of data affects which mechanism predominantly influences
the learning dynamics. In our analysis, we consider two regimes based on this observation: the
data-scarce regime and the data-abundant regime.

In the data-scarce regime, we demonstrate two key findings. First, we prove that weak model training
can achieve performance close to the optimal limit of the weak model class even in this regime.
Second, we demonstrate that even within the data-scarce regime, weak-to-strong training can achieve
low test error through benign overfitting, provided that the given dataset size is not too small. We
also characterize tight conditions under which the weak-to-strong training exhibits benign or harmful
overfitting. In the data-abundant regime, we analyze weak-to-strong training and, perhaps surprisingly,
observe that weak-to-strong generalization behaves differently compared to the data-scarce regime:
Early stopping plays a crucial role.

3.1 Data-Scarce Regime

In this regime, the amount of available data is small. Consequently, noise memorization is more
prevalent than signal learning, leading to model outputs on training data points mainly determined by
activations from noise vectors. We formalize this regime as follows.

Condition 3.2 (Data-Scarce Regime). All conditions in Condition 3.1 hold, using the same con-
stant C' > 0 as introduced therein, and the following additional condition holds: nyi,ng <

C~o2d/((2pe + pv) ||| log T*).
The following theorem provides convergence and test error guarantees for weak model training.

Theorem 3.3 (Weak Model Training). Let w®) be the iterates of weak model training. For any
e > 0and o € (0,1) satisfying Condition 3.2, with probability at least 1 — ¢, there exists Ty =

(5(n’16’1nwkd’10p’2) such that for all t € [Ty, T*), the following statements hold:

1. The training loss converges below €: Ly (w(t)) <e.

2. Let (X,y) ~ D be an unseen test example, independent of the training set {(X;,y;) }i>%. Then,
we have

P {yfwk (w(t),X) < 0‘(X7y) ESEUSb} < exp (—

nwk(2pe +pb)2||l~l/H4 — 0(1)
Clﬂgd '
Here, C; > 0 is a constant.

The proof is provided in Appendix B. Combined with Proposition 2.1, Theorem 3.3 guarantees
the convergence of training loss and shows that the trained weak model achieves low test error on
easy-only data and both-signal data, while performing random guessing on unseen hard-only data.
This corresponds to the near optimal error attainable by the weak model, but not perfect because the
overall test error will be of order &+ + o(1).

The following theorem provides convergence and test error guarantees for weak-to-strong training.

Theorem 3.4 (Weak-to-Strong Training, Data-Scarce Regime). Let W ") be the iterates of weak-
to-strong training, with the weak model [\ (w*, ) satisfying the conclusion of Theorem 3.3. For
any € > 0and § € (0,1) satisfying Condition 3.2, with probability at least 1 — 0, there exists
Twos = O(n’la’lmnstdfla;Q) such that for any t € [Tyas, T*| the following statements hold:

1. The training loss converges below ¢: Ly (W(t)) < e.

Nst

2. Let (X,y) ~ D be an unseen test example, independent of the training set {(X;, J;) e

* (Benign Overfitting) When nsp} v|* /(opd) > Cy," we have

2pe + pp) | pl|* ngpp v [*
]P) |: ( (t)’ ) 0:| < _nst( e _ b )
yfso (W X) <0| < (potpp) exp Caold “+pn exp 7C30;}d

* (Harmful Overfitting) When ngp ||1/H4 /(O’;d) < Cy,

P [yfst <W(t),X) < 0} > 0.12pp.

'We emphasize that this condition does not contradict Condition 3.2 due to (C6).




Here, Cy,C3,Cy > 0 are constants.

The proof is provided in Appendix C. Theorem 3.4 guarantees training loss convergence and further
characterizes the overall test error in the weak-to-strong scenario. Specifically, it shows that the error
is much smaller than the lower bound for the weak model’s error (Proposition 2.1) when the number
of data ny, exceeds a certain threshold. Conversely, when ng falls below a similar threshold, the
error remains lower-bounded by a constant multiple of py,, as in the case of the supervising weak
model’s error. The fact that these two thresholds differ only by constant factors provides a tight
characterization of these distinct regimes.

3.2 Data-Abundant Regime

In this regime, a sufficient amount of data is available, allowing signal learning to dominate the effects
of noise memorization. We formalize this regime as follows.

Condition 3.5 (Data-Abundant Regime). All conditions in Condition 3.1 hold, using the same
constant C' > 0 as introduced therein, and the following additional condition holds: ng >

CoZdlog T*/(py |v).

Due to the limited availability of costly true-labeled data, the defining conditions for this data-
abundant regime primarily focus on ng. Thus, the characteristics of the supervising weak model, as
established in Theorem 3.3, remain applicable in this regime. The following theorem demonstrates
the emergence of weak-to-strong generalization in the early phase, where training loss remains large.

Theorem 3.6 (Weak-to-Strong Training, Data-Abundant Regime). Let W) be the iterates of the
weak-to-strong training, with the weak model fq(w*, ) satisfying the conclusion of Theorem 3.3.
For any 6 € (0, 1) satisfying Condition 3.5, with probability at least 1 — 5, there exists early stopping

time Tos = O~ m(2pe + pu) 1 ||pl| %) such that the following statements hold:

1. The early stopped strong model f (W(T‘*S), ) perfectly fits all training data points having correct
labels (i.e. §; = y;) but fails on all training data points with flipped labels (i.e. §; # yi). In other
words, the model predicts the true label y; for any training data point X;.

2. Let (X,y) ~ D be an unseen test example, independent of the training set {(X27 0i) sy We
have

Nt (2pe + pu)? ||l nspp v |I*
P yfu (W), X) <0] < (o - -
yfst <0 = (petpo) exp C5U§d FPn eXP C50§d

Here, C5 > 0 is a constant.

The proof is provided in Appendix D. Theorem 3.6 shows that weak-to-strong generalization can arise
via early stopping in this regime. It provides guarantees for an early-stopped model and thus does
not provide guarantees on the model’s performance at convergence. One might therefore be curious
how training until convergence influences performance. We conducted experiments in our setting
and observed that after this early phase, performance often degrades and then plateaus, exhibiting
accuracy similar to or even lower than that of the supervising weak model. While we leave a rigorous
proof for this late-phase behavior open, we provide an intuitive explanation in Section 4.

The role of early stopping for weak-to-strong generalization is also discussed in the literature. Burns
et al. (2024) observe that in ChatGPT Reward Modeling tasks and a subset of NLP tasks, early
stopping can improve weak-to-strong generalization, while overtraining can lead to degradation.
Medvedev et al. (2025) also discuss early stopping in their theoretical setting, where it becomes
essential due to their consideration of training on the population risk over the distribution of pseudo-
labeled data. In contrast, in our finite-sample setting, early stopping is not strictly required to achieve
weak-to-strong generalization. In fact, a strong model that perfectly fits the pseudo-labeled training
data may lead to either low or high test error, as observed in the data-scarce regime. Thus, the fact
that training dynamics can converge to a solution with poor generalization, even under abundant data
and the existence of good solutions, is somewhat surprising.



4 Key Theoretical Insights

In this section, we provide key insights behind our theoretical analysis. We formally prove this
intuition using several theoretical tools, such as the signal-noise decomposition (Cao et al., 2022).

For weak model training, its update rule (1) implies that the model weight vector w is updated in
directions determined by the signal and noise vectors within the training samples. The evolution
of w along each such vector’s direction is influenced by that vector’s strength and its frequency of
appearance in the dataset. Due to the limited capability of the weak model, it cannot learn hard
signals with opposite signs (e.g., v1, —v1). Furthermore, the cancellation of updates along hard signal
directions and our condition (C5) ensure that the learning of easy signals predominates over that
of hard signals. This dominance means that while easy signals are effectively learned, the learning
of hard signals is largely suppressed. Consequently, in both-signal data, the contribution from the
poorly learned hard signal component is not large enough to disrupt the classification guided by the
well-learned easy signals. Therefore, the weak model can correctly predict not only easy-only data
but also both-signal data.

We now explain how the supervision from the pretrained weak model affects the learning dynamics
of weak-to-strong training. Let us first introduce some notation. For each ¢ € [ng], we denote by
~(1) 1(2) and &; the signal vectors and noise vector of the ¢-th input X, respectively. For each
v e {ul, p_1,Er1,tv_1}and !l € [2], we define ¢ and F as the sets of indices i € [nst] such
that f)gl) = v and the supervision corresponds to the clean label (i.e., §; = y;) or the flipped label
(i.e., §; = —1;), respectively. Lastly, recall that g ~(t) = —0(y; fst(W(t), Xl)) denotes the negative
of the loss derivative for i-th sample.

Update rule for weak-to-strong training (2) implies that for any s € {£1} and r € [m],

(w ) = (wlpe) + mntz( > 0= 2 ) Il [(wld ) > 0]

lel2]  jecd ieF)

Since the supervising weak model achieves low test error on easy-only and both-signal data, the
pseudo-labels for training samples involving ps have a low flipping probability, and this implies
|]-‘,(f) /nst = 0. This ensures that, in both data-scarce and data-abundant regimes, (wgt,),, s)
increases if it is positive.

Similarly, an update for learning hard signals can be written as follows:

(e = (o 3 (50 5 ) i) ]

iect) ieFL)
. Z( > = 3 d) Il [(wllhe) <o,
l€[2] ec(l) ieF®

—vg

However, weak-to-strong generalization exhibits different behaviors across the two regimes, in-
fluenced by the presence of a non-negligible fraction of data containing hard signals with flipped
pseudo-labels. In the data-scarce regime, noise memorization is a dominant component of the learning
process. This can lead to the learning effort being more balanced across different data points. A

sufficient fraction of both-signal data guarantees |C,(,l)\ \C(l | > |}',Sls)| |F2 (ll), | and this indicates

that (wgtfl) vg) > <w§t2, vg) if (wgtl, vs) > 0 and (wg ;H) vg) < (wg 2«, vg) if <w§t7)a, vg) < 0.

Therefore, the strong model can learn hard signals with opposite signs v and —v, simultaneously,
by utilizing different sets of filters {r € [m)] : <w§ v vs) > 0} and {r € [m] : <w§°2, vs) < 0}

In contrast to the data-scarce regime, in the early phase of the data-abundant regime, the strong
model can learn both easy and hard signals quickly (even faster than noise is memorized) due to the
significant abundance of signal vectors from the clean-labeled training data. This leads to almost
perfect generalization on unseen data. Let us describe our intuition for why overtraining can lead
to performance degradation. Rapid learning of signals also creates a growing discrepancy in the

()°5 between clean-label data and flipped-label data. The non-negligible

negative loss derivatives g,
portion of flipped-label hard-only data combined with the imbalance in loss derivatives can lead to the



contributions from these flipped-label data points (e.g., ZZ cFD gﬁ”) predominating over those from

bl

clean-labeled data points (e.g., Zz ) QZ@). Consequently, the strong model may start “forgetting’
learned signals as it continues to minimize the training loss defined by these pseudo-labels.

Practical Insights. Our analysis reveals the following mechanism for weak-to-strong generalization:
the weak model first successfully labels data containing easy-to-learn information. This data includes
a subset that contains both easy information and harder-to-learn information (which the weak model
fails to capture). The strong model then utilizes this correctly labeled subset to successfully learn
the harder-to-learn information. We believe that this insight can be applied to practical scenarios,
potentially leading to the development of data selection techniques that preferentially select such
beneficial data for better weak-to-strong generalization.

S Experiments
We conduct experiments to support our findings, using NVIDIA RTX A6000 GPUs.

5.1 Experiments on Our Theoretical Setting

We perform experiments in our setting described in Section 2. We set the dimension d = 2000 and
the signal vectors pq, pt—1, 1, V—1 are constructed from randomly generated orthonormal vectors,
which are subsequently scaled so that their respective norms are ||u|| = 0.4 and ||v|| = 0.35. The
noise strength is o, = 0.1 and the data type probabilities are p, = 0.4 and py, = py, = 0.3.

We first train the weak model using n, = 5000 true-labeled data points. The training is conducted
for 1000 epochs using stochastic gradient descent with batch size 256 and learning rate n = 0.1,
which results in a test accuracy of 0.851. For weak-to-strong training, we use the strong model with
m = 50 filters and an initialization scale g = 0.01. We train the strong model using stochastic
gradient descent with batch size 256 and learning rate 7 = 0.1 on the dataset labeled by the pretrained
weak model. We use three different values for the number of data points, ngy = 75, 2000, 20000.

Figure 1 provides the training and test accuracy for weak-to-strong training with three different
training dataset sizes. We train the strong model for 2000 training epochs when ng, = 75 or
nsy = 2000, and for 10000 epochs when ng, = 20000, as this requires more iterations for convergence
compared to the other cases. We observe three different types of results revealed in our analysis.

The cases nst = 75 and ng; = 2000 support our analysis in the data-scarce regime. In both cases, the
training accuracy initially increases faster than the test accuracy. However, their final test accuracies
differ. In the case of ngy = 75, the strong model achieves perfect training accuracy, while its test
accuracy remains close to that of the supervising weak model. This aligns with our findings on
the failure of weak-to-strong generalization due to harmful overfitting. In contrast, for ng, = 2000,
the increased amount of data allows the test accuracy to sufficiently increase, eventually exceeding
the weak model’s test accuracy. This aligns with our findings on the emergence of weak-to-strong
generalization via benign overfitting.

The case of ng, = 20000 corresponds to the data-abundant regime in our analysis. Unlike the prior
two cases, test accuracy grows faster than training accuracy and achieves near-perfect accuracy, while
training accuracy remains comparable to that of the weak model; this aligns with Theorem 3.6. We
also observe that continued training deteriorates test accuracy, while training accuracy increases.
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Figure 1: Weak-to-strong training with varying training dataset sizes (ng;). These align with our
theoretical findings: (a) harmful overfitting for ng, = 75; (b) benign overfitting for ng, = 2000; and
(c) for ng, = 20000, an early emergence of generalization and degradation with overtraining.



5.2 Experiments on MNIST

We also provide empirical results using a real-world dataset MNIST. Since it is hard to clearly
delineate signal and noise in real data, we modify the MNIST dataset to emphasize their roles.

First, we multiply each pixel in the original images of digits 4, 5, 6, 7, 8, and 9 by 0.02, while keeping
the images of other digits unchanged. This corresponds to the presence of hard signals, with digits
4-9 serving as the hard signals. To emphasize the role of noise, we replace the border region of each
28x28 image—a 5-pixel-wide frame along the edges—with standard Gaussian noise. This results in
images where the central 18x18 region contains the digit, surrounded by Gaussian noise. Finally, we
randomly concatenate two such modified images that share the same parity (i.e., both even or both
odd), producing 28x56 images. We assign binary labels based on their parity.

Figure 2 provides examples of the modified data. The resulting data includes a variety of signal types:
some pairs contain two bright digits, others contain one bright and one dark digit, and some consist of
two dark digits. These types serve as easy-only data, both-signal data, hard-only data in our setting.

For the weak model, we use an MLP consisting of a single hidden layer with 128 units followed by a
ReLU activation. For the strong model, we use a CNN with three convolutional layers of increasing
channels (64, 128, 256), each followed by batch normalization, ReLU, and max pooling. The extracted
features are then flattened and passed through a fully connected layer with 512 units. We first train
the weak model using 500 samples. Then, we train the strong model using labels predicted by the
trained weak model, with varying numbers of training samples ng = 500, 1000, 1500, 2000, 2500.
We train each model for 300 epochs using the full-batch Adam optimizer with default parameters.

In Table 1, we observe a trend in which the weak-to-strong gain increases with ng and then decreases.
These observations are consistent with our theoretical findings, which describe a transition from
harmful overfitting to benign overfitting, and eventually to the data-abundant regime.

Table 1: Test accuracy (%) for the weak model
and the resulting weak-to-strong model. Results
are calculated as the mean and standard deviation
over five independent runs.

Label: 0

nst  Weak Model Weak-to-Strong

500 86.06 (0.45) 84.62 (3.95)
1000  85.93 (0.13) 88.34 (1.28)
1500 86.42 (1.50) 88.46 (2.85)
2000 86.69 (0.52) 87.44 (2.73)
Figure 2: Examples of the modified MNIST. 2500 85.86(1.39) 86.55 (1.22)

6 Conclusion

We theoretically investigated weak-to-strong generalization by analyzing the training dynamics of a
two-layer ReLU CNN under supervision from a pre-trained linear CNN on patch-wise data containing
both signals and noise. Interestingly, our results reveal that weak-to-strong training exhibits distinct
behaviors across different data regimes. In the data-scarce regime, we prove that weak-to-strong
training converges and that generalization can emerge via benign overfitting when data availability
is not extremely limited. Furthermore, we characterize the conditions leading to a transition from
this benign overfitting to harmful overfitting. In the data-abundant regime, we show that weak-to-
strong generalization arises in an early phase of training, and we observe that overtraining leads to
performance degradation. We hope our theoretical approaches provide valuable insights.

Limitation and Future Work. Our work has some limitations regarding the simplified data
distribution and model architectures used for theoretical analysis. Extending our analysis to more
complex data or models could be a future direction. Also, it would be interesting to analyze methods
for improving weak-to-strong generalization (e.g., auxiliary confidence loss (Burns et al., 2024)) in
our theoretical framework. Lastly, developing techniques for better weak-to-strong generalization
based on our theoretical insights is an important future direction.
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A Proof Preliminaries

We use the following notation for the proof.

Notation. We define SNR,, = ||p|| /(0,V/d),SNR,, = |[v| /(0,V/d). Let S be the orthogonal
complement of the span of the signal vectors {g1, p—1,v1,v_1}. We denote an orthonormal basis
for S by {by,...,bq_4}. For any vector v € R%, TIgv represents the projection of v onto S.

A.1 Proof Preliminaries for Weak Model Training

In this subsection, we sequentially introduce signal-noise decomposition (Cao et al., 2022; Kou et al.,
2023) in our setting, high-probability properties of data sampling, and quantitative bounds frequently
used throughout the proof for weak model training.

We use the following notation for the analysis of weak model training.

1 2

Notation. For each i € [ny], we denote by v, ™, v;”’, and &; the signal vectors and noise vector

of the i-th input X, respectively. For each v € {1, p_1, tv1, v}, we define Sq(,l) and S,(,Q) as

(1)

the sets of indices ¢ € [nx] such that v; ' = v and vl@) = v, respectively.

A.1.1 Signal-Noise Decomposition

Lemma A.1. For any iteration t > 0, we can write w® as

(t) _ M(t) [ S M(t) H-1 (t) _ t
w' = i + N; + E yzpz )
e e v ||2 ||2 ||€z|2

where Ms@, NS@, pgt) are recursively defined as

MED =M+ ST g S g | P,

fhwk ies(y ies?
Ui

N — N 4 N S a0+ Y g S 0 g0
" \ies ies® ies) ies®).

t+1 t oot
A = o+ g,
Nwk
starting from MS(O) = NS(O) = pgo) = 0. It follows that Mg(t) and pl(t) are increasing in iteration t.

Proof of Lemma A.1. It is trivial for the case t = 0. Suppose that it holds at iteration 7. From the
update rule, we have

W™D = ™ 4 S pg™ Y a®

Nwk

1€ [Nwik] pE(3]
OB L S GOl W OB W A i yipl™ &
! Hu||2 ez v)? ! ||V||2 Z] [1€:112
LS el Tl
zE[nwk] pE3]

Here a:(p )°s are one of w1, w—1,v1,v_1, and &;. By grouping the terms accordingly, we obtain
(r+1) _ gt _HL ) P (r+1) V1 (T+1) Vo1 P(THD &i
w = _ +N + Yip; ’

el ol el v? Z 1€:11?
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with

(r+1) — qp(m) o ) (1) 2
Ms *Ms + Mok Z gz + Z g ”“H 9

€Sk iesi)
(r+1) — N 4 7) (1) (r) _ (r) 2
N = N+ a7+ > a7 - > g S a7 | IviP,
iessY iess ies) ies®)
+1
P =7+ g2,
nW
Hence, we have desired conclusion. O

A.1.2 Properties of Data Sampling

We establish concentration results for the data sampling.

Lemma A.2. Let Ey denote the event in which all the following hold for some large enough
universal constant Cy > 0:

1. Foreach s € {£1} and | € [2], we have

’ ’ pb)
Nwk |5

4
2. Foranyi € [nyxl,

(G )

Nwik ka
<4 —1 — .

1 C’w N
1617 — 2(d — )] < Gt 1og <1;k)

3. Foranyi,j € [nyx| withi # j,
Cyrn?
|<€i7£j>| < kaO'ZQ)d% 10g (1?‘”1()

Then, the event E) occurs with probability at least 1 — 4.

Proof of Lemma A.2. Foreach s € {£1},1 € [2], and i € [nyx],

Plof =p| =242 Bl =u] =P [of) = 0] =2 4 2

Hence, by Hoeffding’s inequality, we have

[ Clo 2
P ‘(l)_ DPe Db wkl > an] w. <
’Ss (2+4)”k— 2 2\75 )|~ Cu
and
Dh | Db Nk Ck 26
P ‘ Pho POy s Ty <=2
[Sﬂws (4+8>"k— 2 0g(5> = Cux

Note that for each i € [nyy|, we can write &; as

i — Op § z; hbh7

held—4]
where z; j, N (0,1). The sub-gaussian norm of standard normal distribution A/(0, 1) is \/g and

2 . . . .
then (z; )" — 1’s are mean zero sub-exponential random variables with sub-exponential norm %
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(Lemma 2.7.6 in Vershynin (2018)). In addition, z; ,z; ,’s with ¢ # j are mean zero sub-exponential
random variables with sub-exponential norm less than or equal to % (Lemma 2.7.7 in Vershynin
(2018)). We use Bernstein’s inequality (Theorem 2.8.1 in Vershynin (2018)), with ¢ being the absolute
constant stated therein. We then have the following:

1 ClokNw
P “”5%”2 - U;%(d - 4)‘ > C'ka'IQ)d2 log <1;.k>‘|

=P Z ((sz,h)2 - 1) > Oyid? ¢ |log <CWk6an>

held—4]

QCCde kanwk
< _ W.
—QGXP< 64<d—4>1°g< 5 ))

kanwk 20
<2 —1 < .
=P < o8 < 0 >) ~ Cyxnwk

In addition, for 4, j € [nyi] with i # j, we have

1 CW n?N
P[usi,emzowwiw fog (4 )]

Coxn?
=P || > zinzin| > Cud? [log <1‘5wk)
held—4]

900 2 C kn2 20
<2 — __Jo W wk < .
= 2o ( 64(d — 4) o8 ( 5 = ConZ,
From union bound and a large choice of universal constant C' > 0, we conclude that the event
occurs with probability at least 1 — 4. [

A.1.3 Properties Used Throughout the Proof

We introduce some notation and properties that are frequently used throughout the proof.

Let us define

L 1 kanwk o 1 ka _ 1
ﬁwk = 4CWkan\/d log (5)7 TYwk = \/2an 10g ( 5 >7 Rwk = 2

Under Condition 3.2 and the event Ey, the following hold:

* By combining (C1) and (C5), applying (C2), and from Condition 3.2, By and 7y satisfy the
following:

Frwk min{peaphapb}
Pk < o5glog e 3 3)
* From (C1), the following holds for any 4, j € [ny] with ¢ # j:
od 302d »s 2
O'p < H&HQ o ’ |<£u£;>| < @7 ‘1 ”57 ﬁwk. @
2 2 1€l Tk 16112
» Forany s,l € {£1}, we have
’ ’ T) m . | [ S, (sz +pg ) M| < Mk Yok 5)




A.2 Proof Preliminaries for Weak-to-Strong Training

In this subsection, we sequentially introduce signal-noise decomposition (Cao et al., 2022; Kou et al.,
2023) in our setting, high-probability properties of data sampling, quantitative bounds frequently used
throughout the proof, and a technical lemma (Meng et al., 2024) for the analysis of weak-to-strong
training.

We use the following notation for the analysis of weak-to-strong training.

Notation. For each i € [ng], we denote by v( ), Z( )

and &; the signal vectors and noise vector of
the i-th input X,, respectively. For each v € {p1, p—1,+v1,+v_1} and l € [2], we define Cf,l) and

F{ as the sets of indices i € [nst] such that 'v( ) = v and the supervision corresponds to the clean
label (i.e., §; = ¥;) or the flipped label (i.e., §; = —v;), respectively.

A.2.1 Signal-Noise Decomposition

Lemma A.3. For any iteration t > 0, we can write each weights w( ) with s € {£1},r € [m] as

wl) =+ T s §O ey Py 5 0 &
el vl ™ oy &l
where Mi )T, Mgtl, Nitzd7 Ngt;, p(fza , are recursively defined as
—(t+1) ——(t) 77 -
=N S i = 3 | el () > 0]
el \iec) ieF D
U i _
MU =) - % ST 50— Y a1 (el pes) > 0]
™ le2) \iec? ierd
N —§ 0y g |y\|2~1[<w§f2«,vs>>0},
te2) \iec ieFY
o S a0 = 3 @ | vl n [{wl e <o),
T ieia) \ ject ey
NG = N - T S A= Y a0l [(w v > 0]
T ) \ice®, e,

n E ~(t) § ~(t) 2 [< (t) > :|
+ P 14 -1 W, ., V_s) < 0 y
MmN 9; ” H s,r

1€f2) \iec®, ieF")
SAZ' - =
p(::zl) = p(sflv + Y gvgt)HEiHQ -1 {<w§t2~ﬂ£1> > 0} )
mnst

starting from M(t) = M(t) N(t) N(t) = pyz ; = 0. For simplicity, for any iteration
t €10, T%], r € [m] and i € [ng), we define pitz = p; )T , and p(t) = p(t) ;- It follows that p( )

is mcreasmg and p( ) is decreaszng in iteration t.
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Proof of Lemma A.3. 1t is trivial for the case ¢ = 0. Suppose it holds at iteration 7. From the update
rule, we have

(T4+1) _ (0 4 5N 7M1 K (r) (p>> > 0] 5(P)
ws,r we,r + mnat Z Z yl u)s7

3] i€[ngst]
_ 0 () _Hs (r) B—s | 57(7) Vs (r) V=s )
_ws,r+Ms,r +Ms7r +Ns,r 2 +Esr psrz
(el gl lv)1” zezn:t] II&II2
il [< 7 j(p>> S 0} )

Here, :z:(p )°s are one of Wi, —1,v1,V_1, and é By grouping the terms accordingly, we obtain

T 51
Ep IR,

(T+1) _ §°,2+M(’“) Fs g+ H=s 7 tD Vs | np(r+1) Vs

2 s,r 3 Tils,r 2
(] ([l vl L2
[ St]
with
=7(T+1) (T) n ~(r r
M =M i 3= 3 a7 e [(w ) > 0]
K GC‘” ieF Y
MY = M) - Z i = A | el [(wmes) > 0],
st 1€C(l) 16}"915
D T =3 | P x [(wl ) > 0]
l€[2] ieFD
N () ()
a7 vl -1 [(wi v <o,
mngt ( ;)
M\(:;rl) = ﬂg?;} ~(7') Z ~(7’) |IJ||2 .1 |:<w£:rr,y_s> > Oi|
16[2] ec“) ieFY
n Z ~(7’) Z gz(T) ||V||2 -1 |:<1Ug‘:—r),yfs> < O:| ,
Tt (2] \iec® ieF®
o = o0+ IO 1 (), € > 0].
T e ;
Hence, we have desired conclusion. O

A.2.2 Properties of Data Sampling and Model Initialization

We establish concentration results for data sampling and model initialization.

Throughout the proof, we frequently use the following quantities. For each s € {1} and i € [n],
we define:

2
©ny = ( pe+fb)nst7nu

* My = {r €[m]: <'wg?r),us> > O}.
e A, = {r € [m]: <w§02,us> > 0},3S = {r € [m]: <w§02,us> < O}.
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o X, = {r € [m]: <wg:7)74, £~Z> > O} .
Lemma A 4. Let E denote the event in which all the following hold for some large enough universal
constant Cyy > 0:

1. Foreach s € {£1}, 1 € [2], we have
(1-Cat)ome< e < (403 oy |FD| <05t n
and

(1-C3t) m, < \cyg , , <c3lm,

FU

. |<+cat) . |FY

2. Foreach s € {x1},r € [m], and i € [ng],

-1

m
‘As|_§

)

m m Cyt
_ < =
1Bs| 2‘— 21°g(5>

and

m m Cstngt
g < 2 Zstost o)
"Xl‘ 2 ‘ =\ 2 log( 5 )

3. Foreachs,s' € {£1} andr € [m],

ot (o ) o2,
el | Y

4. Forany i € [ng,

3 1 Cstns
1612 20— ] < Curt o (%222,

5. Foranyi,j € [ng] withi # j,

‘<éz7éj>‘ < Cstaf,d% \/m.

6. Forany s € {£1},r € [m], and i € [ny),

’<w£?r,éi> < Cstaoapd%1 [log (W)

7. Forany s € {£1} and r € [m),
[l

2
< 2U§d.

Then, the event Eg; occurs with probability at least 1 — 6.

Proof of Lemma A.4. We begin by showing that each statement holds with high probability, and
conclude the proof by applying a union bound. We prove the statements one by one, marking each
with l once established.

We fix an arbitrary s € {+1},] € {1} and i € [ng]. We have
P [z € Cﬁ)}

=P [ﬂifwk (’wX) > 0‘ (ﬁfl)vﬁgs_l)) = (us,us)} P [(f’f”vﬁ?_l)) = (us,us)]
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+]P) yifwk (w*)X’L) >0 ( (l) (3 l)) = (HSvVS):| P [( z(l)a ~1(3 l)> = (“s;ys)]
+P Zjifwk (w*aXZ) > O ( i ~§3 l)) = ("'/Sa _VS‘):| P |:<,v£l)7 ~Z(3 l)> = (l’l’87_ys):|
—Pla X 5 ~(5 DA . Pe
=P {yszk (w ) z) > O‘ ('U ) (Ns7l~lls)i| B
+P [ (w. %) > 0] (807,8077) = (v - B2
P [ fun (wX) >0 ( O 5= “) _ (HS,_VS)} .%.
From the conclusion of Theorem 3.3, we have
- 1
P[yifwk ('UJ ) >O‘ ( ) 2(3 l)) :(H’SHU'S):| Z 1_Wst,
~ 1
]P)|:~iw< *7Xl) ’( ) (3 l)>: S 9]>1777
Yi fwr (W >0 (v, v, (s, vs)| > 50
and
P [gifunc (w, Xi) > 0] (81,58°7) = (o —v)| 21— 5.
2CYs.t
Therefore,
PRI <EHC<”]<n
2C H= pel] = K
and n
nll _ 1 7
B[ 72| = - [le2]] < 5
By Hoeffding’s inequality, we have
[ , Cu\| 26
ol _ 0) > Nst st
P ||lel -2 [lef)| =/ 5e0s (%) | < &2
and )
! 1 Nt Cst 20
el ]y ee(5)] <2
] st

Hence, combining with (C2),

(1-Cx") nu < ‘C}Q‘ <(1+0C5Y) ng, ‘]—"(l

with probability at least 1 — —t

Now we address the case ;. We have

P[iec]

=P |:yszk ( )

) > 0| (817,557 = v o) P [(817,57) = (v as)]
8 [fufon (w7, K0) > 0] (1,570) = @ w) P (617,87 = 01,0
+P [Giforc (w0, %) > 0| (30,587) = (v, )| B[ (8,007 ) = (v, —0s)]
=P [gifu (w0, X)) > 0| (8",5077) = (o) - B2
P [t (w7, %0) > 0| (380,807) = ()| 2
P [ (w7, ) > 0] (50,80°70) = (v, —w)] - 22
From the conclusion of Theorem 3.3, we have
P [t (5 ) =0 () =] > 1



From (C6), we have

1
E[<l>]<(fib Pj)s<1 1y,
v | S\ T )=\, )
and ) )
E|lcO| > (1- SRt (g Ty
|: Ve :| - 2Cst 8 2Cst "
In addition, we have
1 p,  pn_ 2n,
0 A B 7 [P S
‘ Z g ) v ||| =30, 8 T4 <30,
By Hoeffding’s inequality, we have
P ‘cﬁ”‘f]E{cy)} > Moty (G| < 22
° ° 2 o st
and .
e e ()] < &
st

From (C2), we have
(=it < )] < 002 (7] <5

44

Cst?
Using a similar argument, we also have the desired conclusion for the case —v;.

with probability at least 1 — where the last inequality follows from Condition 3.1.

Let us prove that the second statement holds with high probability. we fix arbitrary s € {£1} and
i € [ng). Foreachr € [m], Plr € M| = Plr € A,] =P[r € B] = P[r € &;] = 1. By
Hoeffding’s inequality, we have

m m Cst 20
> = st < ==
PUWS' 2’— 2log<5> =0
m m Cyt 20
I SO a7
(-5 s (%) <
m m Cast | 20
I SO
F "BS| 2’—\/ 21°g< 5 ) = Oy
and .
m m Cytnst 25
|- = > — < .
P UW' 2 ’ =\ 2 1°g< 5 ) = Coonie

For the third statement, we fix arbitrary s, s’ € {£1} and r € [m]. We have
st

(w0 1)
T el

Hence, by Hoeffding’s inequality, we have

(0) Vs
vl

) W (0.03).

[ s’ s ] 26
P ‘<w§02, ad >‘ > 094/ 2log (Ctm> < .
NS Tl | = Cam
Similarly, we also have
[ , Com\| _ 26
P 0 Ys 21 st .
K%“WH:WO ®\70 )| " cam
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Before moving on to the remaining part, note that for each i € [ng], s € {£1}, and r € [m], we can

write él and stg‘?} as

€i:Up Z Zi,hb}w stg?r),zao Z Zs,r,hbh
held—4] held—4]

jid. . . .
where z; j,, Zs 1, "% N(0,1). The sub-gaussian norm of standard normal distribution A(0,1) is
\/§ and then (zz-,h)2 -1, (zsmh)2 — 1’s are mean zero sub-exponential random variables with

sub-exponential norm % (Lemma 2.7.6 in Vershynin (2018)). In addition, z, , ;2z; 5’s and z; ,Z; s
with ¢ # j are mean zero sub-exponential random variables with sub-exponential norm less than or
equal to % (Lemma 2.7.7 in Vershynin (2018)).

We use Bernstein’s inequality (Theorem 2.8.1 in Vershynin (2018)), with ¢ being the absolute constant
stated therein. We then have the following for any i € [ng]:

g 1 C(s Ng
P“&AFo,ﬁ(dzl)\zcsmidz log( 5)]

= Z ((Zi’h)z o 1) > Cstd% log (CSt;St)

held—4]

9CC2d C,tn‘t

<2 - st =t
<2 (g n s (5))
26

Cstnst
< — < .
< 2exp ( log ( 5 )) < Conm

[ |
For i, j € [ngt] with i # j, we have
c ¢ 2,1 Cstngt
P ‘<€i»£j>‘ > Cy0,d2 4 [log =5
2
=P Z Zi hZjh 2 Cstd% log (Cfgtén“)
he[d—4]
9¢C%d C.yn?
<2 — st 1 st'lst
< exp( 64(d— ) og( 5 >>
20
B Cstngt.
[ ]

For any s € {£1},r € [m] and ¢ € [ng], by applying Bernstein’s inequality, we have

P “<w§?m ;)| > Cuuooayd?  flog (Ct?ncﬂ
Coymne
=P Z Zi hZs,r,h chtd% log (‘ﬂ(?%)
held—4]

9cC2d Cstmngt
<2 —— St _og | ——=
<o (=g (25))

20
= 16mng
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By applying Bernstein’s inequality, for any s € {£1} and r € [m], we have

2
P [ ’HSwg?z > 20’84

_ ’ C,
<P ’HHSwg?’I)‘ —Ug(d—ﬁl)’ZCstagdé log (bgm>

=P || 3 () —1)| 2 Cud

| |hE[d—4]

9cC2d "
<200 (g ()
26

< 2exp <1og (Ct(sngt>) < Comn’

where the first inequality follows from (C1). |

Nl=
S
o5}

N
Q

SR

3
N———

From union bound and a large choice of universal constant C; > 0, we conclude that the event Fy
occurs with probability at least 1 — 4. O

A.2.3 Properties Used Throughout the Proof

We introduce some notation and properties that are frequently used throughout the proof.

e = 2 maxe { ][] oy} \/ 2 log (C?”)

1 Cying
Bst = 4Cstnst g log (t(st)v

Let us define

and
kst := 8log(12), Agt := exp(2kst).
Under Condition 3.1 and the event Eg, the following hold:

* ag and fFg; are small enough to satisfy

< P | i By log T < ©)
Qg = MIN § ——, ) ) st 108 =
100" o3d 7 (2pe + po)nsy ||l 100
» Forany s,s’ € {£1},r € [m], and i € [ny],
(w0 )] (w0 v )| (0.6 < e ™
* From (C3), for any ¢, j € [ng] with ¢ # j, we have
012, <& < 3o2d )<£w£3>’ < Bst ||£j||2 ﬂst 2 — o2(d — 4)| < Bstord
2 T2 EPR T ne €112 | ~ o o Mt
®)
* Forany s € {£1},r € [m], and i € [ng], we have
M 1) [l 1] B 1) Bl 1)1 o
m 2'"lm 27 |m  2|7|m 2|10

* The learning rate 7 is small enough to satisfy

n < min{ﬂstmnst’ Bstm ﬂstm } ) (10)

2030 20 [l 20t ]
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A.2.4 Technical Lemma

We also introduce a technical lemma that enables a tight characterization of the learning dynamics.

Lemma A.5 (Lemma D.1 in Meng et al. (2024)). Suppose that a sequence a;,t > 0 follows the
iterative formula

a1 = a¢ +

)

_c
14 bext
for some ¢ € [0,1] and b > 0. Then it holds that

T < ay +

c
< -
= 14 bedo
forallt > 0. Here, x, is the unique solution of

x; + be®t = ct + ag + be®.
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B Proof of Theorem 3.3

For the proof, we first introduce properties preserved during training (Appendix B.1), then prove
the convergence of the training loss (Appendix B.2), and finally establish a bound on the test error
(Appendix B.3).

B.1 Preserved Properties during Training

In this subsection, we present several properties that remain preserved throughout training.

Lemma B.1. Under Condition 3.2 and the event Eyy, we have the following for any iteration
te[0,T%):

(W1) 0< pgt) < 4logT* for any i € [Ny

(W2) WSNRZ . pgt) < M < 3wk (2pe —&-pb)SNRZ . pgt) foranyi € [nyxl,s € {£1}.

(W3)

p - pﬂ < &y forany i, j € [nwi].

(W4) |y fux (w®, X3) — y; fux (w®, X;)| < 5 forany i, j € [nyx].
®

(W5) 1 — ki < % <1+ Kk forany i, j € [nydl.

(W6) ’Ns(t)‘ < (2pn + Pp)nwikSNR2 - pl(.t) forany s € {£1},i € [n].

Proof of Lemma B.1. 1t is trivial for the case ¢ = 0. Assume the conclusions hold at iteration ¢t = 7
and we will prove for the case t = 7 4+ 1. Note that (W2) and (W6) at iteration ¢ = 7, along with
(C5) and (C6) imply that

T 1 T 1 T
[N < @+ p)naaSNRE - 7 < —oma(2pe + po)SNRE - 7 < SM,

24 s

forany s,s" € {£1} andi € [n].

(W1): We fix an arbitrary i € [nj] and we want to show pETH) < 4logT*. If p(T) < 2log T*,

then we have ’
T T T 302d

P = o0+ LD P < 210g T + L 2%

n n 2

wk wk

<4logT*,

where the first inequality follows from glm < 1 and (4), and the last inequality follows from (C4).

Otherwise, there exists £ < 7 such that pl(-{) <2logT™* < pl(-fﬂ) since pgt) is increasing in iteration ¢.
From (4) and (C4), we have

PETH) _ ngt) + (pl(t+1) _ pl(t)) i Z (p§t+1) B pgt))

t=i+1
LoD De 2 NS (O 2
=+ g+ 22 3 o e
t=i+1
<2logT*+L-§02d+L-§02d XT: g@
- Nyk 2 P Nyk 2 P '

t=t4+1

3no2d <
<3logT™ + 1% exp <_yifwk (w(t)7Xz'))-
2nwk N
t=i+1
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For any iteration ¢ € [ + 1, 7], we have

Yi fwk (’w(t),Xi> = <w(t)7yi'v§1)> + <w(t)7yi'v§2)> + <w(t)7yi£i>

5'75'
2 —QmaX{(Nl(” : Nf?‘} +o+ > yiyjpg't)< Z jz>
je€lnwrl\{é} €51l
t t t 0 (&, &5)|
272max{’N1() , N(,f‘}+p§)— Z /’5‘)7;
j€lnwl\{i} 1€
> “dn (@ + po)SNRS 50 1,0 - 3 0 lEes)]
jeima\{i} 1€l
> _4nwk(2ph + pb)SNRi . 410g T + 210g T* — 410g T . Bwk

= (1 — 8nwk(2pn + pb)SNRZ — 2B,x) - 2log T*
> logT™,

where the first inequality follows from the fact that M. 1(t), M E? > 0, the third from applying (W2) at
iteration ¢, the fourth from (W1) at iteration ¢ and (4), and the last from (3) and Condition 3.2.

Now, we have our conclusion

T

3noid
(T+41) « . N9 Z e ® x.
P S 310gT + 2 exp ( yszk (U} 7X’L)

Nwk ~
t=t+1

3nojd &

_ —logT*

T Z exp (—log T*)
t=t+1

<3logT* +

3no2d
< 3logT* + 7% s exp (—log T™)
2nwk
< 4logT™,
where we applied (C4) for the last inequality.

(W2): We fix arbitrary s € {1} and i € [nyk]. We have

MO M = ST g0 ST 2

Nwk
jesiy jes®

n (pe Pv ) ( (r) ) 2
< —/.2. = i) W wk N 1 w .
= 2+4+7k Nk - (9; 0 (14 Kwk) ) - ||l

U 3 (pe pb) () 2
< — 2 ==+ =) nwk 29, -
< S (B Y 2™

3 T
= 37 (2pe +pb) a7 Il
where the first inequality follows from (W3) at iteration 7 and (5), the second follows from (3).

From (4), we have

)

2

T7+1 T n T no d T

P = ol = g > gl
Nwk 2nwk

and thus,
M = M) < Bngge (2pe + o) SNRE, (o770 = pl7).

Combining with (W2) at iteration 7, we have
MY = M) 4 (MS(T+1) _ MS(T))

< Bnyi(2pe + pu)SNRZ - {7 + Bna (2pe + p) SNR2 (py“) - pgT))
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= 37’ka(2pe + pb)SNRi . pgTJrl).

Similarly, we have

T T 77 T T
M =M =2 | S g7+ 3 g7 | el

Nwk
jeSLy jesg)
n Pe Db (1) 2
> g (B B = ) mc (7 (1= ) Dl
7 1 (pe pb) 1 2
> 2. (242 ) ngk- =g -
LA Gy R

(‘r

1
=~ (2pe +pb) 97 - )%,

8

where the first inequality follows from (W5) at iteration 7 and (5), and the second follows from (3).
From (4), we have
3n0}27d

T T Ui T
o7 =7 = g < 3
Nwk

——g 9"
Nwk

and thus, we have
1 T T
MS(T+1) _ MS(T) > Enwk (2pe +pb) SNRZ (PE +1) _ pg )) )
Combining with (W2) at iteration 7, we have

M) = M) 4 (MS(T-i-l) _ MS(T)>

1 a1 . .
> (200 + o)SNRE - o7+ (20 + ) SNRZ (o7 = pl7)

12 12
1 -
= Enwk@pe +py)SNR}, - P,

(W3): We fix arbitrary 4, j € [nyi] with i # j. Without loss of generality, we assume that pz(-T) > pST)
From (4) and (C4), we have
2
(r41) _ (r41) _ (1) _ (7) n ( (D g2 _ e 2) > "N _3Upd S _ Hwk
Pi pg Pi pj + Nwk 9i Héln g] ||£J|| = Nwk 2 - 4 .

Thus, we want to show that pETH) — pgTH) < ek

If pET) — p;-T) < % from triangular inequality, (4), and (C4), we have

2
(t+1) (r+1) _ (7) (1) n () 2 (1) 2 Rwk n 3de Rwk
AT AT =7 = o7 4 (07 6 - 7 el < TR e < T

Otherwise, we have
Yi fwk (w(T)7Xz') — Yjfwk (w(T)vXj>
= <w(7),yi (vfl) + ng) + Ei)> - <w(7),yj ('u](-l) + v](_z) + Ej)>

D r ) &, & €5, &
> (pg ) _ pg- )) - 3M25j) + Z yiyi'l)l(-/ )|<712>| _ Z yjyj'p§/)‘<37j2>|
i’ Elnwi] \ {4} 1€l 37 €nwi]\ {5} 1€l

r) () . () 1(&i, &) ) 1(&5,&57)]
2 (A7) )= X e - X A
i’ €[] \ {3} v '€l \ {4} 7'
> % — 3 3nuk(2pe + po)SNRZ - dlog T* — 2 - 4log T* - B
Rwk
>k S0
=76 ~ 0
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where the first inequality follows from (11), and the fourth inequality follows from (3) and Condi-
tion 3.2. Then, we have

g7 &> _ 1 exp (yifu (0, X)) &)

GNP T e (v fr (00, X)) i)
exp {yjfwk (w(T)v XJ) = Yifwi (w(T),Xz):| <1 + BWk)

Nwk

IN

ﬂwk

< _Dwk
<oxp |- Sy
<1

Therefore, we have

(t+1) (r+1) _ (T) (‘F) n () 2 "’) (r) o K
L A7+ (07 el 07 7)< o7 - o7 < T
(W4): For any 4, j € [nwx], we have
Yi fwk (w(TH),Xi) — Yj fwk ('w(TH),Xj)
_ <w(7+1)7yi (,Ul(l) +o® +£i)> _< (1) ( O (2) +£j)>
(pET“) p(-””) +3M{THY
r+1) (&ir §ir (r+1) (&5, €
+ Y yigply O &8 > vy (40 &)
¥ €lnmd\{i} [ Ve 32
T T T T 51;51 T 5‘,5‘/
< (pg )l +1))+3M;§j+1)+ > prn &gl | T p§/+1>|< : 472>|
i€\ {1} leoll® e 1€

< % +3- 3nwk(2pe + po)SNRZ - 4log T* + 2 4log T* - B

L

)

where the first inequality follows from (11), the third inequality follows from (W1) and (W2) at
iteration 7 + 1, which we have shown earlier, and the last inequality is due to (3) and Condition 3.2.

(W5): Let us fix arbitrary i,j € [nyx| and assume y; fii (w(TH),XZ-) >y fuwk (w(7+1)7Xj),
without loss of generality. Then, we have

L9 exp (g (Y, X))

T gt T exp (yj fuk (wTHD, X))
exp [yifwk (w(TH),Xz‘) — Yj fwk (w(TH)anﬂ

<1+2 [yifwk (w(TH),Xi) — Yj [k (’w(TH)an)}
<1+ Kwk,

IN

N

where we use the inequality e* < 1 + 2z for any z € (0, 1), which is applicable due to (W4) at
iteration 7 + 1. In addition, we have

g1t exp (yifun (w0, X))
Lz = 1)
g 1+ exp (yi fur (WD), X))

exp [yjfwk (w(””, Xj) — Ui fak (w“*l),Xiﬂ

>14 [yjfwk (w(T+1)7Xj) — Yi fwk (w(T-H)in)}

Z 1 — Rwk,

v

V
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where we use the inequality e* > 1 + z for any z € R.
(W6): We fix arbitrary s € {£1} and ¢ € [nyx]. We have

N§T+1) - Ng(‘r)

Sl DI AP DR D DI LD DR G I &

WK ]ES,(,lg) j68(2) ]ES&L 365(722,5
<L K\s”i +[82]) (1w = (|8 ] + [SE]) (@ = )| o7l
< [ (2 2 ) (1) =2 (2 22 50} (1= )] 6l

_(m) { 2pn + po

Rwk + 4’7wk> ||V||2

n2pn + pu)g” v
- 2
_ (2pn + po) ||V |2 ( (r+1) _pm)
2|1& 1 ' '

where the inequalities follow from (W5) at iteration 7, (3), and (4) , respectively. Hence, we obtain

N <y 4 (2P +I|)|b)7|7|f;vk||’/|2 (p(TH) _ p(f))
s - 2|& ' '

< N 4 (2py + pp)niSNR - ( P+ _ pET))
< (2pn + o)1 SNR2 - o) 4 (2pn + py) i SNR? - ( (r+1) _ @)
= (2pn + pb)nwikSNR2Z - p (TH)

where the second and last inequalities follow from (5) and (W6) at iteration 7, respectively. Similarly,
we have

NS(T"Fl) _ NS(T)

vl DN D N D DR D DI N 1k

Nwk
jesth jes? jest), jes)
> [ ) 0 52 52 ) 0
nwk S S
>n [2 (% + % —|—’ywk) (1—Kwk) —2 (ph %vk) (14 Kwk } z(T)HV”2
) { 2pn + Po
= —7]91( ) ( ) * Rwk + 4’7wk) HI/||2
02pu + pw)gl” vl
- 2
~ (2pn + po)nwlv] (p(7+1> _ p(r))
2||&:12 '

where the inequalities follow from (W5) at iteration 7, (5), and (3), respectively. Hence, we obtain

T T (2ph +pb)nwk”V T74+1 T
N+ > N & <pz+) (_))

2/1&12
> N — (2pn + po)nwSNRE, - ( () p@)

~(2pn + pb) 1wk SNRZ - ot — (2py + pp) i SNRZ - (PETH) PET))
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—(2pn + Po)nwikSNRZ - pi 7Y,
where the second and last inequalities follow from (4) and (W6) at iteration 7, respectively.

Therefore, the conclusions hold at any iteration ¢ € [0, T*]. O

B.2 Convergence of Training Loss
In this subsection, we prove that the training loss converges below ¢ within O (n e nwd o, ).
All the arguments in this subsection are under Condition 3.2 and the event F.
Let us define .
W= 2log(4/2) Y wiki &7,
1€ [nw]
which plays a crucial role in proving convergence.
Lemma B.2. Under Condition 3.2 and the event Ey, we have the following:
1
o |lw| < 310g(4/5)n;kd_%0p_1.
* Yi (Ve fur (W, X;) ,w) > log(4/e) for any t € [T, T*].

w Lk (w(t)) H2 < 20’12)d - Lk (w(t))for any t € [0,T*].

Proof of Lemma B.2. The first statement follows from
2

l@)* = (2log(d/e)* | D wikill&l ™

ie[nwk]

—alog?@/e) | 3 Jel e Y gyl

1€ [Nwk] 1,5 € [Nkl ||£l|| ||£J H
i#]

< 4log*(4/e) Z &N~ + Z %

i€ [Nnwk] 1,5 € [nwk] ||£Z|| ||£JH
i£j

2 Bur 2
< 4loc?(4 —— 2 Pwk o 2
< 4log=(4/¢) (nk Jgd+an -~ Jgd)
2nwk(1+ﬁwk)

2
O'pd

= 4log?(4/e)
< 9log*(4/ 5) d
where the second inequality follows from (4) and the last inequality follows from (3).

Next, let us prove the second statement. For any ¢ € [0, 7], we have

i (Ve fur (0, X))

:y< Wt o® g 200g(4/e) D ysE; ||€j|_2>

J€Mwk]
= 2log(4/¢) Z Yiy; £1a€j>
JEMwk] ||€j||
> 2log(4/e) = Y 210g(4/c) K€ &)
jemwr]\{i} 1€l
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> 2(1 — Bwi) log(4/¢)
> log(4/e)

where the second inequality follows from (4) and the last inequality follows from (3).

Let us prove the last statement. For any ¢ € [0, 7], we have

2
2 1
vaka (w(t))H =|— Z gEt)yi (vfl)—k'vf?)-i-&i)
Nwk .
ze[nwk]
- 2
1
SRl U
Nwk .
L 1€ nwk]
- 2
1 () 2
< | — )
= Z 9; 20,d
ie[nwk]
<202 |—— 3 O
- P Nwk ¢
16[nwk]
<9024 |1 > Uitk (w, X))
g iJw ) 4Xq
— YiJwk (W
1€ [Nywk]

= 202d - Ly (w(t)) :
where the first inequality follows from the triangle inequality, the second follows from (4) and the

2
bound ||p||?, [[v||* < %d implied by Condition 3.2, the third follows from %k Zie[nwk] ggt) <1,
and the last follows from —¢'(z) < £(z) for all z € R.

Lemma B.3. Under Condition 3.1 and the event Eyy, for any iteration T € [0, T*], we have
IBS l@l” |, €
“N" L ( (t)) S b I
T ; (W) =T TS

Proof of Lemma B.3. For any ¢ € [0,T*], we have

2 2
R I

o o = ot — 0~ 7L ()
= 20(Vhui (0) 0 )~ [T () [

= 3l (o (0, 20) ) =i (0 0)) = [ () [

ie[nwk]

> nﬁk Z gi(t) (10g(4/6) — Yi fwk (w(t),XiD - 712 HVka (w(t)) H2
WE i€ nwi]
2 25 [ (w0) ) =] s ()

e
-yt (w) -

where the first inequality follows from Lemma B.2, the second follows from the convexity of ¢ and
the bound ¢(log(4/¢)) > €/4, and the last follows from Lemma B.2 and (C4).

By applying a telescoping sum and using the fact that w(®) = 0, we obtain the desired conclusion. []
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Using lemmas above, we can prove that the training loss converges to below . By applying

Lemma B.3 with iteration .T = [18n e~ log(4/e)nwid 1o, %] = (5(n_1e_1nwkd_1ap_2) and
using Lemma B.2, we obtain

1y, () < I & S0/ loy?
T= ) T 2 nT

€<
= €.
9 =

Therefore, there exists Ty € [0, 7] such that Ly (wT+¥)) < ¢. In addition, for any w;, w € RY,
we have

|V Lk (w1) — vawk('w2)”

= nik Z [yi(gl(yifwk(wlaxi)) — U (yi faxc (w2, X;)) (vfl) +o? Jr&)}
w 1€ [Nwk]

< nik Z [V/(yifwk(wlez‘)) _gl(yifwk(’w%Xi))‘ : val) +v§2) +&; }
w 1€ [Nwk]
20,d2

S \ggik Z ’(fWk(wh Xl) - fwk(w27 Xz))|

ie[nwk]

“Jlwy — we|

1
< @ Z va +v(2) +&

QTLWk

1€ [Nwi
S Ugdel — w2||,
where the first and third inequalities follow from the Cauchy-Schwarz inequality, the second and last

2
inequalities follow from (4) and the bound ||p||?, [|v||* < %d implied by Condition 3.2, and for the
second inequality, we also use the fact that 0 < ¢/ < i.

Since Ly (w) is agd—smooth and the learning rate satisfies (10), we can apply the descent lemma
(Lemma 3.4 in Bubeck (2015)). This proves the first part of our conclusion.

O

B.3 Test Error

In this subsection, we prove the second part of our conclusion. All the arguments in this subsection
are under Condition 3.2 and the event F.

Define vV, v, and £ as the signal vectors and the noise vector in the test data (X, y), respectively.

For any iteration ¢ € [Ty, T*] and for the case given (X,y) € S. U S, we can express the test
accuracy as

P [yfwk (w(t)7X) < 0‘ (X,y) € S.U sb}

= P[(y09.€) < — (o) = (0@ )| (X.3) € 5,08,

<P _<yw“),£> < —Mét)]

2
I M(t)
=P _Y

z < 9 ] s
where z ~ N (0, o2 || Tsw® HZ) , and the inequality follows from (11). By Hoeffding’s inequality,
we have

2
(25)
Pyfuc (w®,X) <0|(X,9) €S US| Sexp | -ty
303 M|
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Let us characterize Hst(t) H2 We have

s

I

2

e &l
i€[nwk]
¢ t t ‘<£17£>|
<X ) 2y A e
€[Nk i€[nwi] j€nwi\{i} ¢ J

®

) + (0 w2
SQZ<(t))+Z Z() ()ngd

7o i i€ k] €[] Thwk
(o)

4
S g >
pzn]

2
4 12 2
S —oglwk 2 (A4§“)
oad Nwk(2pe + pp) - SNR),

2
5760pd i (M;”)Q,
nwk(2pe + pb)? || 1|

where the first and second inequality follows from AM-GM inequality and (4), the third inequality
follows from (3), and the last inequality follows from (W2). Hence, we have

P {yfwk (w(t),X) < 0‘ (X,y) ESeUSb] < exp (—

nwk<2pe + pb)2 HIJ’||4
460807%d '
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C Proof of Theorem 3.4

It suffices to prove the following restatement of Theorem 3.4.

Theorem C.1 (Weak-to-Strong Training, Data-Scarce Regime). Let W *) be the iterates of weak-
fo-strong training, with the weak model fyx(w*, ) satisfying the conclusion of Theorem 3.3. For
any € > 0and § € (0,1) satisfying Condition 3.2, with probability at least 1 — 0, there exists
Twos = O(n_la_lmnstd_la;Q) such that for any t € [Tyas, T*] the following statements hold:

1. The training loss converges below ¢: Ly (W(t)) < e.

2. Let (X,y) ~ D be an unseen test example, independent of the training set {(X;, Ui) by

* (Benign Overfitting) When ngp? ||v|* /(opd) > Cs, we have

Nt (2pe + pb)2||ull4>

P{yfst (W(t)’X) <0’(X,y)ESeUSb} < exp (— Caotd
P

and

nstp%IIV“)

P [yfst (W“%X) <0 ‘ (X,y) € Sh} < exp (— Caold
P

* (Harmful Overfitting) When nsp? ||1/H4 /(aéd) < Cy,
P |:yfst (W(”,X) < 0} > 0.12py,.

Here, Cy, Cs,Cy > 0 are constants.

For the proof, we first introduce properties preserved during training (Appendix C.1), then prove
the convergence of the training loss (Appendix C.2), and finally establish a bound on the test error
(Appendix C.3).

C.1 Preserved Properties during Training

In this subsection, we present several properties that remain preserved throughout training.

Egt}‘ S Qs + ﬁst,
0< ﬁgtz) < 4logT*, and —asy — 5Pst log T* < ng < 0foranys € {£1},r € [m], and i € [ng).
Then, for any i € [ng] it holds that '

P (W, %) <52, o ((wff, &) -7 <

Proof of Lemma C.2. For any i € [ng], we have

Lemma C.2. Suppose for some iteration t € [0,T*], it satisfies ‘Mgtl’ ,

*16'

7y7

7 (o 817)) o (000 87)) 4o (0,06

™)+ [ 27 {086

Py (W), X:)

3=
M

ﬂ
o
2

IA
3=
(]

re[m]
1 <o> (1) 0 z0) O
< b5 [ ) )] 2 5+ ()]
re[m]
< (o + 260+ 3 |(w, &)

TE [m]
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where the last two inequalities follow from the given bounds on ’ M gtl

: ‘ N®

—S,T

and (7). In addition,
for any r € [m], we have

(€)= (0 6 e 3 e
j€[nse]\ {7} J
¢ éiaé‘
> (w8 o= R
T jemal\i} 1€
Z _2ast - gﬁst log T*,

where the last inequality follows from the given bound on p(r 27 Pri ), (7), and (8). Similarly, for any

r € [m], we have

0 £\ _ 0 o (&)
< *y““&> < —9i T’€’>+p + [%{i}pth IE; |12

© ; W | 1€, &)l
= <wf.v;i,r75i> RS ‘Pf@i,m 6z
Jela\i} j

S Qist, + 4Bst IOg T*v

where the last inequality follows from the given bound on @(fg, p(t),, (7), and (8). Hence, we have

F_g, (W£t£i7 X ) < Gy + 285t + 9Ps¢ log T™ < Bt

16
where the last inequality follows from (6).
Next, we prove the second part. For any i € [ng] and r € [m], we have
(w2 €)) -]~ I (w40, )) o ()
_(t
7‘< y7r7£l>_pr1
Q 0 [168)]
- < T’€l>+ Z 9ism,J HEHQ
j€ns]\{i} !
S Qst, + 4ﬂst IOg T
Rst
— 16 b
where the third inequality follows from the given bound on ﬁﬁ? , Bitz)" (7), and (8). O

Lemma C.3. Under Condition 3.2 and the event Eg, we have the following for any iteration
te[0,T%:

(S1) —agy — 58 logT* < Bitz- <0and0 < ﬁ£2 < 4logT* for any i € [ng] and v € [m].

(S2) Ift > 1, then for any s € {ﬁ:l} we have M) > M~ forallr € [m), N > NV for

allr € A, and N( ) for all v € B,. In addition, M(t) ﬂgt)r < agt + Bst for all
r € [m].
(S3) Forany s € {£1} and i € [ng], we have
nuSNR?, ) t) >

,SNR; N
S LS <o Y
st em) reA, refm]
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n,SNR2 _(®) 2 —(t)
e ;} ) < — ng:N » < 6An, SNRZ ;}p”.

(54)

gifSt (W(t)’ Xl) - % re[m] ng %for anyi € [nst]'

(S5) & ‘Zre[m] ﬁitf = 2 relm ﬁi? < Kt forany i, j € [ns).

(t)

(S6) :(t) < Mg foranyi,j € [ngl.

(S7) For any i € [ng| and r € [m], < ét),,€z> >0 lf<w$)r,£~l> > 0. Furthermore, for any
i € [ngt] and r € X, ﬁ&) = MaX,¢[m] pfjl

(S8) Let x4 be the unique solution of

d
o explar + i /16) = SUPZ o expli /1)
It holds that for any i € [ng),
1 50
< =
TS D P
re[m]

Proof of Lemma C.3. 1t is trivial for the case t = 0. Assume the conclusions hold at iteration t < 7
and we will prove for the case t = 7 + 1.

(S1): We fix arbitrary i € [ng] and r € [m].

Let us prove the first statement. If BYZ_) > —ast — 485t log T, then we have

(T+1) — (1) =082 . 3noyd x
Bri = Bri - 791 Hﬁz” 2 — Qg — 4ﬁst lOgT e Z —Qgt — 5ﬂst lOgT )
’ ’ mngt mngt

where the first inequality follows from (8) and the second inequality follows from (10). Otherwise,
we have

_ (7—) (m) <éiaéj>
< g, T,£z> = < — 4 Ta£z> +P + Z P_jiri ||£H2
jG[’ﬂst}\{i} J
|(€.&)|
S Qg + (_ast - 4Bst IOgT*) + Z ’p(—Tg;i,r,j ~72
jelnal\{i} &1
Bu

Tist

< 4B log T + ng, - 4logT™ -
=0.

It implies BSH) = Bﬁ? > —ay; — 5Bs log T* and we have desired conclusion.
Next, we prove the second statement. If ﬁf:i) < 3logT™*, then we have

377012,d
2

mngt

—(7 —(7 77 ~(7 g *
2D <50 4 L GO IE 2 < 3log T + < dlogT
mnst

where the second inequality follows from (8) and the third inequality follows from (10). Otherwise,
there exists £ < 7 such that *gt) <3logT* < pit:r ) . Then, we have

—(7+1 i 1 | 1 -
A =+ (P =)+ Y (Y - a)
t=t+1
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. 1l
<3logT™ + —— gV ||&]|? + ” I” Zgi)
mn Tst

t= t+1
log T 3noid < 1
<3logT™* + o8 + i P P
2 anst t=i+1 1 + exp (FQ7 (Wy{),X'L) - F_QZ (W£:31,X1>)

T, Bmopd I ® ® ¥

= ilogT + 2mngg Z exp( v (W X) e (W_y ’ ))
=i+1

7 . 3noid < ) < Kst

< §1ogT + S Z;rlexp (—Fy7 (Wyz 7Xi> + T6) ,

where the second inequality follows from (10) and (8) and the last inequality follows from Lemma C.2.
Foranyt=t+1,---,7and 1’ € X}, by applying (S7) with iteration ¢, we have
0 £ t) @ <£u éy)
< Wy, T”£1> < Wy, ?”/’€Z> it Z Pyir.j ||£H2
J€[nss]\ {2} 7
> pg — Qs — 4ﬂst IOgT

> 3logT" — gy — 48t log T™.

Therefore, we have

> e (5 (W0 %)) < 3 o (- 3 (i)

t=t4+1 t=t+1 T EX;
(Blog T* — gy — 485 log T*) | X5
<
> e (- .
t=i+1
< T exp (_ (3log T* — agy — 4Pt log T™) |Xz|)
m

< T*exp(—logT™) =1,

where the last inequality follows from (6) and (9). Finally, we conclude

Y < zlog T + 74 exp(kst/16) < 4log T*
T2 2mngt s - ’

where the last inequality follows from (10).
(S2): We fix an arbitrary s € {£1} and i € [ng).

For any r € [m], we have

(7))
nlleell ’ '

=PI DI AED IR BN

i ey e
5 (] e 071 ()

le[2]
> 2( (1= C5Y) np/Ast — C;ln“Ast)gf) 1 [<w(7>,p,s> > 0}
27m)\gjﬂ~1{<w§2,us>>0} (12)
>0,
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where the first inequality follows from (S6) with iteration 7 and the third inequality follows from
large choice of Cg;.

For any r € Ag, from (S2) at iteration 0, . . ., 7, we have <w§Tr), I/S> > (0. Hence, we have

e R DA o

1€[2] CE/L;) je]:.(,?
>y (\CSB\ ot = |70 ) 307
le(2]

> 2( (1= C3Y) /A — O n,,/\gt) 5

S 5"

o )\st

>0,
where the first inequality follows from (S6) with iteration 7 and the third inequality follows from the
large choice of Cg;.

13)

Similarly, for any r € By, from (S2) with iteration O, ..., 7, we have <w§ r) , Vg> < 0. Hence, we
have

ol QREER S ED DI I DI RN i

€2 \ jec®), jer®
)~ 7)

S (AR
1€[2]
> 2( (1 - CS?I) N, /)‘S‘c - CszlnusAst)gz(T)
N, gz(T)
)\st

>0,
where the first inequality follows from (S6) with iteration 7 and the third inequality follows from
large choice of Cy; > 0.

>

Let us prove the last part. For any € [m], if M g? < —at, then we have <w§? , u,8> < 0. Hence,
‘Mgfrﬂ) = )Mff,} < gt + Bst by Lemma A.3. Otherwise, M(T) > —a implies

MMst ( MY M(T))
L1 o

= D R [< ST >>0}
le[2] jecgls jery),
M) 371 [(wl) ) > 0]

l l
=2 (le ] = |7,
l€[2]

< =2( (1= 03" mu/Aa = €3 A )31 [{wl7) o) > 0]
<0,

where the first inequality follows from (S6) with iteration 7 and the last inequality follows from the
large choice of Cg;. Thus, M (Jf D < M (T) < agt + Bst. In addition,

Mt T T
e (L - )
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Y DU Sl BN

lef2] \ jeel | jeFd .
> =3 (e | 2 = |7 20) 37 -1 [(w) mes) > 0]
1€[2]
272((170 Y e — Ot nu/)\st) 5" ]lK'w(r),u >>0}
> —2)\stn“
> —2Ast st

where the first inequality follows from (S6) with iteration 7. Therefore, we have

2)s 2 2As 2
Mg‘fjl) Z Mg? - M 2 —OQgt — M Z —Ogt — Bsta

m m

where the last inequality follows from (10).

From Lemma A.3, for any r € [m],

v g < 20
=—=s,r 1’ — m — S
Therefore, it suffices to show that N (TH) < N when N gTr) > o, and N (fj V>N (QTQ when

)

N <« —ayg. IfN( ) > (g, then Wehave

—S,T
<ngT),V_S> = <w£?r,u S> +ﬁ§2 > 0.

Hence, we have

ts,r “Ls,r

st ( NEHD N(r))

5= 2 5

12 \ jee® jeF®
) ™)

]
§—2<(1 Cy )n,,/)\st s )gi(T)
<0,

|
(]
M

s

/\
”ZM
~

where the first inequality follows from (S6) with iteration 7 and the last inequality follows from
the large choice of Cy;. Using the similar argument, we can also show that N’ ng D >N g? when

N < —a,t and we have desired conclusion.

—ST

(S3): We fix arbitrary s € {+1} and i € [ng].

From (12) and (S2) at iteration 0, . .., 7, we have
(r+1) ol nug”
ZMST ZMS’I"> b |MS‘
MNst )\at
re[m] re[m]
WAL
= 12Xt
n,SNR;, ST
> - =
12X ; Z p ’
re[m] r€[m)]
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where the second inequality follows from (8) and (9). Combining with (S3) at iteration 7, we have
n,SNR?

'r+1) (T+1
712/\51;”. Z < Z M, .

re[m]
For any r € [m], we have
MNst (M(TJrl) M(T))

S

P DD I RV E
tel \jeci i€

< 3 (Je =[] )1 (i) >
le[2]

< 2 Je@| a7 [(w) ) > 0]
le[2]

< 22 (14 65" mug” - 1 [ (w7, g) > 0]

< 3)\stnu§§‘r) -1 [< gTr)7l'Ls> > 0}

where the first inequality follows from (S6) with iteration 7. Hence, we have

(r+1) stT [|H (T

ZM ZM t|| || g§)|Ms|
Mngt

re[m] re[m]

6 .
< 22t SNR2 7|1

<6AanuSNRZ | S0 AT - N

re[m] re[m]

where the second and third inequalities follow from (8) and (9), and (S7) with iteration 7. Combining
with (S3) at iteration 7, we have

S WY <onmSNRZ - 3 50,

re[m] r€[m]
From (13) and (S2) at iteration O, . .., 7, we have
~(7)
DRI DR S RPN
red, rEAs st st
> mSNRy o1, 2
o 12)\st Tist
n,,SNRV (7—+1
> T Tay )
= 12 Tez[;@] Z Pri

where the second inequality follows from (8) and (9). Combining with (S3) at iteration 7, we have

’ILVSNR2 +1) T+1)
- v. (r+1) < N, .
o 2 P >
re[m] reA;
For any r € A, we have

TGRS ORD I YLD W

lef2 jEc.(/lS) JEFL(,Q

40



(1)

<l>‘ !

<

le[2]
<2 (1+C5 ) ngl”
< 3/\stnu§§7—)a

where the first inequality follows from (S6) and the third inequality follows from the large choice of
Csi. Hence, we have

2
P NARIN b i B | L PN IR

mng
rEA, red, st

6)st72,,SNR2
n,

st

< 6Aun,SNR2 Z DR DY S

re[m] re[m]

3" 1€l

where the second and third inequalities follow from (8) and (9). Combining with (S3) at iteration 7,

we have
SN <A SNRZ - Y U,
reAs re[m]

Using a similar argument, we can also show that

LSNR? - —(r .
B2 e ST a0 < oSN <6an SNRS - Y AT

12 re[m] B reB; re[m]
(S4): We fix arbitrary ¢ € [nst]. From (S3) at iteration 7 + 1 which we have already shown, we have
1 —(741) 1 —(741)
S MLy M
m reMs m re[m]

- 6)stnuSNR?

DN

re[m]
< 24\n,SNR?, log T*
Kst
~ 64’
where the first equality follows from (S2) at iteration 0, . . . , 7, the second inequality follows from

(S1) and the last inequality follows from Condition 3.2. Similarly, we have

2
LS N < PSRy S S0 < a4, SNR log T < 1
m m s T 64

and

1 Z N GASmVSNRi

m
TEB re[m]

3 AT < 240, SNR2 log T* < %.

Therefore, for any s € {41}, due to (6) and the above three inequalities, we have

3 () o o (o) o (w0 ) <

re m] re[m, re[m)]
(14)

Together with applying Lemma C.2 and , we have

~ 1
Ai 3 ‘17(7—9—1) Xz) - 2 : 7(T'+1)
Y f t ( ) m pr,z

re[m]
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T % 1 —(7 T <
= | (W0 %) - S0 A0+ E (W), X))

re[m]
1 (T+1) _(r+1) O\ _(r+1) Kst
<o 2 Jr (ol &) =25+ 2 3 o ((wan8”) - 7E0) + 5
re[m] le[2] re[m]
<
- 4

(S5): We fix i, j € [ng] and we assume - > reim] [pfft) - ﬁfﬂ J)] > 0, without loss of generality.

From the triangular inequality, (8), and (10), we have

o - - Y P -]

re(m) re[m]
1 741 (7 1 T4+1 —(7
< E Z |:p£‘z+ ) _pa(" z)] + E Z |:p’$’,j+ ) _Pg,g)}
re[m) re[m]
n ~(7 ng n ~(T
< GO + g7 )
MNt mn
2
< 3no,d
Mmnst
Kst
— 2 .

Hence, we have L ZTE ] [p577+1) ﬁ57]+1)} > s,

Also, if - 3% i {pg‘? piﬂ < %t then we have
(r+1) f(r+1) 1 () —(r) Kt
*Z[ [ <o 2 [P0 -20] 5 <
re[m]

Otherwise, we have %5t < .37 [ﬁffi) — ﬁf,ﬂ < Kgt. Together with applying Lemma C.2 and
(14), we have

Gif (W, X0) = g f (W), X;)

:Fy< y( X)) - Foy (W X0) = By, (Wi, X5) + Py, (W) X5)
r (Wil &) -1, (W) %) = 55

>0 8 [ (i) o (o)) - 2 3 o ((wile”) - 55
™ reim) i€f2] refm)

2— > [ el -
re [m]

Kst
=5

Therefore, we have

i L+ew (yjfst (W“),Xj))
57 e (jufa (WO, X))
exp (~gifu (W, X)) +1

exp (<gifu (WO, X)) +exp (5ifua (WO, X)) = 3 fu (W, X))
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exp (—g}jfst (W(T),Xj)) +1

exp (=g fr (W, X; ) ) +exp (e /4)
exp(kst/16) + 1

~ exp(kst/16) + exp(kst/4))

< exp (—kst/8),

where the second inequality follows from

IN

—0j fst (W( ™) X) <F, (W(Ty) ,Xj) < %

and the last inequality follows from applying Z(;ng) =2(2% — 2+ 1) > 22 with 2 = exp(ks;/16).

Therefore, we have

> [pffl) pﬁ“)} > [pi? piﬂ

re(m) re[m]

n ~(T) s (12 ~(7) z 2
< e (gl ml|&||* — g \XJ|||§jH)
~ (1) s 112
T 3 g;'mll&ll
= Wg; M1 11112 (M 1
* a7 121 1€51
N (r -
< g7 12| €511 (exp(—hst /8) 4+ (1 + Bur/n) — 1)
n

< o =07 | 14 (12 exp(—r/8) = 1)
= ()7
where the third inequality is due to (6) and 1 + z < e” for any z € R. Hence, we have

T —(7 1 S\T
1 Z [ (1) _ +1)] < 3 {pi} pgﬂ?] < k.

re[m rem]

(S6): We fix arbitrary i,j € [ng] and we assume g; f5 (W(T“), X'Z) > 9ifst (W(T“), X]),

without loss of generality. By combining (S4) and (S5) at iteration 7 + 1 which we already have
shown, we have

Ui fst (W(T+1)7Xi) - gjfst (W(T—H),Xj)

L (1) _ (r+1)
<= Z [Pm‘ —Prj }

re[m]

~ T v 1 —(7 ~ T % 1 (7
+ |9 fst (W( H),Xi) - Z pg’fl) + 195 fst (W( +1)7Xj) - Z pf,,fl)
re[m] r€[m]
S 2I€St.
Then, we have

§§T+1) B 1+exp (gifst (W(H—l)a XZ))

i e (5 fa (WO, X))
< oxp [ gifu (WO, X)) = gy o (WO, X5 )|
< exp(2kst)
= Ast-
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(S7): We fix arbitrary ¢ € [ng]. From (S7) at iteration 7, we have < () ¢ > > 0 for any r € &j.

G, St
Therefore, we have

T éE”II&HQ

(w79, (wi )

_ (=) (1) ) (o (&€
= (Pm _p11) + Z (Py*hm‘ _pﬂiﬂﬁj> |\£~||2
jelna\{i} j
N (& n ~(T
> Wgz( 1€ 12 - P > g (&fﬂ’
st S jemal\{i}
() ’ g
_ n g(T)HéZHQ 1_ Z 9; . <€z~7 £J>
Mt j€lnee]\{i} gZ(T) l1€:|2
n . (r -
> g€ (1= M)
st

>0,

and

where we use (S6) at iteration 7, (8) for the second inequality, and (6) for the last inequality. Hence,

we have <wgt1)7 £~Z> > 0. Now we prove the second part. For any r € X; and 7/ € [m], we have

—(t+1 —(7 N (r (1 7] T+1
i <pot ——aUNEl” < a7 + gVl =2l
mn, m
where the second inequality is due to (S7) with iteration 7.
(S8): From (S7) at iteration 7, we have
-+ ‘r+1) > = ( . |X’| RIrAk
z LSl SN
TG [m]
_ 1 Xl g2
= A A .
et st 1t exp (§ifu (W, X))
From (S4) at iteration 7, (8), and (9), we have
1 (1) 1 _(ry , noyd 1
% Zprz >m Zprz—’_gmz ' 1 —(M\
re[m] re[m)] st 14 eXP(HSt/4) exp (E ZrE[m] Pr.i )
By applying Lemma A.5, the fact that z + 5 +bez is an increasing function for any ¢ € [0, 1],b > 0,
and the comparison theorem, we have our conclusion. O
C.2 Convergence of Training Loss
In this subsection, we prove that the training loss converges below & within O(n~'e ™ 'ngmd~'o,?).

All the arguments in this subsection are under Condition 3.1 and the event F;.

For any t € [0, 7], from the definition of x;, we have

2
z; < log n7yd t+1].
- 8mmns; exp(ksy/4)

Combining the inequality above with the definition of x;, we have

nagd

(2) > noﬁd t+1
exp(zy 8mng, exp(kist/4)

~ 8mng; exp(kst/4)

t+ 1 — exp(—kgt/4) log (
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2 2
no,d no,d
> t+1—1lo t+1
8mmngy exp(kst/4) & <8mnst exp(kst/4)
nagd 1

t —
~ 16mng; exp(kst/4) + 2

2
d
% t, (15)

~ 16mng exp(kst/4)
where we use the inequality log z < 5 for any z > 1.
For any ¢ € [0, 7*] and i € [n], by applying (S4) and (S8), we have
- 1
o f (Ww® X,) > _hst L —()
yzf( y g | Z 4 +m ez[:]pnz

Rst
> ——+z
=7 t

2
Kt napd
——=+1
4 +log (16mn§E exp(kst/4) t)
o2d
= log Pr ¢
16mngy exp(kst/2)

o2d
> log nipt )
16\ mngt
where the third inequality follows from (15) and the fourth inequality follows from (6). Therefore,
we have

v

9

Lst (W(t)) < log (1 + 16)\Stmnst . t1> < 16/\stmnst ) t71

nozd
where the inequality follows from log(1 4 z) < z for z > 0. If £ > 16~ "¢ 'mngd~'o, 2, then

we have Ly (W (")) < e. Hence, by defining Ty := [16An~ e~ 'mngd =0, %], we have the first
conclusion.

nozd

C.3 Test Error

In this subsection, we prove the second part of our conclusion. All the arguments in this subsection
are under Condition 3.1 and the event E;.

Define vV, v, and £ as the signal vectors and the noise vector in the test data (X, y), respectively.
We fix an arbitrary iteration ¢ € [Ty, T*]. From the choice of iteration ¢ and (15), for any i € [n],
we have

2 2
1 <1 — P __¢] <1 P t| <z <= ). (16
8 (6 ) = 108 (16)\Stmnst ) = 108 <16mnst exp(Kst/2) ) =T m lg]pm (16)

C.3.1 Test Error Upper Bound

We define a function & : S — Ras h(z) := + Yorem] O (<w(t) z>> forany z € S. It plays a

—y,r
crucial role when we prove the upper bounds on test error. We have

1 1 o
Elh :*Ez z 0\Zy :7Ez z Zy = i HH wg)r )
()] = By, g{;ﬂ} (2)| = 5, Er. oo Te%' | mmg[;n] swy,

(®)

—Yy,r

)< 5 o ((0hm) o ()

2
where z, ~ N (0, 012, Isw ) for each r € [m]. Also, for any z1, zo € S, we have
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1
g — Z <w(_t?)jrazl> < (_tz,raz2>‘
m )
re[m]
1
= Z <H 'w(fz,r, > <H w@”,z2>‘
re[m]
1
< — Z ‘st(j) — 2.
re[m]
Hence, his L > orelml HHS"”(—t'L,r -Lipschitz.

The following lemma characterizes Zre[m] HHSw(_t?)”

Lemma C4. Forany s € {£1}, it holds that

’s which is related to key properties of h.

(t)

s,

>

1€ [ngt]

S

re[m]

Proof of Lemma C.4. From triangular inequality and the event Fy;, for each r € [m], we have

[ msw| < [ msw®| + | 32 ol &6l %) < V2oudt + || 3 o) &llEI
1€ [Nt 1€ [nt]
In addition, we have
2
t
S o Elg]
1€ [ngt]
+ ~ t t < E—21¢é ||—
= 3 () NG YD e £ G
1€ [ngy] 1, € [nst]
i#]
<2020t 30 () 2mentetat 3 [ [,
i€ [ngst] i,jE[nst]
i#j
® \? ® \?
2 P + \Ps,rj
—2 51 (t) -1 _—2 ;-1 ( g”) ( S’m)
<20,%d Z (ps”) + Bstng, 0, °d Z > ,
1€ [ngy) 1,5 €[nse]
i#j
2
<4027 Y (o))
ie[nst]

where the first inequality follows from (8) and the second inequality follows from AM-GM inequality,
and the last inequality follows from (6). From the Cauchy-Schwarz inequality, we have

3 ol Y3 ()

re[m] [|1€[ngt) re[m] \i€[ns]
<l (35 (60

€[m] i€[nst]

2

O ENEN 2| < 20,0 o

8,7,

[N

In addition, from (S1) with iteration ¢, we have

Z Z((t)

Psri
i€[net] TE[M i€

9

J-X 2

(t)
Pr.i

)+ XX (o)

i1€[ngy] TE€[M]
Ji=—s

[nse] T€[m]
i=s
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Z Z (pr 2) (st + 5Bt log T)2mimsy,.

'Lg[nbt] re[m]
Yi=s

For any i € [ng] such that §; = s, we have

2
3 (7)< m (pyatt) <1om™! | 2902
rem

re[m] ré(m]

where the last inequality follows from (S7) and (9). Therefore, we have

2

Z Z (pitll) <16m~! Z Z ﬁg + (aust + 5Bt log T*)*mngy

i1€[ngt] T€[M] i€[ng] \r€[m]
2
<osm™ Y | YA

i€[nse] \r€[m]

where the last inequality follows from (16) and (6). We conclude

5

re[m]
1
2 2
<V2mood® + 100t | N | Y B
i€[nsy] \r€[m]
2\ %
<200, 'd | 3| A |
i1€[ng] \r€(m]
where the second inequality follows from (16), (6), and (C3). O]

By Theorem 5.2.2 in Vershynin (2018), for any z > 0, it holds that

P[h(€) — E[h(€)] > 2] < exp ()

2
‘7127 Hh”Lip

where ¢ is a universal constant and ||-|;;, denotes the best Lipschitz constant. Combining with
Lemma C.4, we have

P[h(€) — E[h(€)] > 2] < exp | — em’d 2. (17)

10051 (Soeim 1#2)

Now, we characterize the test error. First, we consider the case (X, y) € Se U S},. We have

yhe (WO, X)
= F, (W0, x) - F, (WY X)

Yy

23 2 o (o)) + o Z ((wii-))

le[2] re[m] re[m]
AT R () -k 2 (6)
le[2] re[m] r€[m]
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L B ) ) (o
re(m] le[2] re[m]
. %z () 1 3
re(m] re(m]

Z M(t) 2ast + ﬁst)v

1€m]

where the second inequality follows from (7) and (S2). From (S3), (S8), and (16), we have

1 — 1
= 3" M) > —n,SNRZ o

YT T 12

re[m]
NR?, log (¢
> 12/\sthS R, log (¢7")
> 4(2C¥st + Bst)a
where the last inequality follows from (6). Therefore, we have
1 7
() _ il
yfe (WO, X) = =h(€) + 5 ;} M,

and thus

P {yfst (W(O,X) < OI(X,y) eSCqu} <P |h() > % Z Mff}r

re(m]
From Lemma C.4, we have
1 —(t)
% Z My,r - E[h(é)}
re[m]
1 —(t (t)
- II
5y 2o My = 2 3 |swl,
re[m] re(m]
2\ % 2\ 3

n,SNR? 3 20 _
>t Z ZPSB T ormd: Z Zpﬁtz

24>\stmn52t i€ns] \7r€[m] i€[nss] \r€[m]

n,SNR?

> B LSS Pl

48Asymng; i€[ns] \r€[m]

where the last inequality follows from the condition ngp? lv||* > C, opd and (C5).

From (17), we have

1 —(t) 1 (1)
B |h(€) > 5~ g{;ﬂ} Mg, | =P |h(&) ~E[h(E)] > 5 ZH M, — E[h(€)]
2
<P |n(e) ~ Eln(e)] > "B
48 gymng i€nst] \r€[m]

o e lal
- 400 - 48207 - ngiopd
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< _nst(2pe +Pb)2 HN||4
< exp Chold ,
p

with some constant C's > 0.

Using a similar argument, we can prove the upper bound on test error for the case (X,y) € S,. In
this case, we have

yfe (W0, X)
—F, (W, x) - P, (WY X)

Sy
2 3o (ko)) 5 3 o ((ui6))
w2 o ((uhe)) - ;Z ((w"8))
2] re[m relr
25 ()
+*Z > o ((wi20?) = 3 3 o (w0 0)
2] re[m] 16[2] re[m]
Z—nllrez[;n]a(< (_tz)”, >)—|—%min r;; Nyr,—rg Nyr 220 + Bst)
—h(€) —mln Z Nyﬂ, Z N 2(2crt + Bst)
reA, reB,

where the first inequality follows from (7) and (S2). From (S3), (S8), and (16), we have

L ~®» 1 ~® o 1 2
E Z Nyﬂ"’ _E Z Ny T = 12 nVSNRlI R
reAy reBy

> 1, SNR2 .1 nopd
= 12/\btn'j 8 16mngt exp(kst/4)

1 2 —1
> 12)\stnUSNR log (¢71)

> 4(204545 + ﬁst), (18)

where the last inequality follows from (6). Therefore, we have

o (W X) 2 =h(e) + min ¢ 35N - 3TN,

reA, reBy

and thus

Plyfa (WO, X) <0|(X,y) €8] <P |ne) > %min DA b A

reA, reBy
From Lemma C.4 and Condition 3.1, we have
1 .
— min > Nyr,— > N —E[h(¢)]
rEAy reBy
S S SR 9 /A
reA, rEBy
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1 _ _
> 12)\Stmnstn”SNR2 Z Z (t) Z Z pgtg

1€ [ngy] r€[m] \% 27Tm7’lbtd2 1€ [nge] TE[M]

1
>~ pn,SNR? 7
- 24)\512 mngt s Z Z pr &

1€ [ngt] r€[m]

where the last inequality follows from the condition given in the statement. From (17), we have

1 ) )
P |h(€) > — min > Nyw-> N,

reA, reBy
=P |h(€) - ER©)] > —ming 3 N~ SN b - Eln(e)
reEAy reB,

1 2 (1)
<P |h(8) ~E[(€)] > 55— —m.SNR, > > a

i€ [nst] r€[mM]

2 4
B
= 9-242)2 - ngold

oo (el
= oxp Csoid ’
p

with some constant C's > 0.

C.3.2 Test Error Lower Bound
We consider the case (X,y) € Sy. Define g : S — Ras g(z) = - dorem) @ <<w§t2,,z>) -
L > orelm] (<w(ti - >) for any z € S. Then, we have

yfst( )
() (4%)
LSS ofuien) s I (C)

le[2] re[m)] re[m]
Y o (w00 - S o ((w)6))
le[2] rem] re[m]
LR LA LR R )
retm] €[2) refm

IN

yg(€) + —max Z Nyr,— Z N + 205

reAy reBy

3 (t) (1)
Syg(ﬁ)-i-amax ZNy'm_ZNy,'r’

reA, reBy
3
< £+ — max 67, N

where the second inequality follows from (18). Therefore, we have

1 3
Plufe (W X) | (Xo0) € 8] = 5P [lg( )= ?%aﬁ}{;‘ N~ ZN@H

reB
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‘We define the set

=4z 3 max — *)
Q_{ ES <)>ms€{:|:1}{z EN ZN }}

reA reBs

We immediately obtain P [y fs (W(t), X) ‘ (X,y) € Su] > iP[¢ € Q] and thus we will character-

ize P[€ € Q]. Denote ¢ = Cesp,SNR2 - > é,», where Cg > 0 is some small constant. Then, we
.e st
1?31‘[21]

have

[N

I < ComSNRE [ ST &2+ > Y [

1€ [nst) 1€[nst] j€[nse]\ {2}
3(1 + Bst)nsto2d
ScﬁprNRlz,\/ ( Bs;) stVp
2C3nap? v
o2d
< 0.020,, (19)

where the first inequality follows from (8) and the last follows from the statement condition
nstP? lv||* < Cy0,d and the small choice of C. Also, for any r € [m], we have

7 ((wir g+ 6)) —o ((wih€)) 4o ((wils ¢+ €)) —o ((wil.~¢))
EK(:ULT;M} (it ¢+ 1 [(ot, =€) > o] {wit¢)

S| Y- T Y 88 5 (ue)

1€[nst] i€[nst] jE[nse]\ {1} 1€[ngt]
L 9i=1 gi=1 ;=1

> CopuSNRZ | 3 7 — 4B log T* — ngro

1€ [ngt]
L 9:=1

where the first inequality follows from the convexity of ReLU, and the second inequality follows
from (S1), (7), and (8). In addition, for any r € [m], we have

(w0 o (w0, )) = o (0%, €)= (w1, ))
<o[{ui.c)

681

(t) ’ P> § :

<2 § : + § : § : P-1,r; IE; |12 ‘< W1, ’>
i%[nﬁt] i%["st] JjE [nbt]\{l} Ze[nat
Ji=1 9;=1 gi=1

S 206prNR12/ (nst (ast + 5Bst ].Og T*) + 4Bst IOg T* + nstast>
= 206pL SNRp gt (200t + 9Bt log T),

where the first inequality holds since ReLU is 1-Lipschitz and the second inequality follows from
(S1), (7), and (8). Therefore, we have

g(&+¢) —g(&) +9(=§+¢) —g(=§)
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2
Z Cﬁpb SNRU

m Z ﬁgtz - nst(7ast + 12834 log T*)

i?[nst]
gi=1

2
> SO 5 )

2m _
1€[nst]
gi=1
(1) (1) (1)
N 2 Cm + Cl’l + ’C—lh 7 AT
> CopbSNR,, - - max Z Nfl,— Z Nitz»
2m 3AstnuSNRy, sei{x1} rcAs 7 reBs 7
> 12 e {Z N - sz(”}
m se{£1} e, ’ B, '

where the second inequality follows from (16) and (6), the third inequality follows from (S3) and the
last inequality follows from the choice of Cs > 0 and

1-C3h) (pe s s
+’C(,1,Zl‘ > (1—0;1) .n“+2(1_C;1)nV: ( st );P + pp)nst > %

1 1
e+t

By the pigeonhole principle, it implies that at least one of £, —&, & + ¢, —& + ¢ belongs to £2. Hence,
PEcQ+P[-£cQ+PE+CecQ+P-E+CcQ] > 1.

Also, from symmetry, we have P[§ € Q] =P[—£ € Q] and P[-£ + ¢ € Q] = P[§ — ¢ € ©2]. The
following lemma allows us to relate the probability P[€ € ] to the probabilities P[€ + ¢ € Q).

Lemma C.5 (Direct from Proposition 2.1 in Devroye et al. (2018)). For any v € S the total variation
distance TV (-, -) between N'(0,02A) and N (v, 02 A) is smaller than %

By Lemma C.5 and (19), we have

IPl¢ € Q] —P[¢ € Q£ ]| < TV (N(0,02A), N(£¢,02A)) < !%H <0.01.
p

Therefore, we have
1<PEcQ+P-£cQ+PE+(eQ+P[—£+¢ € <4P€ € Q] +0.02
and thus P[€ € Q] > 0.24. We conclude that

P [yfst (W(”,X) ‘ (X,y) € Sh} > 0.12.
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D Proof of Theorem 3.6

It suffices to prove the following restatements of Theorem 3.6.

Theorem D.1 (Weak-to-Strong Training, Data-Abundant Regime). Let W) be the iterates of the
weak-to-strong training, with the weak model f(w*,-) satisfying the conclusion of Theorem 3.3.
For any ¢ € (0, 1) satisfying Condition 3.5, with probability at least 1 — §, there exists early stopping

time Tos = O~ m(2pe + pp) " ||pl|~>) such that the following statements hold:

1. The early stopped strong model fg (W(Teﬁ), ) perfectly fits training data having correct label
(i.e. §; = y;) but fails to training data with flipped label (i.e. y; # 1;). In other words, the model
predicts the true label ; for any training data point X;.

2. Let (X,y) ~ D be an unseen test example, independent of the training set {(X;, §;)}1=,. We
have

Plyfu (W), X) <0[(X,y) € SoUS,| < exp (_ st (2pe +Pb)2||ull4> |

C50'§d
and

P [yfst (W(TCS),X> <0 ’ (X,y) € Sh] < exp <nStpl2)”V4)

C 50 g d
Here, C5 > 0 is a constant.
For the proof, we first analyze the early training dynamics and characterize the early stopping iteration

(Appendix D.1). We then show that the early-stopped model perfectly fits the training data with true
labels (Appendix D.2), and finally, we establish a bound on the test error (Appendix D.3).

D.1 Analyzing Early Phase

First, we establish upper bounds on the noise coefficients.

Lemma D.2. Under Condition 3.5 and the event Eg, for any t € [0,T*],s € {£1},r € [m] and
i € [nst], it holds that

3nogd

Mmnst

)

S,T,%

S Qst, + t.

3no2d -
<&tu ‘< s,r7£i>

(t)
T 2mng w

Proof of Lemma D.2. We fix arbitrary s € {£1},r € [m] and i € [ng]. For any iteration 0 < ¢ <
T™*, we have

2 2 2
1 N _(t-1), = 1 3no-d 0 3noid 3no:id
pgf)r,i < psr,i) + 7920 )||€L||2 < p.(sfr,i) +—P <. < i,z,i Py — P 7
MMNgt 2mng; 2mng 2mngt
where the first inequality is due to the triangular inequality and the others are due to (8). Therefore,
we have
i e o 1| @&
‘<wgf2’>51> < ‘<w§?rv 2> + p£72»7i + Z pg,z«,j TE N2
jena\{i} 1€l
2
no-d
< ast + P—t(1 + Bet)
MmNt
3no2d
< Qg + 7 P t,
mngt
where the second inequality follows from (7) and (8). O]

The following lemma can be inductively applied when we characterize the early phase of learning
dynamics.

Lemma D.3. Suppose the iteration T € [0, %} satisfy the following:
P
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7 7
1. %Zre[m] Ml 7‘7% re[m] M—l,r < %

2. For each s € {%1}, it holds that m) <w§?,us> >0ifre M, andﬁg =0ifr ¢ M.

8,7

3. For each s € {£1}, it holds that N

o <w£TT),VS> >0ifr € A andNiT), <w§Tr),VS> <0if
r € Bs.
* 60 Lur€e[m] —1lr = re(m 1,r —1,r

5. Foreach s, s’ € {£1},

py vl ZMsr_Zqu ZN SZM

120(2pe + po) [lpell® reA, reB,

ﬁg? S gt + ﬁsb

)

6. Forany s € {£1} and r € [m], it holds that ‘Mgr)

Then under Condition 3.5 and the event Eg, the following hold:
1. For any s € {£1}, it holds that M(TH) > MST ifr € [m), N(T+1) > N(T) ifr € As, and
N(T+1) < N(T) ifr € B..

(T+1)

2. For each s € {+1}, it holds that B, "), <w§3+1), > > 0ifre Myand MU = 0if

ré¢ Ms.
3. For each s € {x1}, it holds that N(T+l) <wg;~+1),vs> > 0ifr € A and
N (wl v <oifr e B,

4. Foreach s € {£1},

1 . 1 » o n(2pe
L qrs Ly oy (2p +pb)|\uH
m mr m

80m

re[m]

5. Foreach s € {£1},

2 2
O+ _ () _ 1y ||V 1 ~(r+1) 1 ~™ < 1 vl
- N, - N> RN N - N JEb N
Z Z ST = 160m ’ m Z 8,7 +m Z ST = 160m
TEAS reAs reBs reBs

(T+1) —(7+1) —(7+1)
6. 60 Zre[m] M < Z elm Ml.,r < 60 Zre[m] M*l,r .

7. Foreach s, s’ € {£1},

po ] SR < 3R, SR < 3 37
2 s'.r slr .

120(2]90 +pb) ||N|| refm] reA, re€B; re[m]

8. Forany s € {+1} andr € [m), ’M( +

s,T

9 MS—:_D’ S Qlggy + /Bst'

Proof of Lemma D.3. For any i € [ng], we have
gt (W, X)) = By, (WD, X0) = Fg, (WD, X0)
s

< F, (Wi, X))
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1 (™ 5O 1 (1) &
=2 2 o (e e?)) + o 3 o ((wil &
le[2] re[m)] re[m]

For each i € [ng) and [ € [2], we have

Y o ((uf0)

rEm
1 0 &0 ™ )
<— ;]0 <<wy ) >+ggaﬁ}{M5T,iN )}
1 0 =~ ) () (T)}
<
- m Z |:0- (< yl,r’ [ > sgi)i} {Ms,r7iNs,T
re[m]
1 ——(7 (7 (7
<o | (o)) e o () (W) o (-5}
re[m]
L ©) ~0) 1 - 1 = 1
S A (A R R =D DEE-D DR N-D D
re[m] re(m] reA; reBs
1
S gt + 5

Combining with Lemma D.2, for any i € [ng], we have
i f: (W(T) X)<2 s+ ) +ag + — <2
YiJst ) 1] = st 9 st lo T* = 4
where the last inequality follows from (6) and thus we have
() _ 1 1 1
1 > gz ~ Z > ’~
L exp (gifu (W, X3)) — LHew(2) 79

for any i € [ng).

From Lemma A.3 and the event E, for any s € {1} and r € [m], we obtain

(T +1 =7(7) n ~(T ~(T T
MY M =S| 6 X Al [ >0
*lef2) iect) ieFy
> 5 (et = ) w1 [ > o
MNgt 9 s 5

le(2]

Y

> ety |l 1 (7)) > 0
n(2pe + pr)
- A [(wld) > 0)
oo - 1 | (wD ) >
> 0.

Hence, if r € M, we have

(w0l = (w0 ) + W0 2 (0 ) + W) = (wl) ) >

and if r ¢ M, we have ng - Mﬁ?
In addition, we have

1

=0.

2n - Cy - , )
MMt <9t = O '”u) ™1 [<'w§72,,us> > 0}

>0

(20)



1 () . N(2pe + D1 M
*Z%ﬁLLJMW |

v

20m m
re[m]
1 n(2pe +pv) | 2
> — Z M T el
re[m]

where the last inequality follows from (9).

Similarly, for any s € {£1} and r € A, we obtain

NN =mn ST 7= 387 vl
e \see® ieFD
> 15 (g o] - |70 1w
mngt lep]
2n -Gt _ 2
(4 Cat ) I
n 2
2 e v
=B
40m
>0

Hence, if r € A,, we have

< 0y > < §027y8> +N£,Tr+l) > <wg<}g,u3> +W§TT) = <w§fr),us> > 0.

In addition, we have

7Z—<r+1>ZiZNM+npb” 2 A |

rEA; reAg

1Pv 2
> N .
> SN
reAg

3

[t

We can obtain similar conclusions for 3. Thus, we obtain the first five statements.

For any s € {il} we have

7(r+1 1 —(7) ( ‘ ) 2
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Similarly, we have
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Using these, we have
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By using symmetric arguments, we can obtain Ere[m M (17 Y < 60 Ere[m (_T Tl ).

Similarly, for any s, s’ € {:I:l}, we have
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In addition, we have
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Now, we prove the last statement. For any r € [m], if M g;) < —a, then we have <ngr), [,l._5> < 0.

Hence, | M ETTJF 1)‘ = ‘ M g? < agt + Bt by Lemma A.3. Otherwise, M, (T) > —ay implies that
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where the first inequality follows from (20) and the last inequality follows from the event Eg;. Thus,
M STTJF D<M (;2 < (gt + Bst. In addition, we have
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Therefore, we have
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where the last inequality follows from (10).
From Lemma A.3, for any r € [m)],
2
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Therefore, it suffices to show that N{".F) < N{) when N{7) > ay and NP > N(7) when
N(T) < —Qugt. IfN( ) > (i, then we have

<ngT),V, > = <w£?r,1/,3> +N{) > 0.

Hence, we have
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where the first inequality follows from (20) and the last inequality follows from the event E;. Using

a similar argument, we can also show that NV ng 1 >N gTr) when N (QTQ < —ag; and we have desired
conclusion. O

Next, we characterize the early-phase learning dynamics of easy signals.
Lemma D.4. Under Condition 3.5 and the event Eg, there exists the smallest iteration Tos €

200m
[O’ n(2pe+pb) |l such that

s ) 1
ZM1T, S ) > 2.

TE [m] re[m]

Proof of Lemma D.4. Supg)ose there is no such iteration. We fix an arbitrary s € {£1}. Note that
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By choosing ¢ = Cretp)lnl® S [0, 7n(2pc+pb)\lul\2] , we obtain contradiction. Therefore, there
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exists an iteration ¢ € [0, PTCT AE z} such that
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‘We then define T as the smallest such iteration. O

We will show that iteration 74 obtained from Lemma D.4 is our desired stopping time. By sequentially
applying Lemma D.3, for any s € {£1}, we have M( Tea) > 0 forall r € [m], Ngfs) >0ifr € As,

and N;f) < 0if r € B,. Furthermore, we have

2
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and for any r € [m], we have
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es)
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Combining the upper bound on 75 and Lemma D.2 leads to the following bound: for any s €
{£1},7 € [m], and i € [ng],
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where the last inequality follows from (6).

D.2 Train Error

In this subsection, we prove the first conclusion conditioned on the event Eg;. For any i € [ng], we
have
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where the first inequality follows from (22) and (23), the third inequality follows from (21), and the
last inequality follows from (6) and Condition 3.5. d

D.3 Test Error

In this subsection, we characterize the test error of the strong model. All arguments in this subsection
are under the event Ey;. Define v(1), v(?), and £ as the signal vectors and the noise vector in the test
data (X, y), respectively.

—Y,r?
crucial role when we prove the upper bounds on test error. We have

We define a function b : S — Ras h(z) := % Zre[m] o (<w(Tes) z>) forany z € S. It plays a
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2
> for each r € [m]. Also, for any z1, zo € S, we have
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Hence, h is = Hﬂgw( ;Sr) -Lipschitz.

The following lemma characterizes Hst( Tes)

’s which is related to key properties of h.
Lemma D.5. Forany s € {£1}, it holds that
Z HHSw(Tes 900m0pd§
~ 2pe +pu)nt [l

Proof of Lemma D.5. From Lemma A.3 and triangular inequality, we have
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where the third inequality follows from (8) and the fourth inequality follows from (23) and (8).
Therefore, we have
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where the last inequality follows from (C3).

By Theorem 5.2.2 in Vershynin (2018), for any z > 0, it holds that

P[h(€) — E[h(£)] > 2] < exp (—)

2
U% Hh”Lip
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where c is a universal constant and |[|-[|;, denotes the best Lipschitz constant. Combining with
Lemma C.4, we have

2 4
BIH(E) ~ EIh(€)] > ] < exp (—C@pgg;;;d'“ ) - e

Now, we characterize the test error. First, we consider the case (X, y) € S, U S},. We have
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where the first inequality follows from (7) and (22). From (24) and Lemma D.5, we have
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with some constant C5 > 0.

Using a similar argument, we can prove the upper bound on the test error for the case (X, y) € Sp.
In this case, we have
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where the first inequality follows from (7) and (22), the third inequality follows from (21), and the
last inequality follows from (6) and Condition 3.5.

From (24) and Lemma D.5, we have
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with some constant C5 > 0.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions of the
paper, including limitations of prior works, a brief description of the problem setting, and a
summary of our theoretical findings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discussed the limitations of our theoretical results in Section 3 and Sec-
tion 6.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We provide the list of regularity conditions in Section 2 and conditions for the
two regimes we investigated in Section 3. In addition, we provide complete proof of our
theoretical findings in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide details for our main experimental results in Section 5.
Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We do not provide code in supplemental material. However, our results in
synthetic data and MNIST data can be easily reproduced since we opened all details.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide all details for our main experimental results in Section 5.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Our work is mainly theoretical, and the numerical experiments are designed to
illustrate our theoretical analyses and aid reader comprehension. Therefore, we do not report
measures of statistical significance for these illustrative results. Given the theoretical nature
of our primary contributions, this omission does not detract from the paper’s core findings.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide computer resource information in Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper does not violate the NeurIPS Code of Ethics in terms of data privacy,
potential for misuse, or other ethical issues.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This work is primarily theoretical.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper focuses on theoretical analysis.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: Our experiments use synthetic data in our problem setting and MNIST, and
therefore do not rely on existing assets.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our work does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This research does not involve any human subjects or crowdsourcing.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This research does not involve any human subjects. Thus, IRB approval is not
applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We used LLMs only for writing and editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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