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Abstract

Relational databases underpin critical infrastructure across a wide range of domains,
yet the design of generalizable pre-training strategies for learning from relational
databases remains an open challenge due to task heterogeneity. Specifically, there
exist many possible downstream tasks, as tasks are defined based on relational
schema graphs, temporal dependencies, and SQL-defined label logics. An effective
pre-training framework is desired to take these factors into account in order to
obtain task-aware representations. By incorporating knowledge of the underly-
ing distribution that drives label generation, downstream tasks can benefit from
relevant side-channel information. To bridge this gap, we introduce Task Vector
Estimation (TVE), a novel pre-training framework that constructs predictive super-
visory signals via set-based aggregation over schema traversal graphs, explicitly
modeling next-window relational dynamics. We formalize our approach through
an information-theoretic lens, demonstrating that task-informed representations
retain more relevant signals than those obtained without task priors. Extensive
experiments on the RelBench benchmark show that TVE consistently outperforms
traditional pre-training baselines. Our findings advocate for pre-training objec-
tives that encode task heterogeneity and temporal structure as design principles
for predictive modeling on relational databases. Our code is publicly available at
https://github.com/quang-truong/task-vector-estimation.

1 Introduction

Relational databases (RDBs) have long served as the de facto standard for managing data storage
across diverse industries [4, 5, 28], and learning tasks over RDBs depend on domain expertise for
manually engineering meaningful features [24, 34]. While manual feature engineering can yield
effective models, it demands significant human time and expertise, and it inherently introduces bias,
susceptibility to human errors, and the risk of overlooking valuable predictive signals. Relational
Deep Learning (RDL) [21, 24] has emerged as a powerful paradigm that exploits relational structures—
defined by primary-foreign key (PK-FK) links across tables. By treating RDBs as graphs of tables,
we can leverage existing state-of-the-art tabular feature encoders [17, 27] and Graph Neural Networks
(GNNs) [26, 29, 35] to extract meaningful embeddings in an end-to-end manner. This integrated
approach has already demonstrated significant improvements in efficiency over conventional manual
feature engineering techniques due to the end-to-end learning pipeline [24, 46].

Designing pre-training objectives for RDL is particularly challenging. A single RDB typically
supports multiple tasks, each definable by distinct SQL queries. Meanwhile, due to potential
differences in label semantics, it is hard to guarantee that the latent representation obtained during
the pre-training stage is relevant to downstream tasks, which leads to unreliable pre-trained models.
Moreover, downstream tasks depend on temporal dynamics (e.g. next-window properties), which
cannot be simply modeled by just pre-training on unlabeled input data alone. A pre-training framework
is desired to model the dynamics in the latent representation intrinsically without having to rely
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(a) Masked Autoencoder (b) Contrastive Learning (c) Task Vector Estimation

Figure 1: Overview of pre-training frameworks. Input graph is omitted for brevity.

on downstream fine-tuning for predictive modeling. In addition, what makes RDL distinct is the
dependency of tasks on relational schema graphs, which leads to growing complexity on complicated
RDBs. Recently, Liu et al. [40] showed that adapting traditional SSL methods [18, 30] to RDBs can
inadvertently capture spurious yet seemingly informative patterns—so-called “interesting-looking
noises”—that undermine downstream performance. This contradicts the core objective of traditional
SSL, which aims to retain task-relevant information while discarding irrelevant noise [2, 6, 22, 33, 37],
based on the assumption that different augmented views still share the same labels. Accordingly, our
goal is to design a pre-training objective for RDL that avoids these pitfalls.

Main Contributions Our main contributions are summarized as follows:

1. Task Vector Estimation (TVE): a pre-training framework for RDL that leverages schema graphs,
next-window dynamics, and task heterogeneity to produce temporal, task-aware representations.

2. Theoretical insights: we prove that pre-training on full relational databases with our objectives
preserves more downstream-relevant information than standard self-supervised methods.

3. Empirical validation: across diverse downstream tasks—especially in low-data regimes—TVE
outperforms traditional SSL methods; ablation studies further uncover “flaky” task-dependent
behaviors, underscoring the need to model both temporal dynamics and task heterogeneity.

2 Preliminaries

Relational database [24] RDB (T ,L) is formally defined as a set of tables (or entity types)
T = {T1, . . . , Tn} that are connected by a set of PK-FK relations (or edge types) L ⊆ T × T
[24]. Each table Ti can contain different data types for each column: numerical, categorical, text
embeddings, etc. Additionally, each table contains a key column, which is either for primary
keys or foreign keys, serving as links between tables. Tables are either fact or dimension tables
[24]. Fact tables contain interaction between entities (e.g. Treview) with corresponding timestamps,
while dimension tables contain static, immutable properties of entities (e.g. Tcustomer or Tproduct).
Additionally, we refer root table to the table we would like to perform predictive modeling.

Graph perspectives of RDBs. RDB can be understood from two different perspectives, namely
schema graph and relational entity graph. Schema graph (T ,R) is a blueprint of the RDB, in which
the relation is bi-directional R = L ∪ L−1 [24]. Relational entity graph is the input graph for
learning, and is a fine-grained view of the schema graph: we treat rows in a table as nodes, and
they are connected to rows in other tables via the PK-FK links [24]. We use “nodes” and “rows”
interchangeably in this work. We are interested in the relational entity graph snapshot up to a cutoff
timestamp t:

G(−∞,t] = (V(−∞,t], E(−∞,t], φV , φE , fV , fE), (1)

where V(−∞,t] and E(−∞,t] are the sets of nodes and edges observed up to timestamp t, φV : V → T
maps each node to an entity type, φE : E → R maps each edge to a PK-FK link type, and
fV : V → Rd and fE : E → Rd map nodes and edges to their feature vectors, respectively.

Different tables have varying attribute sets, so node feature representations are inherently heteroge-
neous. Although edges could carry features, we use exclusively node features to simplify discourse.

Predictive tasks over RDBs. RDL spans a range of tasks, from table cell prediction [51] to next-
window property forecasting [46]. In this study, we concentrate on predictive modeling over relational
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data: given a training table Ttrain, the objective is to forecast future node-level properties as formalized
by RelBench [46]. Each training node is associated with a labeled entity v = (Kv, tv, y

(tv,tv+∆t]
v ),

where Kv is a foreign key linking the entity to its originating table row, tv is the cutoff timestamp,
and y

(tv,tv+∆t]
v is the next-window label. The learning objective is to estimate:

ŷ(tv,tv+∆t]
v = fθ(fV(v),G(−∞,tv ], tv), (2)

where fθ is a differentiable function parameterized by θ that uses the node’s tabular features, the
graph structure, and temporal context up to tv to predict the future label.

Next, we would like to Fig. 2’s schema graph to demonstrate the process of forecasting customers’
review counts in the seven days following time t as an example. First, we extract G(−∞,t] for learning.
Second, we label each node by issuing an SQL query that joins the root table (e.g. Tcustomer) with
with a fact table (e.g. Treview) and aggregates event counts over the interval (t, t+ 7 days]. The node
ID, the cutoff timestamp, and the corresponding label are recorded in the training table Ttrain. This
join-and-aggregate step is necessary because the root table is a dimension table, thus relying on
neighboring fact tables to provide temporal contexts. Third, follow [24, 46], we train a model to
predict these labels. Ttrain is used only for lookup and loss computation, not for message passing.

RDL is inherently distinct from both static heterogeneous and temporal graph problems. Static
heterogeneous graph methods [52, 60] omit temporal dynamics, while temporal graph approaches
[16, 38] represent data as discrete-time snapshots or continuous-time event streams to capture graph
evolution. By contrast, RDL treats timestamps as tabular features and uses them to impose causal
constraints when extracting subgraphs. Lastly, RDL generates labels via SQL-driven schema-graph
joins, leveraging fact tables, aggregates, and multi-hop joins absent from standard graph problems.

3 An Overview of the Proposed Pre-training Framework

We would like introduce an overview of our pre-training framework, namely Task Vector Estimation
(TVE), as shown in Fig. 1c. Besides the RDL backbone to extract features and the decoder to map
the extracted latent representation to the final task vector, our framework contains an external module
called Task Vector Construction to construct an objective vector extracted from the set of next-window
values. By depending on temporal dynamics, schema graph, and simple SQL logics [19], the vector
represents a proxy representation for the set of next-window values—which plays an important roles
in label generation process (see Section 4.1). Details are discussed in Section 4, where we outline the
motivation, implementation, and theoretical justifications.

Most popular SSL frameworks, namely Masked Autoencoder (MAE) [30] and Contrastive Learning
(CL) [18], are shown in Fig. 1a and Fig. 1b, respectively. MAE’s objective is to reconstruct original
feature values up to timestamp cutoff given augmentations, while CL attempts to minimize the
distance between latent representations of two views of the same features (e.g. original features vs.
corrupted features). Notably, the roles of decoders are different for MAE and CL. The decoder in MAE
maps the extracted latent representation back to the original input space for reconstruction, whereas
the decoder (often called the projection head) in CL maps the latent representation to a different,
usually smaller space for contrastive learning. Both these methods depend on separation of data
from inputs without modeling the next-window dynamics, which are critical for predictive modeling.
Meanwhile, what sets TVE apart is the incorporation of an objective conditioned on next-window
dynamics. TVE estimates task-relevant information during pre-training, and can be complementary
to both MAE and CL (see Eq. 5 for the combined objective and Table 2 for experimental results).
Our objective correlates input features and next-window dynamics, thus yielding a task-aware latent
representation.

4 Predictive Task-aware Self-supervised Learning

In this section, we would like to shed light on the downstream label generation process, then propose
our SSL method, namely Task Vector Estimation (TVE), based on the label generation insights.
Finally, we establish the benefits of this SSL objective over other methods from an information-
theoretic perspective.

3



...
...

...
...

Figure 2: Construction of task vectors from relational schema. From schema graph, we derive a
schema traversal graph, where edges represent valid join keys. For each reachable table R in k-hop
from the source node v, we apply a set function S to the set of next-window values k

RX
(tv,tv+∆t]
v

reachable via the traversal path, where only paths contributing to the prediction task are retained. The
task vector concatenates outputs from these set functions. A null indicator (purple cell) is activated
when all other entries are absent (i.e., zero-valued).

4.1 Label Generation Process as a Set Function

Given the nature of labels defined in the training table introduced in Section 2, we make the following
observations regarding label generation process. First, the training process is entity-centric—where
we aim to perform predictive modeling for entities in the root table. Second, downstream tasks span
across multiple tables in the RDB, and are conditioned on a set of nodes connected to the root table.
Third, because the root table is often a dimension table, assigning a cutoff timestamp tv requires
joining it with fact tables. For example, tasks related to the customer table are timestamped via
interactions with the review table, which is one hop away in the schema graph as shown in Fig. 2.

The set of next-window values depends not only on temporality, but also the schema graph structure
and SQL logics. For example, predicting the number of reviews a customer will submit in the
next window requires a one-hop join between the customer and review tables, with the COUNT
aggregation. Likewise, computing the average price of products reviewed by a customer in that
same window involves a two-hop join spanning customer, review, and product, coupled with the
AVERAGE aggregation. For the sake of simplicity, assume we only consider the k-hop neighbors with
the same entity-type, given an entity v and the timestamp t, its label y(t)v is the output of a set function
l defined over the features of its set of k-hop neighbors X(t+1)

v in the next timestamp t+ 1:

y(t)v = l(X(t+1)
v ), X(t+1)

v =
{
fV(u) | u ∈ N (t+1)

k (v)
}
. (3)

The formal definition of Eq. 3, where we additionally differentiate sets of neighbors conditioned based
on their entity type R, is included in Appendix B. Importantly, the traversal graph permits self-joins,
e.g., joining entries in review by both customer_id and product_id. When the labeling function
l is an identity function and sets contain a single element, Eq. 3 reduces to standard cell prediction, as
often studied in Tabular Deep Learning [9, 27, 47, 49, 55].

4.2 Task Vector Estimation

Θ T (Y) Y l(Y)

pre-training downstream task

Figure 3: Markov Chain of Labels.

As demonstrated in Section 4.1, there are three
key factors governing the label generation pro-
cess: schema graphs, temporal dependencies,
and SQL logics. While these three factors can
complicate possible tasks, all tasks depend on
k
RX

(tv,tv+∆t]
v , which are represented by all pos-

sible rows, possibly with different entity types R, that are k-hop from the root tables and associated
with the next-window period (tv, tv +∆t].

TVE’s goal is to model task heterogeneity via estimating statistics representing k
RX

(tv,tv+∆t]
v . Gen-

erally, let Y represent a next-window set of values (e.g. k
RX

(tv,tv+∆t]
v ). Our goal is to capture the
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distributional properties of Y, parameterized by Θ, as illustrated in Fig. 3. Here, T (Y) denotes a
sufficient statistic of Y for Θ. If the latent representation fully captures T (Y) during pre-training,
then the latent representation has all information regarding Y for Θ [20]. Finally, the downstream la-
bels l(Y) depend on Y as illustrated in Fig. 3 and formally defined in Section 4.1. Thus, pre-training
model to estimate T (Y) yields a task-aware knowledge for downstream tasks.

TVE consists of two steps:

1. Generate a pre-training table by performing a CROSS JOIN between entity rows and candidate
timestamps, then filtering out timestamps prior to the entity’s first fact entry (e.g., first review).

2. Attach pretext labels by computing normalized set-level statistics S (mean, count, etc.) per
column across all reachable k

RX
(tv,tv+∆t]
v , using SQL aggregation.

Regarding the first step, the intuition is that non-events entries are also important for downstream
tasks such as churn prediction. The second step is illustrated in Fig. 2. Specifically, given a
relational schema graph, we construct a schema traversal graph based on joinability between two
tables via PK or FK, in which edges denote which key is used for joining. Paths in this graph possess
semantic meanings. Given a customer, we can find the set of next-window reviews made by the
customer S( 1

review X
(tv,tv+∆t]
v ), the set of next-window products S( 2

product X
(tv,tv+∆t]
v ), the set of

reviews for all products made by the customer S( 2
review_1 X

(tv,tv+∆t]
v ), and the set of reviews made

by other customers for next-window products that the customer reviewed S( 2
review_2 X

(tv,tv+∆t]
v ).

Importantly, the extracted set must be causal, which means that the joined entries in the next hop
must have the timestamp less than or equal to that of the entries in the previous hop. Then, we
aggregate values in sets by simple SQL aggregators to get predictive pretext tasks. Note that we adopt
the simple statistic S(Y) for computational efficiency, while approximating T (Y) is challenging.
For further discussion regarding the sufficiency of simple statistics and future works on designing
better approximations of sufficient statistics, please kindly refer to Appendix D. Our proposed task
vector construction operates similarly to Breadth First Search, and tasks extracted from a schema
path is concatenated to the final task vector, leading to a variable-length task vector depending
on the traversal paths. The task vector summarizes statistics for every column of tables reachable
within k-hops of the root table in the schema traversal graph, estimating this vector ensures that
no column is prematurely excluded during pre-training. It is an important design choice because
downstream tasks may depend on any columns of any table. Optionally, the vector can be compressed
via dimensionality reduction techniques such as PCA [8] or MCA [1]. The pre-training loss is the
Scaled Cosine Error [31]:

LSCE =
1

|Ttrain|
∑

v∈Ttrain

(
1− ŷTv yv

||ŷv|| · ||yv||

)α

, α ≥ 1, (4)

where yv is the ground-truth task vector, ŷv is the estimation of yv, and α is a scaling factor.
Additionally, to account for the potential imbalance due to null task vectors outnumbering others—we
reweight each group’s contribution to the loss inversely proportional to its relative frequency.

Optionally, to mitigate the potential loss of input-specific information during pre-training, we extend
our objective beyond the TVE loss (Eq. 4) by combining a traditional self-supervised loss:

L = LTVE + β LSSL, (5)

where β is a balancing coefficient, and LSSL denotes a standard self-supervised loss—either a
reconstruction objective or a contrastive loss. This formulation encourages the model to retain both
predictive information (captured via task vectors) and general input features.

4.3 Theoretical Evidence of Task Vector Estimation

In this section, we would like to characterize relationship between the latent representation of a
pre-trained model and downstream tasks, and then we justify our design choice which can be proved
to contain more task-relevant information than vanilla SSL methods.
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Task heterogeneity introduces a unique challenge: how to design a predictive task-aware SSL method
for pre-training so that the model can generalize across a combinatorially large set of potential
downstream tasks? Each task is conditioned on different column subsets of k

RX
(tv,tv+∆t]
v , and

these tasks may or may not be correlated. This raises a natural question: how much task-relevant
information must a latent representation encode to fully capture the entire set of tasks?
Remark 4.1. Suppose we have a set of tasks whose labels are denoted by y1,y2, · · · ,yn. The lower
bound of latent coding length L is:

L ≥ H(y1,y2, · · · ,yn) =

[
n∑

i=1

H(yi)

]
− TC(y1,y2, · · · ,yn), (6)

where H(yi) is the entropy of yi and TC(y1,y2, · · · ,yn) is total correlation of all tasks. Addition-
ally, TC(y1,y2, · · · ,yn) ≥ 0 effectively becomes zero once all tasks are independent.

The lower-bound of code length is covered in [20], and the relationship between joint entropy and
total correlation is studied in [54]. Remark 4.1 underscores an important property of any generalizable
latent representation: the more uncorrelated tasks to support, the longer the required latent code.

Some tasks may degrade model performance. For example, if spending behavior is independent of
gender, then training on gender-conditioned spending prediction tasks introduces noise. By the Data
Processing Inequality, information can only decrease or remain the same through processing:
Remark 4.2. Given the Markov chain y → x → x′ where y is label, x is original data, and x′ is
the filtered data, then I(y;x) ≥ I(y;x′) by Data Processing Inequality.

Next, we provide an information-theoretic justification for TVE. Specifically, we would like to
characterize how guiding models toward a predictive task-aware objective can benefit downstream
tasks compared with vanilla contrastive separation or mask reconstruction from input data only.

Let x denote input features, t be a random variable representing side-channel information (which
includes task vector proposed in Section 4.2), and y denote downstream labels. Let z1 be a latent
representation learned from both x and t, and z2 be learned from x alone.

Prior literature [22] defines sufficiency of representation z2 of x for y, in which z2 must be as
predictive as x to predict y. Similarly, we can define a condition for a sufficient representation of
inputs and side channels for a downstream task.
Definition 4.1 (Sufficient representation given inputs and side-channel information). A representation
z1 is sufficient for predicting y given input features x with side-channel information t if and only if
I(xt;y | z1) = 0.

We can prove that a representation of x with additional knowledge of t shares as least as much
information with the downstream task than that of x without t does (see proof in Appendix A.1).
Theorem 4.1. Let x, t,y be random variables with joint distribution p(x, t,y). Assume that z1 is
sufficient representation of x with side-channel information t for y, and z2 is sufficient representation
of x for y. Then mutual information between z1 and y is at least as much as that between z2 and y:

I(z1;y) ≥ I(z2;y).

The theorem justifies the construction of the task vector, introduced in Section 4.2. In other words,
whenever side-channel signals actually carry extra task-relevant cues, using them in pre-training can
equip the model with task-aware representations. The task vector is task-relevant, as it serves as the
proxy representation of a set of values that are used during label generation process (as demonstrated
in Eq. 3), thus improving fine-tuning. In contrast, standard SSL learns noise-invariant embeddings
and only later fits a direct input–label mapping in the fine-tuning stage, without ever modeling the
underlying set distribution in the pre-training stage.

5 Experiments

In this section, we conduct comprehensive experiments to answer the following research questions:

• RQ1: How does our proposed task vector improve model performance on downstream tasks?
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Table 1: Performance across datasets and model variants in the low-data regime. Reported metrics in
are ROC-AUC for classification tasks, and Mean Absolute Error for regression tasks. Split, Validation,
and Test are abbreviated as S, V, and T for readability. Bold is the best performance.

Task S Model

Baseline MAE-0.25 MAE-0.5 CTR-0.25 CTR-0.5 TVE-1 TVE-2

Classification

rel-amz/
item-churn

least
50

V 76.04 ± 3.84 76.07 ± 4.38 76.06 ± 3.19 84.82 ± 2.12 84.32 ± 2.41 86.56 ± 1.31 87.11 ± 2.06
T 73.39 ± 6.63 71.33 ± 5.96 67.02 ± 6.89 83.97 ± 2.72 79.89 ± 4.41 81.97 ± 0.95 83.25 ± 2.40

least
100

V 76.64 ± 1.11 75.31 ± 2.05 74.03 ± 2.47 80.99 ± 1.27 80.09 ± 1.68 80.94 ± 1.35 82.79 ± 1.20
T 68.65 ± 1.91 68.48 ± 2.58 70.12 ± 1.58 74.78 ± 1.56 73.86 ± 1.68 75.29 ± 2.27 76.74 ± 1.46

rel-amz/
user-churn

top
50

V 91.35 ± 1.27 91.53 ± 1.47 91.66 ± 1.13 91.01 ± 1.82 91.09 ± 1.10 93.31 ± 1.19 91.82 ± 1.25
T 89.07 ± 2.14 87.86 ± 2.00 85.71 ± 3.37 89.66 ± 2.26 89.71 ± 1.90 93.21 ± 1.58 91.53 ± 1.84

top
100

V 88.99 ± 0.61 90.00 ± 0.60 89.24 ± 0.68 91.32 ± 0.58 90.52 ± 0.86 91.35 ± 0.48 90.92 ± 0.81
T 86.23 ± 0.64 86.69 ± 1.00 85.59 ± 1.66 84.86 ± 1.39 86.32 ± 1.41 87.74 ± 1.04 88.13 ± 1.14

rel-hm/
user-churn

top
50

V 74.41 ± 0.85 76.30 ± 1.48 76.47 ± 1.20 84.07 ± 2.07 84.14 ± 1.74 76.47 ± 2.43 74.97 ± 1.42
T 60.23 ± 1.84 56.94 ± 3.59 58.11 ± 2.38 56.82 ± 3.05 57.48 ± 3.55 65.01 ± 3.82 64.12 ± 3.13

top
100

V 72.63 ± 1.30 74.61 ± 1.48 76.22 ± 1.24 79.74 ± 0.67 79.85 ± 1.41 75.42 ± 1.53 75.60 ± 1.40
T 63.43 ± 1.14 59.26 ± 1.77 60.25 ± 2.20 61.58 ± 1.15 60.69 ± 1.50 62.85 ± 1.87 64.06 ± 2.29

Regression

rel-amz/
item-ltv

least
100

V 0.175 ± 0.000 0.174 ± 0.001 0.172 ± 0.003 0.175 ± 0.001 0.174 ± 0.002 0.166 ± 0.005 0.165 ± 0.006
T 0.186 ± 0.000 0.184 ± 0.003 0.185 ± 0.002 0.187 ± 0.000 0.188 ± 0.003 0.181 ± 0.005 0.188 ± 0.006

rel-amz/
user-ltv

bad-
rev.

V 8.172 ± 0.000 8.173 ± 0.000 8.172 ± 0.000 8.172 ± 0.000 8.172 ± 0.000 8.117 ± 0.008 8.115 ± 0.010
T 9.520 ± 0.000 9.520 ± 0.000 9.520 ± 0.000 9.520 ± 0.000 9.520 ± 0.000 9.372 ± 0.026 9.373 ± 0.010

rel-hm/
item-sales

top
200

V 3.203 ± 0.043 3.139 ± 0.083 3.111 ± 0.062 3.170 ± 0.090 3.113 ± 0.084 2.974 ± 0.098 2.945 ± 0.028
T 3.240 ± 0.049 3.271 ± 0.120 3.249 ± 0.039 3.277 ± 0.135 3.284 ± 0.117 3.176 ± 0.078 3.205 ± 0.081

Table 2: Performance across datasets and model variants in the sufficient-data regime [46]. Reported
metrics are ROC-AUC for classification tasks, and Mean Absolute Error for regression tasks. Split,
Validation, and Test are abbreviated as S, V, and T for readability. Bold is the best performance.

Task S Model

Baseline MAE-0.25 MAE+TVE-1 MAE+TVE-2 CTR-0.25 CTR+TVE-1 CTR+TVE-2

Classification

rel-amz/
item-churn

V 81.54 ± 0.06 81.61 ± 0.14 81.13 ± 0.04 81.19 ± 0.03 81.27 ± 0.08 81.29 ± 0.09 81.28 ± 0.10
T 81.85 ± 0.10 81.92 ± 0.16 81.47 ± 0.04 81.49 ± 0.04 81.53 ± 0.09 81.57 ± 0.13 81.56 ± 0.12

rel-amz/
user-churn

V 69.95 ± 0.09 69.26 ± 0.22 69.92 ± 0.04 69.93 ± 0.05 69.85 ± 0.05 70.04 ± 0.04 70.03 ± 0.06
T 69.82 ± 0.05 68.89 ± 0.29 69.78 ± 0.07 69.80 ± 0.03 69.64 ± 0.09 69.95 ± 0.02 69.85 ± 0.07

rel-hm/
user-churn

V 70.34 ± 0.09 70.39 ± 0.06 70.29 ± 0.09 70.35 ± 0.10 70.49 ± 0.13 70.53 ± 0.04 70.54 ± 0.16
T 69.77 ± 0.33 69.81 ± 0.20 69.89 ± 0.09 69.80 ± 0.11 69.97 ± 0.09 70.13 ± 0.22 69.72 ± 0.51

Regression

rel-amz/
item-ltv

V 45.818 ± 0.301 45.573 ± 0.091 45.590 ± 0.121 45.573 ± 0.045 45.630 ± 0.161 45.030 ± 0.100 44.956 ± 0.078
T 50.603 ± 0.351 50.471 ± 0.308 50.437 ± 0.395 50.659 ± 0.417 50.472 ± 0.432 50.012 ± 0.287 49.753 ± 0.192

rel-amz/
user-ltv

V 12.416 ± 0.016 15.989 ± 1.154 12.429 ± 0.016 12.437 ± 0.031 12.434 ± 0.014 12.397 ± 0.010 12.371 ± 0.018
T 14.665 ± 0.039 17.397 ± 0.907 14.658 ± 0.028 14.626 ± 0.019 14.687 ± 0.057 14.622 ± 0.046 14.577 ± 0.020

rel-hm/
item-sales

V 0.0643 ± 2e-4 0.0630 ± 1e-4 0.0627 ± 1e-4 0.0624 ± 3e-4 0.0635 ± 2e-4 0.0628 ± 4e-4 0.0627 ± 3e-4
T 0.0556 ± 2e-4 0.0547 ± 1e-4 0.0544 ± 2e-4 0.0543 ± 3e-4 0.0554 ± 3e-4 0.0547 ± 3e-4 0.0543 ± 3e-4

• RQ2: Can TVE provide better latent representations compared to traditional SSL methods for
downstream tasks?

• RQ3: How sensitive is our model to different hyperparameter settings and last linear head’s
initialization?

5.1 Experimental Settings

We compare TVE with other SSL methods that do not take into account next-window dynamics—
Graph Masked Autoencoder and Graph Contrastive Learning. Specifically, these architectures
resemble GraphMAE [31] and GraphCL [56], with minor modifications for RDL pre-training. All
evaluated models used the same backbone proposed by [46]. We compare several models: a non-
pretrained Baseline; Graph Masked Autoencoder with mask rates of 0.25 and 0.5 (MAE-0.25,
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Figure 4: Test performance curves averaged over runs on data sufficient tasks.

Figure 5: Linear probing results averaged over runs on test set.

MAE-0.5); Graph Contrastive Learning with the same mask rates (CTR-0.25, CTR-0.5); and our
proposed method, TVE, using 1-hop and 2-hop schema traversals (TVE-1, TVE-2). All pre-training is
conducted using the same training table constructed via CROSS PRODUCT as described in Section 4.2.
While there are many pre-training techniques designed for vertical domains, their translations to RDL
are non-trivial due to the fundamental differences outlined in Section 2; therefore, we only consider
pre-training techniques based on tabular feature perturbations (see Appendix C for details).

We evaluate our proposed method on a variety of node-level tasks defined over two datasets:
rel-amazon and rel-hm. Additionally, we introduce a suite of new tasks designed to reflect
realistic scenarios. For instance, a business might wish to build predictive models for a specific cohort
(e.g. low-spending customers) where label data is scarce. These scenarios often lack rich temporal
context, so dynamics presented by labels alone may not support high-quality forecasting. Yet these
tasks are crucial, since companies increasingly aim to personalize offerings for these groups to boost
retention. To generate these tasks, we apply attribute-based filters on the prior period: for instance, an
SQL query retrieves the top-k spenders over the last three months, and other customers are excluded
from the training data for the current period.

To address this, we explicitly evaluate model performance under two regimes: (i) data limited tasks
and (ii) data sufficient tasks (the original RelBench tasks). More details are outlined in Appendix C.

5.2 Data Limited Tasks

Table 1 presents results for tasks with limited labeled supervision. We find that TVE consistently
outperforms other SSL baselines, achieving the best performance in 5 out of 6 classification tasks. The
only exception is rel-amazon/item-churn-least50-spending, where CTR-0.25 achieves the
highest test ROC-AUC. However, this task illustrates a form of flaky behavior: while CTR-0.25 and
CTR-0.5 exhibit nearly identical validation scores (84.82 ± 2.12 vs. 84.32 ± 2.41), their performance
diverges significantly on test set (83.97 ± 2.72 vs. 79.89 ± 4.41). This suggests sensitivity to
hyperparameter tuning (e.g., augmentation strength), which are later studied in Section 5.5.

More broadly, MAE and CTR often excel on validation but falter on the test set—sometimes below the
Baseline—likely due to distribution shift and recency bias from temporal splits. Our method explicitly
captures next-window dynamics during pre-training, allowing it to generalize across time. Similar
patterns hold in regression tasks: for instance, in rel-amazon/user-ltv-bad-reviews, MAE and
CTR match Baseline performance, while TVE allows the model to achieve better performance. These
results answer RQ1, which demonstrates the effectiveness of TVE.
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Figure 6: Validation vs. Test scatter plots for data limited node classification tasks across varying
learning rates. Average distance to centroid (denoted ✩) are used to measure performance variance.

5.3 Data Sufficient Tasks

In Table 2, we benchmark each model on the original RelBench tasks, which involve substantially
larger downstream datasets. In data-rich settings, all SSL methods—including vanilla TVE—produce
only marginal gains or even underperform, since plentiful fine-tuning data alone can recover temporal
patterns. This matches Theorem 4.1: TVE’s extra pre-training benefit arises only if the representation
remains jointly sufficient for both inputs and task vectors, so any drop signals lost input information.
As mentioned in Section 3, TVE is complementary to existing SSL methods. Therefore, we employ
the combined-loss model from Eq. 5, which penalizes the omission of original information. As Fig.
4 demonstrates, this hybrid objective produces a stronger initialization, and Table 2 confirms that it
outperforms single-objective models on five of the six tasks.

5.4 Linear Probing Performance

To answer RQ2, we evaluate the quality of the learned representations independently of downstream
fine-tuning by linear probing experiments [62]. Specifically, we freeze the pre-trained backbone and
train only a linear head that maps latent representations to task outputs. All model shared the same
backbone with the channel size of 128.

As shown in Fig. 5, representations learned via TVE outperform all other SSL methods, as well as
the Baseline. Furthermore, CTR-0.25 achieves strong performance on three of four tasks, yet falls
below the Baseline on rel-amazon/item-churn-least100-spending, illustrating the presence
of “interesting-looking noise” [40]. In contrast, TVE does not rely on augmentations, thus yielding
stable and transferable embeddings.

5.5 Performance Sensitivity Across Splits and Tasks

In order to answer RQ3, we further investigate the robustness of each method to hyperparameter
variation by analyzing the stability of performance across learning rates and last linear head’s random
initialization. We vary the learning rate across 10 runs per task, yielding 40 data points per scatterplot
in Fig. 6. All models share the same backbone with the channel size of 128.

The results show that MAE-0.25 and CTR-0.25 are highly sensitive to hyperparameters and last linear
head’s random initialization: the spread of points is substantially larger compared to TVE. These
results suggest that the task-aware, temporal pre-training of TVE leads to more stable and transferable
representations in the low-data setting. Experiments for other tasks are provided in Appendix C.

6 Related Works, Discussion, and Conclusion

Relational Deep Learning. RDL has emerged as a paradigm for learning from RDBs [10, 21,
24, 25, 46, 51]. Although SSL techniques are advanced for individual domains—temporal graphs
[7, 15, 16, 38, 39, 48], static graphs [31, 50, 56], and tabular data [9, 49, 55]—SSL investigations on
RDBs are still limited [40]. Drawing on [43]’s k-means column-subset pretext tasks, TVE instead
generates objectives via schema-graph traversals and temporal SQL aggregations. Unlike SQL-join
feature synthesis [34] or recent RDL advances on architectures [57, 61] and efficiency [36], our
approach centers on task-space representations for SSL pre-training.
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Task Modeling. Generalizing to new tasks remains a core challenge. Prior approaches include task
taxonomies to reveal inter-task structure [59], task embeddings for selecting feature extractors [3, 14],
and modeling data–auxiliary task node interactions [13]. In contrast, we analyze label-generation in
relational deep learning and propose a pretext objective that explicitly preserves the next-window set
representations from which any downstream labels are derived.

Representation Learning. Recent SSL–information-theoretic work frames representations as noise-
invariant [2] and studies how multi-view SSL discards redundant features for downstream tasks [22].
Augmentations can erase view-specific cues, underscoring the need to preserve task-relevant signals
[37]. Another important SSL technique is to train models to predict future observations (e.g., frames
or tokens) [41, 44]. TVE follows these principles by forecasting next-window dynamics to capture
the core information for downstream labels.

Limitations. Although our theory leverages sufficient statistics, task vectors—built via simple
SQL aggregations—may not fully capture the original next-window sets, thus leading to loss of
information. Their dimensionality grows with the number of columns and joinable paths, which
necessitates dimensionality reduction techniques [1, 8]. Finally, a learnable representation for
next-window sets may be more expressive; we leave this exploration to future work.

Conclusion. We introduce Task Vector Estimation, a pre-training framework that integrates schema
graphs, temporal dynamics, and task heterogeneity. Our theoretical results show that task-aware
objectives retain more downstream-relevant information than conventional SSL methods, producing
representations that are predictive for downstream tasks. Our findings underscore the importance of
treating task heterogeneity and temporal context as first-class citizens in RDL pre-training strategies.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduce accurately describe the proposed framework,
namely Task Vector Estimation and theoretical contributions in Section 4. Experimental
results with performance gains are included in Section 5.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The theoretical assumptions are clearly stated in the statements in main texts
and Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper discusses the proposed method in depth in Section 3 and Section 4,
with experiment details in Section 5 and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Codes, with sufficient instructions, are included in a public URL.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Detailed experimental settings are stated in both main texts and Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Result tables include mean performance and standard deviation for every
experiment.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Computational details are included in Appendix, where we state the CPU and
GPU of machines we use.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We do not observe any negative societal impacts for our research.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not observe any risks associated with our research.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have given proper attributions to the original authors cited in the paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide details of our proposed tasks in the appendix and codes in the
public URL.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We only use LLMs for editing writing.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs

In this section, we assume that all random variables x, t,y, z1, z2 are discrete. We use the following
identities to prove the theorem reported in Section 4.3. For any random variable x, y, and z, we have
the following properties:

Non-negativity:
I(x;y) ≥ 0, I(x;y | z) ≥ 0. (7)

Chain rule:
I(xy; z) = I(y; z) + I(x; z | y). (8)

Chain rule (Multivariate Mutual Information):

I(x;y; z) = I(y; z)− I(y; z | x). (9)

Entropy and Mutual Information:

H(x) = H(x | y) + I(x;y). (10)

Conditional Mutual Information and Conditional Entropy:

I(x;y | z) = H(x | z)−H(x | yz). (11)

Federici et al. [22] assumes the following property when z2 is a representation of x, which implies
that the only source of stochastic in z2 is from x:

I(z2;y | x) = 0. (12)

Federici et al. [22] also proves the following proposition, which implies that z2 must be as predictive
as x to predict y when z2 is a sufficient representation of x for y.
Proposition A.1 ([22]). Let x and y be random variables with joint distribution p(x,y). Let z2 is a
representation of x. Then z2 is sufficient for y if and only if:

I(x;y) = I(y; z2). (13)

Similarly, we also assume stochasticity for z1 is conditionally independent from any other variables
in the system once x and t are observed:

I(z1;y | xt) = 0. (14)

A.1 Proof for Theorem 4.1

First, we need to prove sufficient representation of inputs and side-channel information for a task
implies that the representation does not discard any task-relevant information contained in the inputs
and side channels.
Proposition A.2. Let x, t,y be random variables with joint distribution p(x, t,y). Let z1 be a latent
representation of x with additional side-channel information t. Then z1 is sufficient of x and t for y
if and only if I(xt;y) = I(y; z1).

Proof.

I(xt;y | z1)
(9)
= I(xt;y)− I(xt;y; z1)

(9)
= I(xt;y)− I(y; z1)− I(y; z1 | xt)
(14)
= I(xt;y)− I(y; z1)

Thus, z1 is sufficient of x and t for y (I(xt;y | z1) = 0) if and only if I(xt;y) = I(y; z1)

Consequently, the mutual information between the sufficient representation z1 and the label y is at
least as large as that of the input x and the label y.
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Corollary A.1. Let x, t,y be random variables with joint distribution p(x, t,y). Let z1 be a sufficient
latent representation of x with additional side-channel information t for y. Then, I(z1;y) ≥ I(x;y).

Proof.

I(y; z1) = I(xt;y)
(8)
= I(x;y) + I(t;y | x)

(7)

≥ I(x;y).

The equality occurs when the side-channel information are irrelevant to the downstream task given
the observation of the input. Lastly, we prove our main theorem.

Theorem 4.1. Let x, t,y be random variables with joint distribution p(x, t,y). Assume that z1 is
sufficient representation of x with side-channel information t for y, and z2 is sufficient representation
of x for y. Then mutual information between z1 and y is at least as much as that between z2 and y:

I(z1;y) ≥ I(z2;y).

Proof. From Corollary A.1, we have:

I(z1;y) ≥ I(x;y) (15)
(10)⇐⇒ −H(y | z1) +H(y) ≥ −H(y | x) +H(y) (16)

⇐⇒ H(y | z1) ≤ H(y | x) (17)

Then we expand I(z1;y):

I(z1;y)
(8)
= I(xz1;y)− I(x;y | z1)
(8)
= I(x;y) + I(z1;y | x)− I(x;y | z1)
(11)
= I(x;y) + (H(y | x)−H(y | xz1))− (H(y | z1)−H(y | xz1))
= I(x;y) +H(y | x)−H(y | z1)

Given Eq. 17 and Proposition A.1, we have:

I(z1;y) ≥ I(z2;y)

B Formal Definition of Label Generation

In Section 4.1, we provided a compact notation for RDL labels, assuming that k-hop neighbors share
the same entity type and that timestamps are discretized with natural integer indices. In this section,
we provide the full notations for the label generation process. Formally, downstream labels can be
represented as:

y(tv,tv+∆t]
v = l

(
k
RX

(tv,tv+∆t]
v

)
, (18)

k
RX

(tv,tv+∆t]
v =

{
fV(u) | u ∈ N (tv,tv+∆t]

k (v) ∧ φV(u) = R
}
, (19)

where l is a labeling set function and k
RX

(tv,tv+∆t]
v denotes the set of k-hop neighbors’ features of

v, of entity type R, which appear within the prediction window, and N (tv,tv+∆t]
k denotes the set of

temporal k-hop neighbors based on schema traversal. y(tv,tv+∆t]
v corresponds to y

(t)
v in Eq. 3, which

represents the label associated with the entity v at the cutoff timestamp t.
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C Experiments

In this section, we would like to provide further details regarding our experiments. All of the
experiments are implemented in Pytorch [45], Pytorch Geometric [23], and Pytorch Frame [32]. All
of the experiments are executed on one of the following 4 machines: 1) AMD EPYC 7763 64-Core
Processor and NVIDIA RTX A6000, 2) AMD EPYC 7543 32-Core Processor and NVIDIA RTX
A5000, 3) AMD EPYC 7543 32-Core Processor and NVIDIA RTX A5000, and 4) AMD EPYC 7513
32-Core Processor and NVIDIA RTX A6000. Experiments are logged and kept tracked by Weights
& Biases [12].

C.1 Dataset and Task Descriptions

Here, we provide details regarding datasets and tasks for our experiments. Datasets are proposed
by RelBench [46]. In addition to the original tasks proposed by RelBench [46], we also provide
additional data limited tasks.

rel-amazon The rel-amazon dataset is sourced from the Amazon e-commerce platform. It
comprises four original downstream tasks [46]:

• user-churn: predict whether a user remains inactive (i.e., has no interactions) over the
next three months.

• item-churn: predict whether an item remains without interactions over the next three
months.

• user-ltv: estimate the total monetary value of purchases made by a user over the next
three months.

• item-ltv: estimate the total monetary value of purchases received by an item over the next
three months.

Additionally, we propose data limited tasks, which are conditioned on a certain attribute of entities up
to the cutoff timestamp t and period ∆t, where ∆t = 90 days:

• item-churn-least-k-spending: among k least bought products in the previous period
(t−∆t, t], predict products that remains without interactions over the next three months.

• user-churn-top-k-spending: among k top spending customers in the previous period
(t−∆t, t], predict those who will be inactive over the next three months.

• item-ltv-least-k-spending: among k least spending products in the previous period
(t−∆t, t], estimate the total monetary value of purchases received by an item over the next
three months.

• user-ltv-bad-reviews (abbreviated as rel-amz/user-ltv-bad-rev. in Table 1): among
those customers who only left bad reviews (review score of 1, 2, or 3) in the previous period
(t−∆t, t], estimate the total monetary value of purchases made by those users over the next
three months.

rel-hm The rel-hm dataset is sourced from the H&M relational database. Similar to rel-amazon,
rel-hm comprises similar tasks as originally proposed by [46]:

• user-churn: predict if a customer does not make any transactions in the next 7 days.

• item-sales: predict total sales for an article in the next 7 days.

Additionally, we also propose the following tasks, which are conditioned on a certain attribute of
entities up to the cutoff timestamp t and period ∆t, where ∆t = 7 days:

• user-churn-top-k-spending: among k top spending customers in the previous period
(t−∆t, t], predict those who do not make any transactions in the next 7 days.

• item-sales-top-k-spending: among k top bought articles in the previous period (t−
∆t, t], estimate the total sales for those article in the next 7 days.

24



Table 3: Performance across datasets and TVE variants in the sufficient-data regime [46]. Reported
metrics are ROC-AUC for classification tasks, and Mean Absolute Error for regression tasks. Split,
Validation, and Test are abbreviated as S, V, and T for readability. Bold is the best performance.

Task S Model

TVE-1 TVE-2 MAE+TVE-1 MAE+TVE-2 CTR+TVE-1 CTR+TVE-2

Classification

rel-amz/
item-churn

V 80.67 ± 0.06 80.76 ± 0.08 81.13 ± 0.04 81.19 ± 0.03 81.29 ± 0.09 81.28 ± 0.10
T 80.91 ± 0.13 81.03 ± 0.10 81.47 ± 0.04 81.49 ± 0.04 81.57 ± 0.13 81.56 ± 0.12

rel-amz/
user-churn

V 69.85 ± 0.03 69.92 ± 0.04 69.92 ± 0.04 69.93 ± 0.05 70.04 ± 0.04 70.03 ± 0.06
T 69.67 ± 0.08 69.78 ± 0.05 69.78 ± 0.07 69.80 ± 0.03 69.95 ± 0.02 69.85 ± 0.07

rel-hm/
user-churn

V 70.35 ± 0.11 70.38 ± 0.07 70.29 ± 0.09 70.35 ± 0.10 70.53 ± 0.04 70.54 ± 0.16
T 69.86 ± 0.17 69.81 ± 0.17 69.89 ± 0.09 69.80 ± 0.11 70.13 ± 0.22 69.72 ± 0.51

Regression

rel-amz/
item-ltv

V 48.183 ± 0.804 47.667 ± 0.401 45.590 ± 0.121 45.573 ± 0.045 45.030 ± 0.100 44.956 ± 0.078
T 51.244 ± 0.229 51.167 ± 0.341 50.437 ± 0.395 50.659 ± 0.417 50.012 ± 0.287 49.753 ± 0.192

rel-amz/
user-ltv

V 12.442 ± 0.021 12.455 ± 0.018 12.429 ± 0.016 12.437 ± 0.031 12.397 ± 0.010 12.371 ± 0.018
T 14.690 ± 0.058 14.676 ± 0.034 14.658 ± 0.028 14.626 ± 0.019 14.622 ± 0.046 14.577 ± 0.020

rel-hm/
item-sales

V 0.0637 ± 3e-4 0.0636 ± 2e-4 0.0627 ± 1e-4 0.0624 ± 3e-4 0.0628 ± 4e-4 0.0627 ± 3e-4
T 0.0554 ± 4e-4 0.0553 ± 2e-4 0.0544 ± 2e-4 0.0543 ± 3e-4 0.0547 ± 3e-4 0.0543 ± 3e-4

C.2 Models

In this section, we would like to provide further details regarding models included in this study.

Baseline This is the base model adopted from RelBench [46] for node-level tasks.

Masked Autoencoder (MAE) Building on GraphMAE [31], we introduce the following modifica-
tions to adapt it to relational data. First, instead of masking entire node feature vectors, we apply
cell-level masking—a technique well established in tabular learning [9, 27, 55]—and replace masked
entries with values sampled from each column’s marginal distribution. This obviates the need for
a dedicated mask token and a re-masking stage. Our decoder still retains a projection layer after
the GNN encoder, a single-layer GNN decoder, and last linear heads. Second, because cell-level
masking can alter a large fraction of each row, we reconstruct the full feature vector, as in [40, 55].
We limit reconstruction to numerical, categorical, and textual features: normalized numerical values
and text embeddings are recovered using mean-squared error loss, while categorical features are
recovered via cross-entropy loss. Any entries missing in the original database are excluded from the
loss computation. The final training objective is the sum of these individual reconstruction losses for
all tables.

Contrastive Learning (CTR) Building on GraphCL [56], we make several adjustments similar to
MAE. Specifically, we adopt the same masking augmentation as outlined in the previous paragraph.
Also, follow SCARF [9], we consider two views of the inputs to be original features and augmented
features, and the final objective is to maximize agreements between latent representations of two
views via a symmetric InfoNCE loss [44] for all tables.

Task Vector Estimation (TVE) This is our proposed method, where we provide details in Section
4. We also apply mask augmentation with probability (p = 0.15) similar to MAE and CTR for
regularization. A noteworthy observation is that our method is root-table-centric, which means that
the objective (Eq. 4) is computed for a single table only. The hybrid models, namely MAE+TVE and
CTR+TVE, also follow the same pipeline, with only changes in the decoder to cater for different loss
objectives. For both hybrid models, we set the balancing coefficient β to 0.1 (see Eq. 5).

C.3 RelBench Experiments on Data Limited and Data Sufficient Tasks

In this section, we would like to provide further details regarding experiments reported in Section 5.2
and Section 5.3.
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Figure 7: Test performance curves averaged over runs on data limited tasks.

Table 4: Hyperparameter settings for each model in Table 1. Each configuration is in the format
[learning rate, channel size].

Task Model

Baseline MAE-0.25 MAE-0.5 CTR-0.25 CTR-0.5 TVE-1 TVE-2

rel-amz/
item-churn

least50 [0.001, 128] [0.005, 256] [0.001, 256] [0.002, 256] [0.005, 256] [0.001, 256] [0.001, 256]

least100 [0.00075, 128] [0.005, 128] [0.005, 128] [0.001, 256] [0.002, 256] [0.00075, 256] [0.00075, 256]

rel-amz/
user-churn

top50 [0.005, 128] [0.005, 256] [0.005, 256] [0.005, 256] [0.005, 128] [0.00075, 128] [0.002, 256]

top100 [0.002, 256] [0.002, 256] [0.005, 256] [0.002, 128] [0.001, 128] [0.005, 256] [0.005, 128]

rel-hm/
user-churn

top50 [0.001, 128] [0.002, 128] [0.002, 256] [0.001, 256] [0.00075, 256] [0.005, 128] [0.005, 128]

top100 [0.005, 128] [0.002, 128] [0.001, 128] [0.00075, 256] [0.001, 256] [0.005, 256] [0.002, 256]

rel-amz/item-ltv least100 [0.00075, 128] [0.002, 128] [0.002, 256] [0.005, 256] [0.005, 256] [0.001, 256] [0.002, 256]

rel-amz/user-ltv bad-rev. [0.00075, 128] [0.00075, 128] [0.00075, 128] [0.00075, 128] [0.00075, 128] [0.00075, 256] [0.00075, 128]

rel-hm/item-sales top200 [0.001, 256] [0.005, 256] [0.005, 128] [0.005, 256] [0.005, 256] [0.005, 256] [0.005, 256]

For pre-training, we train these models for 81 epochs with the max steps per epoch to be 1000 per
GPU, which effectively means 4000 steps per epoch due to distributed training. Learning rate is
0.001 for the first 50 epochs and reduces to 0.0001 for the remaining epochs. During fine-tuning, we
fine-tune the pre-trained models for 20 epochs (except to rel-hm/item-sales-top200-spending
where we fine-tune the models for 50 epochs). We also perform light hyperparameter tuning
where we vary the following hyperparameters: learning rate ∈ {0.0075, 0.001, 0.002, 0.005} and
number of channels ∈ {128, 256}. For the original tasks proposed by RelBench, we adopt the
learning rate of 0.005 and 0.002 for classification and regression tasks respectively. Similarly to
the pre-training stage, we also perform distributed training on tasks with large amount of data.
Data limited tasks are repeated 10 times (except to rel-amazon/user-ltv-bad-reviews and
rel-hm/item-sales-top200-spending where we only repeat 5 times), while data sufficient
tasks are repeated 5 times. All experiments use a batch size of 512 (reduced to 256 if batches exceed
24 GB VRAM), mean aggregation, two GNN layers, neighbor sampling of 128 then 64 hops, and
uniform temporal sampling. Detailed hyperparameter differences are reported in Table 4 and Table 5
for data limited and data sufficient tasks, respectively.

Fig. 7 shows learning curves on low-data tasks, supplementing Table 1. We can observe that TVE pre-
training both accelerates convergence and outperforms MAE and CTR. Table 3, which complements
Table 2, compares all TVE variants in the data-rich regime and shows that combining vanilla TVE
with any standard SSL objective yields additional gains, underscoring their complementary strengths.

C.4 Linear Probing Experiments

We would like to give more results supplementing the one reported in Section 5.4.
Table 6 reports numerical results that are visualized in Fig. 5. Specifically, in
the linear probing setting, TVE consistently outperforms both MAE and CTR on ev-
ery evaluated task. Notably, for rel-amazon/item-churn-least100-spending and
rel-amazon/item-ltv-least100-spending, neither MAE-0.25 nor CTR-0.25 yields any im-
provement, highlighting their unreliability as pre-training objectives for downstream tasks.
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Table 5: Hyperparameter settings for each model in Table 2. Each configuration is in the format
[learning rate, channel size].

Task Model

Baseline MAE-0.25 MAE + TVE-1 MAE + TVE-2 CTR-0.25 CTR + TVE-1 CTR + TVE-2

rel-amz/item-churn [0.005, 128] [0.005, 256] [0.005, 128] [0.005, 128] [0.005, 256] [0.005, 256] [0.005, 256]

rel-amz/user-churn [0.005, 128] [0.005, 128] [0.005, 128] [0.005, 128] [0.005, 128] [0.005, 128] [0.005, 256]

rel-hm/user-churn [0.005, 256] [0.005, 128] [0.005, 256] [0.005, 128] [0.005, 256] [0.005, 256] [0.005, 256]

rel-amz/item-ltv [0.002, 256] [0.002, 256] [0.002, 128] [0.002, 128] [0.002, 256] [0.002, 256] [0.002, 256]

rel-amz/user-ltv [0.002, 128] [0.002, 128] [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256]

rel-hm/item-sales [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256] [0.002, 256]

Table 6: Linear probing results. Reported metric is ROC-AUC (higher is better) for classification
tasks, and Mean Absolute Error (lower is better) for regression tasks. Split, Validation, and Test are
abbreviated as S, V, and T for readability. Bold is the best performance.

Task S Model

Baseline MAE-0.25 CTR-0.25 TVE-1 TVE-2

Classification

rel-amz/item-churn-least100-spending V 69.72 ± 4.98 61.18 ± 1.07 68.13 ± 1.78 81.57 ± 0.37 82.76 ± 0.43
T 63.01 ± 4.98 52.92 ± 0.79 56.96 ± 2.07 78.06 ± 0.65 77.83 ± 0.95

rel-amz/user-churn-top100-spending V 84.53 ± 1.97 88.44 ± 0.29 88.62 ± 0.38 91.42 ± 0.07 90.94 ± 0.14
T 78.36 ± 1.72 83.86 ± 1.04 81.63 ± 0.46 86.56 ± 0.36 85.72 ± 0.38

rel-hm/user-churn-top100-spending V 69.43 ± 1.56 64.27 ± 0.60 74.57 ± 0.73 71.34 ± 0.24 70.09 ± 0.61
T 53.93 ± 1.46 56.65 ± 0.53 64.22 ± 1.47 65.33 ± 0.35 64.15 ± 0.61

Regression

rel-amz/item-ltv-least100-spending V 0.1753 ± 0.0005 0.1751 ± 0.0001 0.1755 ± 0.0005 0.1749 ± 0.0011 0.1746 ± 0.0013
T 0.1867 ± 0.0004 0.1865 ± 0.0001 0.1866 ± 0.0007 0.1841 ± 0.0014 0.1836 ± 0.0013

rel-hm/item-sales-top200-spending V 3.6312 ± 0.0118 3.6948 ± 0.0126 3.6524 ± 0.0123 3.7160 ± 0.0140 3.5519 ± 0.0056
T 3.5325 ± 0.0386 3.4925 ± 0.0059 3.5087 ± 0.1426 3.4815 ± 0.0210 3.4583 ± 0.0320

C.5 Experiments on Weakly Schema-dependent Tasks

So far, we have only focused on scenarios where tasks are strictly defined by SQL queries. However,
some tasks may weakly depend on the schema graph or relational entity graph—such as those based
on manual labels or involving database errors. To quantify TVE’s sensitivity to the underlying
relational entity graph’s quality, we simulated these weak dependencies by running controlled “noise”
experiments on the RelBench’s rel-amazon database, using the following steps:

1. We randomly dropped 20% and 40% of the rows in the review table to corrupt the relational
entity graph. The corrupted graph here is considered clean signals, and tasks depend on this
newly created graph.

2. We treat the unaltered database as noisy database; thus, the downstream tasks defined in
Step 1 are no longer fully dependent on this noisy database or its original graph structure.
Therefore, a robust pre-training paradigm overfitting to the noisy relational entity graph
cannot generalize well to the tasks in Step 1.

3. We compared three pre-training paradigms—MAE, CTR, and our TVE—on two tasks
user-churn-top100-spending and user-churn. We then (a) pre-trained our models on
the noisy graph (including task vector constructed from this noisy graph), and (b) fine-tuned
(and evaluated) on the same noisy graph using labels generated from the clean database
(constructed in Step 1). In other words, the only factor that deviates from prior experiments
is the downstream labels, which are generated based on a simulated clean database.

Table 7 compares robustness to noises of different SSL paradigms. We can observe that even when
the downstream tasks loosely depend on schema graph understanding, and when TVE is pre-trained
on a noisy relational database, TVE’s task-aware pre-training consistently outperforms standard SSL
objectives. This demonstrates that our framework is robust to errors in the schema graph/relational
entity graph and retains its effectiveness across a range of noise levels.
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Table 7: Performance across different model variants on the scenarios where tasks weakly depend on
the relational entity graphs of rel-amazon. Reported metric is ROC-AUC.
Task Baseline MAE-0.25 CTR-0.25 TVE-1

user-churn-top100-spending
Linear Probing Drop 20% 75.42 ± 3.10 82.26 ± 0.27 78.98 ± 1.17 86.79 ± 0.26

Drop 40% 73.95 ± 1.76 78.16 ± 0.46 76.38 ± 1.80 81.44 ± 0.17

Fine-tuning Drop 20% 80.72 ± 1.14 82.83 ± 0.41 81.46 ± 2.31 85.04 ± 0.92

Drop 40% 76.39 ± 1.16 76.97 ± 1.43 75.72 ± 1.26 78.29 ± 1.79

user-churn
Linear Probing Drop 20% 60.92 ± 0.61 65.62 ± 0.04 64.59 ± 0.01 70.17 ± 0.03

Drop 40% 61.95 ± 0.67 66.96 ± 0.03 66.14 ± 0.04 71.31 ± 0.01

Fine-tuning Drop 20% 70.09 ± 0.15 69.74 ± 0.21 69.98 ± 0.13 70.26 ± 0.10

Drop 40% 71.35 ± 0.06 70.61 ± 0.24 71.20 ± 0.17 71.37 ± 0.20

Table 8: Comparison of linear probing performance of TVE-1 pretrained on different entity types and
other models. Reported metric is ROC-AUC.

Model item-churn-least100-spending user-churn-top100-spending

Baseline 63.01 ± 4.98 78.36 ± 1.72
MAE-0.25 52.92 ± 0.79 83.86 ± 1.04
CTR-0.25 56.96 ± 2.07 81.63 ± 0.46
TVE-1 (item) 78.06 ± 0.65 83.28 ± 0.63
TVE-1 (user) 65.88 ± 2.25 86.56 ± 0.36

C.6 In-database Cross-entity Transfers

Since our proposed pre-training approach is entity-type-centric, where the constructed task vector is
limited to a certain entity type in the database, it is natural to question the transferability between
pre-trained models on two different entity types in the same database. To better understand the
separability of the pre-trained latent representation, we further conduct a linear probing experiment,
where we investigate if an item-centric pre-trained model can be fine-tuned for a user-task, and vice
versa. Table 8 reports the results. TVE-1 (item) refers to the pre-trained model on the item’s task
vector, while TVE-1 (user) refers to the pre-trained model on the user’s task vector. Surprisingly,
even when the task vector is not matched with downstream tasks’ entity type, it can still yield better
performance than other generic SSL methods. For example, TVE-1 (user) is only worse than TVE-
1 (item) on item-churn-least100-spending, and TVE-1 (item) is as strong as MAE-0.25 on
user-churn-top100-spending. Consequently, this experiment highlights the necessity to create
an entity type-specific pre-training objective to maximize downstream performance gains.

C.7 Experiments on Cell-level Prediction

While previous experiments focus on predictive modeling over the RelBench benchmark [46], there
exists other benchmarks such as 4DBInfer [51] where tasks are defined differently. Specifically,
RelBench focuses on inference an SQL-generated label attached to rows in the dimension table (the
table that is static and does not contain timestamps), while 4DBInfer focuses on cell-level prediction.

We would like to show that our proposed framework is performant regardless of evaluation settings.
We pre-trained TVE-1 on seznam dataset [42], and evaluated downstream performance on an entity
attribute classification task called charge, where we would like to predict cells under column
sluzba of entity table dobito. We reported 4 metrics—Accuracy, Macro F1, Micro F1, and Mean
Reciprocal Rank (MRR)—on both validation and test splits. We leverage the AutoCompleteTask
implementation provided by RelBench [46] to create the corresponding training table for cell-level
prediction, and we split the dataset such that the cut-off timestamps for the validation set and test set
are at 2015-03-31 and 2015-07-31, respectively. Table 9 reports results for both linear probing and
fine-tuning settings.

We can observe that the performance of MAE and CTR is not consistent across datasets, while
TVE consistantly performs well and exhibits competitive performance (matching MAE for linear
probing and matching CTR for full-finetuning). This is because both MAE and CTR have limitations.
For example, CTR does not offer a separable representation after pre-training (low performance
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Table 9: Results on seznam/charge. Split, Validation, and Test are abbreviated as S, V, and T for
readability.

Setting Model S Accuracy Macro F1 Micro F1 MRR

Linear Probing

Baseline V 60.27 ± 1.22 28.89 ± 2.09 60.27 ± 1.22 76.96 ± 0.70

T 59.36 ± 1.00 27.99 ± 1.86 59.36 ± 1.00 76.48 ± 0.50

MAE-0.25 V 71.03 ± 0.04 44.50 ± 1.24 71.03 ± 0.04 84.00 ± 0.03

T 70.52 ± 0.05 43.32 ± 1.74 70.52 ± 0.05 83.76 ± 0.04

CTR-0.25 V 42.88 ± 0.09 12.74 ± 0.81 42.88 ± 0.09 64.56 ± 0.10

T 41.11 ± 0.32 10.01 ± 0.48 41.11 ± 0.32 62.79 ± 0.21

TVE-1 V 69.98 ± 0.21 44.20 ± 1.00 69.98 ± 0.21 83.44 ± 0.09

T 69.90 ± 0.16 43.39 ± 0.64 69.90 ± 0.16 83.55 ± 0.08

Fine-tuning

Baseline V 81.13 ± 0.21 62.02 ± 0.76 81.13 ± 0.21 89.96 ± 0.12

T 80.97 ± 0.50 63.43 ± 0.83 80.97 ± 0.50 89.91 ± 0.28

MAE-0.25 V 81.18 ± 0.15 62.00 ± 2.37 81.18 ± 0.15 89.99 ± 0.09

T 81.08 ± 0.32 63.31 ± 1.00 81.08 ± 0.32 89.97 ± 0.18

CTR-0.25 V 81.21 ± 0.17 63.28 ± 1.05 81.21 ± 0.17 90.01 ± 0.10

T 81.31 ± 0.41 63.69 ± 0.92 81.31 ± 0.41 90.10 ± 0.22

TVE-1 V 81.39 ± 0.22 63.92 ± 1.17 81.39 ± 0.22 90.11 ± 0.12

T 81.26 ± 0.29 63.82 ± 0.75 81.26 ± 0.29 90.07 ± 0.16

during linear probing), while MAE is not as performant as CTR during full fine-tuning. Moreover,
these gains come despite a conceptual mismatch—TVE was optimized for next-state prediction on
dimension tables, whereas the downstream tasks operate on fact-table rows. Regardless of evaluation
setting, TVE consistently performs well across different evaluation settings.

C.8 Performance Sensitivity Across Splits and Tasks

To further assess model robustness, Fig. 8 presents additional scatterplots
for three more tasks, namely rel-amazon/item-churn-least50-spending,
rel-amazon/item-churn-least100-spending, and rel-hm/user-churn-top50-spending,
with the purpose of complementing the results reported in Fig. 6. Across all three tasks, TVE
achieves higher validation and test scores with consistently smaller average distances to the centroid,
whereas traditional SSL methods suffer from recency bias, where they exhibit inflated validation
performance but degraded test results (e.g. rel-hm/user-churn-top50-spending). These
findings underscore TVE’s stability to hyperparameter choices and the last linear head’s weight
initialization.

C.9 Complexity Analysis

In this section, we present complexity analysis on task vector construction and provide comparison
of pre-training runtimes between our proposed approach and the baseline SSL methods.

C.9.1 Task Vector Construction

First, we provide formal worst-case time complexity of task vector construction, and then provide
empirical analysis of task vector construction on rel-amazon and rel-hm via elapsed time and peak
memory usages.

Remark C.1. Let the number of rows per table be O(N), the number of timestamps be T , the
branching factor of relational entity graph (the input graph for learning) be b, the number of
aggregation functions be r, the branching factor of schema graph (the blueprint of the Relational
Database) be p, and the number of hops for generating the task vector be k. Then, the time complexity
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of task vector construction is

TTVE = O(rNTpkbk).

Proof. We would like to compute the computational cost at each step for constructing the task vector.
First, we compute the cost taken for a single path from the schema graph perspective (Step 1 - 3),
and then sum up to get the final cost (Step 4). Remember that for every schema graph path, there are
many paths fall under the same schema graph path since schema graph is just a blueprint of the input
graph.

Step 1. Joining with the time table, which is a necessary step regardless of pre-training paradigm,
costs O(NT ).

Step 2. Next, every join causes each row to fan out by a factor of O(b), so the cost of joining up to u
successive times is:

O(NTb+NTb2 + ...+NTbu) = O(NT

u∑
i=1

bi).

For b > 1, the geometric sum is scaled on the order of bu:

u∑
i=1

bi =
bu+1 − b

b− 1
≈ bu+1

b− 1
=

b

b− 1
bu = Θ(bu).

Therefore, the total cost of for joining up to length u is O(NTbu).

Step 3. One aggregation of r functions over the joined rows costs O(rNTbu), so every path (from
the schema graph perspective) cost O(NTbu + rNTbu) = O(rNTbu).

Step 4. There are O(pu) paths of length u from the schema graph perspective, summing the cost:

TTVE =

k∑
u=1

[pu ×O(rNTbu)] = O

(
rNT

k∑
u=1

(pb)u

)
= O(rNTpkbk)

Therefore, the cost blows up exponentially in k through both pk and bk, with linear dependence on r,
N , and T . In practice, branching factor of the schema graph p is typically small, and the schema graph
is small, leading to small k. Furthermore, a path is only meaningful if it contains at least one fact
table (the table containing timestamps), so that we can construct the predictive pre-training objective.
Finally, this operation is only done once, and is not involved during pre-training optimization.

To demonstrate our point, we would like to report the time and peak memory usage for constructing
task vector across datasets in Table 10. As we can see from the table, this operation is feasible even
with large-scale databases, where rel-amazon and rel-hm contain approximately 24M and 33M
rows, respectively. For our experiments, the maximum hop is 2, while the possible aggregation
functions include MEAN, MIN, MAX, SUM, COUNT, and STDDEV for numerical values, and MODE, COUNT,
and COUNT DISTINCT for categorical values. In industry scenario, such cost is expendable.

C.9.2 Pre-training Runtimes

We present an empirical comparison of per-batch pre-training runtimes (batch size = 512) for all SSL
methods. Using a shared RDL backbone, we measure the wall-clock time for a single training step,
averaged over 100 runs per model. As shown in Table 11, TVE achieves the lowest overhead, since it
computes losses to approximate task vectors only for root-table entities. In contrast, MAE and CTR
must compute losses for all nodes in the sampled subgraphs, and CTR incurs additional cost from its
double forward passes and pairwise distance calculations.
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Table 10: Elapsed time and peak memory usage for different datasets given root tables.
Model rel-amazon/item rel-amazon/user rel-hm/item rel-hm/user

TVE-1 64.59 seconds / 39.98 GB 90.17 seconds / 40.07 GB 19.38 seconds / 4.62 GB 11.74 seconds / 19.85 GB
TVE-2 382.75 seconds / 40.03 GB 652.85 seconds / 52.67 GB 98.03 seconds / 16.15 GB 871.26 seconds / 148.19 GB

Table 11: Time complexity of different SSL methods for every step in seconds.

Dataset Root Table Model

MAE CTR TVE-1 TVE-2

rel-amazon user 0.0554 ± 0.0071 0.0587 ± 0.0088 0.0445 ± 0.0102 0.0432 ± 0.0165
item 0.0583 ± 0.0065 0.0663 ± 0.0059 0.0440 ± 0.0089 0.0478 ± 0.0101

rel-hm user 0.0610 ± 0.0115 0.0615 ± 0.0062 0.0504 ± 0.0288 0.0466 ± 0.0053
item 0.0814 ± 0.0075 0.3110 ± 0.0552 0.0609 ± 0.0166 0.0571 ± 0.0038

D Further Discussions

D.1 On Designing Better Approximation of Sufficient Statistics

Designing richer approximations of sufficient statistics is indeed a vital and challenging direction.
For example, beyond fixed aggregators like task vectors, we can employ a small neural “set encoder”
(e.g., DeepSets [58] or transformer-based pooling) that learns to compress each next-window set into
a vector. This approach can, in principle, capture all information in the set without hand-crafting
statistics. However, training two networks—one to encode the set and one to predict the label—
introduces instability. For instance, a GAN-style formulation (where the encoder acts as a generator
and the predictor as a discriminator) risks mode collapse, mapping diverse inputs to the same latent
code. Therefore, designing a sophisticated loss function to avoid mode collapse is a challenge for this
strategy.

Our current task-vector objective optimizes only one encoder for input graph, which makes training
stable and efficient. Despite being simpler, these vectors capture key moments of the distribution and
are not susceptible to GAN-style collapse. They provide a reliable surrogate that practitioners can
use immediately, while leaving more complex, learnable summaries to future work.

D.2 Sufficiency of Simple Statistics

Computing minimal sufficient representations has long been a grand challenge. Because direct
evaluation of mutual information is often intractable, Alemi et al. [6] instead optimize a tractable
lower bound, while Belghazi et al. [11] turn to neural estimators to approximate mutual information
directly.

Given the above challenges of sufficient statistics approximation, we would like to provide comple-
mentary arguments showing why—and under what conditions—simple statistics can suffice, and how
we mitigate the information loss when compared with sufficient statistics in practice.

Statistical sufficiency in common distributions. In many distributions, a small collection of
aggregators is provably sufficient. Notable examples include:

• The sum of samples is sufficient for exponential, Poisson, and Bernoulli distributions.
• The max is sufficient for a uniform distribution over a bounded interval.
• The mean is sufficient for a normal distribution with known variance.

Whenever the underlying dynamics match one of these canonical families, no information is lost by
reducing the full set of observations to the corresponding statistic.

Enriching the task vector to minimize loss. Real-world label-derivation queries often depend
on different columns, thus leading to potential different distributions. To guard against this, we
augment our task vectors with as many simple statistics—include MEAN, MIN, MAX, SUM, COUNT, and
STDDEV for numerical values, and MODE, COUNT, and COUNT DISTINCT for categorical values. This
“overcomplete” summary ensures that, even if some statistics are redundant, we capture a broader
range of moment and order information, thereby shrinking the worst-case information gap.
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Figure 8: Additional Results for Validation vs. Test scatter plots for low-data node classification tasks
across varying learning rates. Distances to centroid (denoted ✩) are used to measure performance
variance.

Set-theoretic recovery and downstream expressivity. From a set-theoretic standpoint, certain
combinations of simple statistics can perfectly reconstruct small multisets. For instance, if exactly
three purchases occur in the prediction window, then the triplet {MIN, MAX, SUM} uniquely determines
the multiset. More generally, accurate pre-training on these statistics helps the model learn an
implicit approximation of the original value-set, which in turn improves its ability to approximate
any downstream labeling function—since most such functions operate on those same sets (cf. Eq. 3).

Empirical validation in tabular domains. Prior work on Deep Feature Synthesis (DFS) [34]
demonstrates that stacking joins with simple aggregations often matches more expressive graph-based
architectures on many benchmarks [51, 53]. While DFS features incur theoretical information loss
relative to a full relational graph encoding, their competitive accuracy shows that richly engineered
statistics can suffice in practice. Our investigation is orthogonal: we systematically characterize
all node-level SQL-generated labels as set functions and show how a task-vector approach can act
as surrogate representation for next-window sets. Additionally, our task vector includes similar
aggregators to that of DFS.

Together, these points explain why simple statistics are not only theoretically grounded but also
practically powerful—and how we effectively minimize any information loss.
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