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Abstract

Linguistic steganalysis (LS) tasks aim to de-
tect whether a text contains secret informa-
tion. Existing LS methods focus on the deep-
learning model design and they achieve excel-
lent results in ideal data. However, they over-
look the unique user characteristics, leading to
weak performance in social networks. And a
few stegos here that further complicate detec-
tion. We propose the UP4LS, a framework
with the User Profile for enhancing LS in re-
alistic scenarios. Three kinds of user attributes
like writing habits are explored to build the
profile. For each attribute, the specific feature
extraction module is designed. The extracted
features are mapped to high-dimensional user
features via the deep-learning model of the
method to be improved. The content feature
is extracted by the language model. Then user
and content features are integrated. Existing
methods can improve LS results by adding
the UP4LS framework without changing their
deep-learning models. Experiments show that
UPALS can significantly enhance the perfor-
mance of LS-task baselines in realistic scenar-
ios, with the overall Acc increased by 25%, F1
increased by 51%, and SOTA results. The im-
provement is especially pronounced in fewer
stegos. Additionally, UP4LS also sets the
stage for the related-task SOTA methods to ef-
ficient LS.

1 Introduction

Linguistic steganography is an information conceal-
ment technique that involves embedding secrets
within texts and transmitting these texts through
an open channel (Zhang et al., 2021). Only autho-
rized recipients can perceive the existence of the
stegos and extract secrets. This technology leads to
slight differences in distributions compared to “cov-
ers” (natural texts) (Yang et al., 2019a)(Zhou et al.,
2021). Linguistic steganalysis (LS) tasks aim to
extract such slight differences to determine whether

texts are “stegos” (texts generated by steganogra-
phy). Two types of LS have been proposed: man-
ual construction (Xiang et al., 2014) and automatic
extraction (Wen et al., 2022)(Wang et al., 2023a).
The former focuses on the development of effec-
tive manual features, such as word associations
(Taskiran et al., 2006), which are interpretable and
targeted for extraction. These features are specifi-
cally extracted to capture the differences between
covers and stegos, and it has good results on the
specific LS tasks. The latter employs deep-learning
models to extract high-dimensional features. These
features have a robust capacity to quantify stegano-
graphic embedding, resulting in superior perfor-
mance on the broad LS tasks. Therefore, in recent
years researchers have focused on this type of LS.

Recent LS work has been proposed with novel
motivations. To improve the performance of ideal
stegos, Zou et al. (Zou et al., 2021) extracted global
features and captured the critical part among them,
greatly improving the performance. To effectively
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Figure 1: Detection results of LS methods in datasets
with various ratios (cover:stego). The box plot depicts
the overall performance on 10 user data, as introduced
in Section 4.1. In each box, the hollow squares are the
average value in 10 values, as marked by the labels.



detect stegos in few-shot scenarios, Wang et al.
(Wang et al., 2023a) and Wen et al. (Wen et al.,
2022) designed methods to achieve excellent per-
formance. Due to the different domains, ordinary
methods find it difficult to detect stego in cross-
domain data. Xue et al. (Xue et al., 2022b) and
Wang et al. (Wang et al., 2023b) successively pro-
posed cross-domain LS based on domain adapta-
tion and reinforcement learning, and achieved ex-
cellent performance on cross-domain datasets.

Social networks are regarded as one of the pri-
mary channels for transmitting stegos. Due to their
convenience and diverse applications, they have
gained immense popularity, hence the demand for
LS within this environment has surged. To eval-
uate the detection effectiveness of existing LS in
social networks, we utilize six prevailing LS meth-
ods: FETS (Yang et al., 2019b), TS-CSW (Yang
et al., 2020b), RLS-DTS (Wang et al., 2023b), Zou
(Zou et al., 2021), SSLS (Xu et al., 2022), and LS-
FLS (Wang et al., 2023a). The datasets consist of
covers posted by Twitter users and stegos gener-
ated by the ADG (Adaptive Dynamic Grouping)
algorithm (Zhang et al., 2021). This algorithm is
known for its strong concealment capabilities in
both theory and practice. To simulate the real so-
cial network as much as possible, the quantity of
stego is smaller than that of cover. We varied the
ratios of cover:stego from 50:1 to 500:1 in the train-
ing sets, while ensuring a uniform ratio of 1:1 in the
testing sets. Further details about the experimental
settings can be found in Section 4.1. Figure 1 il-
lustrates the detection performance of existing LS
methods in datasets with various ratios.

The results in Figure 1 show that the perfor-
mance of the existing methods has insufficient per-
formance for a small number of stego in social net-
work scenarios, and the performance drops notably
as the ratio increases. This phenomenon is because
social network posts exhibit unique user character-
istics influenced by various user attributes, result-
ing in strong user personalization. These user char-
acteristics are difficult to imitate in stegos. How-
ever, existing LS methods ignore users’ personal-
ized characteristics, resulting in limited effective
detection in social networks. Moreover, compared
to the vast quantity of covers in social networks,
the quantity of stegos is exceedingly small, which
poses a substantial challenge for detection.

In this work, we propose the UP4LS, a novel
framework with the User Profile for enhancing the
LS performance of existing methods. UPALS lever-

ages the potential user attributes reflected in post,
thereby creating user profiles. Then we designed
a targeted feature extraction module for each user
attribute, and the extracted features will be mapped
to high-dimensional user features. The content
feature is also extracted. It guides and learns by
user features, and the two types of features are con-
catenated, further improving feature representation.
UPALS increases sensitivity to stegos during train-
ing. To facilitate the transplantation of existing
methods, the deep-learning model in existing meth-
ods are retained. The remaining components are
modified according to UP4LS, which can be used
for steganalysis in social networks. Experiments
show that UP4LS not only improves the perfor-
mances of prevailing LS-task baselines, but also
provides a platform for related-task SOTA methods
to conduct effective LS.
Our main contributions are outlined below.

* To improve LS in social networks, UP4LS
innovatively built the user profile for LS. The
attributes of the user profile are derived from
posts, and they are habits, psychology, and
focus. Specific feature extraction is designed
for every user attribute to extract user features.

* To improve feature representation, we employ
the attention mechanism to guide the learning
of content features by user features. Then they
are concatenated to obtain the LS feature.

* To evaluate UP4LS performance, we collect
posts from multiple users and generate ste-
gos with various ratios. Results show that
UPALS not only improves the performance of
LS-task baselines but also opens new avenues
for related-task SOTA methods on LS tasks.

2 Related Work

Generative linguistic steganography. Linguis-
tic steganography aims to automatically generate
stego texts that have secret information (Yang et al.,
2019a). Fang et al. (Fang et al., 2017) construct
a linguistic steganography system, which is capa-
ble of generating high-quality stegos. Yang et al.
(Yang et al., 2019a) design two text-coding meth-
ods based on conditional probability distributions
to generate stegos. Zhang et al. (Zhang et al., 2021)
establish a dynamic encoding method for embed-
ding secret information, which adaptively and dy-
namically groups tokens and embeds them using
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Figure 2: The overall architecture of UP4LS. UP4LS consists of two modules: “User Profile Construction” and
“Feature Extraction & Fusion”. “(b) Existing Methods” provides the overall architecture of existing methods.
UPALS takes in texts as input, a mixture of covers and stegos. This user profile is divided into three types of user
attributes: “Habit”, “Psychology”, and “Focus”. To enhance the performance of existing methods, they only need
to retain the “Encoder” component, and the rest is modified according to UP4LS.

the probabilistic recurrence given by the language
model. Wang et al. (Wang et al., 2024) propose the
LLsM, which is the steganography work based on
open-source and closed-source LLMs.

Linguistic steganalysis. To prevent criminals
from using generative linguistic steganography to
transmit secret information, LS has been devel-
oping in recent years. LS can effectively detect
generative stego texts, which are confirmed by a
series of representative works. Because a single
LSTM module makes it difficult to extract enough
low-level features, Yang et al. (Yang et al., 2020a)
present a method to densely connect LSTM based
on feature pyramids. Wu et al. (Wu et al., 2021) ap-
ply GNN for LS. This method transforms text into a
directed graph that has relevant information. Yang
et al. (Yang et al., 2022) design a novel framework
to keep and make full use of the syntactic struc-
ture by integrating semantic and syntactic features
of the texts. Xue et al. (Xue et al., 2022b)(Xue
et al., 2022a) devote to a domain-adaptive steganal-
ysis method and an alternative hierarchical mutual-
learning LS framework. These methods separately
resolve the problem that the scale of the model is
too large and the problem that performance is low
due to domain mismatch.

Table 1 shows the overview of LS works. It
involves whether BERT-based, the architecture,
whether the covers come from social users, and
if the quantity of cover and stego is unbalanced.

3 Methodology
3.1 UP4LS Overall

Under the existing ideal experimental environ-
ments, almost all LS methods are focused on cap-
turing content features like semantics and grammar

Table 1: The overview of LS works.

References BERT Architecture From users Unbalanced
(Yang et al., 2019b) X FCN X X
(Yang et al., 2019¢) X RNN X X
(Yang et al., 2020a) X LST™M X X

(Wu et al., 2021) X GNN X X
(Zou et al., 2021) v LSTM X X
(Xu et al., 2022) v GRU, CNN X X
(Xue et al., 2022b) v CNN X X
(Wen et al., 2022) v LSTM X X
(Yang et al., 2022) v/ GAT X X
(Wang et al., 2023b) X Actor-Critic X X
(Xu et al., 2023) X  GRU,CNN X X
(Wang et al., 2023a) v BNN X v
UPA4LS (Ours) v/ User Profile v v

(Yang et al., 2020b)(Xu et al., 2022)(Peng et al.,
2023). However, these methods usually overlook
the subjective aspects of human expression in writ-
ing. As a result, the LS effectiveness tends to be
suboptimal when applied to social networks. There-
fore, we propose the UPALS framework, which im-
proves the performance of existing methods for LS
in social networks. Figure 2 illustrates the overall
architecture of UPALS.

3.2 User Profile Construction

User Profile for LS. From a macro perspective,
the construction of the general user profile can ef-
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Figure 3: The specific user profile for LS.
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Figure 4: Distribution of covers and stegos in user feature space extracted by UP4LS. Taking 4 users as examples,
their usernames are presented in the upper left corner. For more details about the user datasets in Section 4.1.
We use t-SNE (L, 2014) to visualize the user features of texts. The green and orange marks represent the feature
distribution of covers and stegos. Each subfigure contains three small figures, which are the feature distribution of
“Habit”, “Psychology”, and “Focus”. These user features in this figure are not backpropagated, they are directly
extracted in one go. This figure serves to show the rationality and effectiveness of user features for LS tasks.

fectively improve decision-making effects by an-
alyzing user characteristics and behaviors (Mehta
et al., 2022)(Cai et al., 2023). Currently, there is
no steganography that can combine content and
user behavior (Li et al., 2022) for information hid-
ing. So we focus on the content of user posts itself.
Figure 3 illustrates the user profile for LS.

Habit. It involves “information density”, “edit-
ing style”, “text richness”, and “text complexity”.
Users exhibit a unique writing style within their
posts. This uniqueness often stems from the user’s
growth background, cultural upbringing, and life
experience. Each user’s distinctive upbringing adds

personalization to the expression.

Psychology. It involves ‘“subjectivity”, ‘“emo-
tion”, and “exaggeration”. Subjectivity in a post
can reveal a user’s opinion tendencies. Some users
may display strong subjectivity when expressing
their opinions, while some users may prioritize
objective facts. The degree of exaggeration em-
bodied in a post can reveal a user’s specific style.
Analyzing psychology helps obtain personalized
characteristics such as long-term and short-term
emotional dispositions.

Focus. It involves “topics of posts” and “discus-
sions on topics”. Users’ areas of focus often reflect
their knowledge and interests. This selective focus
can indicate their social role, professional back-
ground, or current life stage.

3.3 Feature Extraction & Fusion

User Features for LS. Current steganography
struggles to imitate user characteristics, which re-
sults in differences between covers and stegos in
this dimension. Capturing these differences and
extracting such features can improve LS.

To better capture these differences, we designed
a feature extraction module for each user attribute
within the user profile. These modules include
“Habit Extraction”, “Psychology Extraction”, and
“Focus Extraction”. Figure 4 illustrates the distribu-
tion of covers and stegos in user feature space, and
this figure explains that user features are reasonable
and effective for LS tasks.

Habit Extraction. This is the first module for
these extraction modules. It aims to capture various
aspects of writing habits, encompassing factors
like “Information density”, “Editing style”, “Text
richness”, and “Text complexity”. Users usually
reflect their underlying writing habits when editing
posts, and it is difficult for existing steganography
to completely imitate these habits.

“Information density” is captured by analyzing
the scale and distribution of nouns, pronouns, and
verbs within the text.

“Editing style” is determined by examining the
scale and distribution of function words (Yoshimi
et al., 2023)(Liang et al., 2023)(Ro6nnqvist et al.,
2022), such as prepositions, determiners, and coor-
dinating conjunctions.

“Text richness” is evaluated by capturing the



scale and distribution of adjectives and adverbs. To
perform this analysis, NLTK! is used for part-of-
speech tagging, enabling us to count the scale and
distribution of various words based on the tagging.

“Text complexity” is quantified by calculating
sentence length, word length, and scale and dis-
tribution of symbols. Typically, spoken texts ex-
hibit simplified grammar, shorter sentences, and
shorter word lengths. Increased usage of punc-
tuation marks within a sentence indicates more
pauses, leading to a higher degree of fragmenta-
tion and a stronger oral language nature. Con-
versely, a more pronounced written style features
a reduced frequency of punctuation marks, there
is ffrag = 1/count(punc),punc = {,.;?!---}.
Figure 5 illustrates the working principle of the
“Habit Extraction”.
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Figure 5: The working principle of the “Habit Extrac-
tion”. The input of this module is text, and the out-
put is extracted features about the dimension of “Infor-

mation density”, “Editing style”, “Text richness”, and

“Text complexity”.

Psychology Extraction. It is the second module
for these extraction modules. To analyze “Subjec-
tivity” and “Emotion”, TextBlob? library is em-
ployed to provide a set of APIs that simplify com-
mon text analysis tasks. In recent years, TextBlob
has gained significant attention for its outstanding
performance in sentiment analysis (Mirzaei et al.,
2023)(Otieno et al., 2023). During emotional cal-
culations, TextBlob uses a dictionary that encom-
passes parameters like “polarity”, “subjectivity”,
and “intensity”. Given a text input, it returns a
named tuple representing sentiment and subjectiv-
ity as “(polarity, subjectivity)”. The formulas are
shown below.

K
> (=0.5)" X Si_adverd X Spunc

Emotion = =2 yoqi— . (D

"https://www.nltk.org/
Zhttps://textblob.readthedocs.io/en/dev/

Si_advers = max(—1, min(S; X Saqvers, 1)), (2)
K
Subjectivity = max(0, min(z S5 X Staverss 1)), (3)
where, K is the number Of words related to
emotional polarity and subjectivity in the text.
Si_adverbs Spunc, and Semoticon represent the emo-
tional value of adverbs, punctuation, and expres-
sions of various degrees. S and S’ , . represent
the subjective value of the current emotional word
and emotional adverb. n represents the number of
negative words related to the current emotional vo-
cabulary. The “Exaggeration” features are captured
by analyzing the frequency of interjections.
Consider that users may have different habits
when expressing emotions, resulting in varying de-
grees of exaggeration in text. The interjection is
a significant feature (Dingemanse and Liesenfeld,
2022)(Cathcart et al., 2003). We define interjec-
tions as words that are longer than four letters but
have fewer than half the number of unique letters
in total length. The formula is shown below.

0, else

Jeaag = { oy len(t) > dfee(t]) > et @

where, c(+) is the count, and ¢ is the repeated char-
acter t;.

Focus Extraction. It is the last module for these
extraction modules. We employ Latent Dirichlet
Allocation (LDA) (Zhang et al., 2022) to analyze
the “topics of posts”. Given a collection of doc-
ument D = {Dy, Ds,---,D;} and a predefined
number of topics, denoted as k.

In social networks, users often include hyper-
links when “discussing on topics”. These hyper-
links, typically consisting of irregular character
strings, are unlikely to be present in the vocab.
Stego is generated based on the vocab, the proba-
bility of a hyperlink appearing in it is very low.

Encoder. Existing LS methods focus on the de-
sign of “Encoder”, such as LSTM-based (Zou et al.,
2021) and CNN-based (Xu et al., 2022). They
achieved excellent detection performance in ideal
data. To improve their detection performance in so-
cial network scenarios, in UP4LS, their respective
Encoder architectures will be retained, and other
modules can be modified to the UP4LS design to
improve their performance in this realistic scenario.

Content Features. BERT (Devlin et al., 2018) is
employed to extract content feature. It is not this
paper’s focus, so we do not introduce it in detail.



Feature Fusion. Since user features F), ., and
Foontent are not the same dimension, direct con-
catenating may result in insufficient performance.
We use the mutual attention to interact with them.
The attention matrix Attn is obtained. UP4LS then
concatenates Attn and Fopten:s to get the final LS
features F'. The formulas are shown below.

F = Concat(Attn, Feoptent), &)
Q x KT _ Fluser X FcontentT

\/@ V chontent 7

where, dr., ,.., 1S the dimension of Fioptent and T
is the transpose operation.

Attn =

(6)

3.4 Training

During the training phase, we optimizes commonly
used cross-entropy loss of LS work, making train-
ing more focused on stego samples. The formulas
of the loss functions are shown below.

Ly, =— oy [(1 — pt)wrl log(1 — p¢)

7
+ pe(1 — pr)7 log(pt)] @

where, v is the adjustment factor, p; is the proba-
bility, and oy is the loss weight of the stego.

4 Experiments

To ensure fairness and reliability in comparisons
between methods, each experiment was repeated 5
times for every dataset, and the results were aver-
aged to provide the results. Experiments are run on
the NVIDIA GeForce RTX 3090 GPU.

4.1 Settings

Dataset. We constructed datasets with four ratios
of cover:stego. The ratios are 50:1, 100:1, 200:1,
and 500:1 in the training sets. The ratio is 1:1
in testing sets. Datasets are divided into training,
validation, and testing sets of 6:2:2. In each dataset,
covers come from posts by 10 users. Stegos are
generated by the high-performance steganography
ADG (Zhang et al., 2021). ADG security has been
analyzed through proof and practice. Table 2 shows
the specific information of the dataset.

Baselines. The baselines consist of two parts,
that is LS-task and related-task baselines.
The LS-task baselines include:
non-BERT-based: 1. FETS (zeespry (Yang
et al., 2019b), which has shown superior perfor-
mance compared to manual constructive methods,

Table 2: The specific information of the datasets. (Take
the num of stegos as 200:1 as an example. “ER” repre-
sents the embedding rate of the stegos)

No. Name Training Testing
covers stegos covers stegos

Ul  ArianaGrande 2,325 11 580 3.88
U2 BarackObama 2,291 11 572 4.20
U3  BritneySpears 2,194 10 548 5.06
U4 Cristiano 1,940 9 485 4.54
U5 Ddlovato 1,703 8 425 4.78
U6  JimmyFallon 2455 12 613 391
U7  Justinbieber 1,660 8 414 4.12
U8 KimKardashian 2,351 11 587 4.85
U9 Ladygaga 1,840 9 459 5.18
U10 Selenagomez 2,243 11 560 4.39

and 2. TS_RNN (IEEE SPL) (Yang et al., 2019c¢),
which exhibits excellent performance on multiple
ideal datasets. BERT-based: 3. Zou wpw) (Zou
et al., 2021), which achieved high performance, 4.
SSLS &gk spry (Xu et al., 2022), which displays
remarkable performance on mixed sample sets, and
5. LSFLS (IEEE TIFS) (Wang et al., 20238_), which
achieves SOTA performance in the few-shot data.

The related-task baselines include:

Fine-grained emotion classification tasks: 6. Hy-
PEmo (4cr) (Chen et al., 2023), which employs hy-
perbolic space to capture hierarchical structures. It
performs SOTA when the label structure is complex
or the relationship between classes is ambiguous.
Hierarchical text classification tasks: 7. HiTIN
acry (Zhu et al., 2023), which uses a tree isomor-
phism network to encode the label hierarchy. It
performs well in large-scale hierarchical tasks.

Given these methods’ widely recognized perfor-
mance on specific tasks.

Hyperparameters. UPALS uses the “Bert-base-
cased” model. y is 5, the topic number of the LDA
is 2. The detailed hyperparameter settings of the
“Encoder” can be found in the corresponding papers.
Adam (Kingma and Ba, 2014) is employed with an
initial learning rate of Se-5.

Evaluation metrics. Accuracy (Acc) and the F1
score are used to evaluate the models’ performance.

TP + TN
TP + FP + TN + FN’ (8)
F1 =2 x (P x R)/(P+R),

where, TP, FP, TN, and FN are the quantity of true
positive, false positive, true negative, and false neg-
ative examples. P and R are precision and recall.

Acc =




Table 3: Overall comparison of the original LS-task baselines (Original) and with UP4LS (+UP4LS) in the distinct
datasets. “aiyp ()" represents “Averagesandard Deviation (AAce) - A is +UPALS — Original, indicated by Red value.
Bold value represents the best performance. The Unit is %. The complete data are shown in Table 7 to Table 10 in

Appendix A.
LS-task (%) N 50:1 N 100:1 N 200:1 N 500:1
Original +UP4LS Original +UP4LS Original +UP4LS Original +UP4LS
FETS Acc 50.194£0.20 95.5913.12 (145.40) 50.01£0.04 93081425 (+43.07) 50.0110.04 88.811552 (138.80) 50.01 1004 82.751727 (13274
F1 0.734+078 95.354366 (19462 0.05+0.15 92.56450 (19251 0.05+0.15 86.961547 (136.01) 0.05+015 78.3641133 (17831
TS RNN Acc 50.1140.15 96.76-15 00 (146.65) 50.05+0.07 93.30+4.10 (143.25) 50.0210.04 88.664467 (138.64) 50.01£004 83.27 4597 (133.26)
- F1 0441061 96.671511 (19623) 0204027 92.88446 (192.68) 0.08+0.18 86.891623 (136581) 0.05+015 79.60+0970 (17955
Acc90.01 458 95.954579 (1504) 80.99+772 93.914371 (112.92) 72.61 1861 89.441405(116.83) 56.6747.97 83.93 1535 (12726
F1 88.461804 95.7943.15(17.33) 75:47+12.46 93.16 1 4.46 (117.69) 60.224 19,63 87.88 1635 (127.66) 20.71 12254 80.48 536 (150.77)
SSLS Acc 90.07+577 96.37 1267 (16.30) 82.59+848 93.61 1366 (111.02) 72.60+13.18 89.26-1474 (116.60) 56.19+580 84.22.14 58 (128.03)
F1 88.5517.86 96.24 1291 (17.69) 77-724+13.38 93-23 1420 (115.51) 57.90 12853 87.81 1633 (120.01) 20.53 £ 1643 81.4646.10 (160.93)
LSFLS Acc93.941580 96.43.15 358 (12.49) 83.584692 93.284 425 (19.70) 74.85+8.56 89911526 (115.06) 39.104580 82.78 1660 (123.68)
F1 93.4813.17 96.301 267 (12.582) 79-5541029 92.77 1500 (113.22) 64.83 11554 88.43 1685 (123.60) 29. 11 £ 1676 78.4849.95 (149.37)
AVg. Acc N/A 96.22:‘:2'53 N/A 93.44:{:3‘95 N/A 89.22:{:4‘92 N/A 83.39:{:540
(+UP4LS) F1 N/A 96.07 1284 N/A 92921467 N/A 87.5916.66 N/A 79.6817.97

Avg. (A)

Acc: 12136 1 F1: 141.74  Acc: 123.99 Il F1: 14632 Acc: 125.19 11 F1: 1 50.98

Acc: 128.99 1| F1: 1 65.59

4.2 Comparison experiments
4.2.1 LS-task baselines

UP4LS ]
_50:1 (Std) |

SSLS
150:1 (Acc)

( Zou LSFLS

1500:1 (Acc)

500:1 (Std) |

Figure 6: Comparison between the original BERT-
based LS-task baselines and with UP4LS. For clarity,
the UP4LS performance is shown here as the average of
these baselines with UP4LS (“Avg.(+UP4LS)” in Table
3). The lower the Std of F1, the more stable the perfor-
mance on different data. The scale on the right half is
opposite to that on the left half. The larger the overall
presentation area, the better the performance.

Table 3 shows the comparison between the orig-
inal LS-task baselines and with UP4LS. We use
the Acc value and F1 Std (standard deviation) of
BERT-based LS baselines in Table 3 to make Fig-
ure 6. Figure 6 shows the performance in different

aspects. Since the non-BERT-based baselines have
lower Acc and F1 (Yang et al., 2019b)(Yang et al.,
2019c), they are not shown in Figure 6.

The results of Figure 6 and Table 3 show that:

* UPA4LS can improve the performance of the
LS-task baselines. The Acc and F1 improve-
ment reached 28.99% and 65.59% in 500:1.

* The improvement increases with the increase
of the ratio. In the datasets with extremely
large ratios (cover:stego=500:1), the improve-
ment is the most. The reason is that UP4LS
captures user features. This shows that the
advantage of UPALS is that there are few
stego, which are difficult to detect with ex-
isting methods. It can effectively capture the
distributions in the few stego.

» UP4LS performs more stably on different user
datasets. The standard deviation of the origi-
nal BERT-based baselines is higher after using
the UP4LS proposed.

4.2.2 Related-task baselines

Table 4 shows the comparison between the original
related-task baselines and with UP4LS. We use the
Acc and F1 value in Table 4 to make Figure 7.

The results of Figure 7 and Table 4 show that:
UPALS can also help the related-task baselines per-
form LS in various data, and the degree of improve-
ment increases with the increase of ratio.



Table 4: Overall comparison of the original related-
task baselines (Original) and with UPALS (+UP4LS)
in the distinct datasets. The meaning of “aty ), A,
and Bold are the same as Table 3. The Unit is %. The
complete data are shown in Table 11 in Appendix A.

HiTIN (Zhu et al., 2023)
Original +UP4LS

Related-task HypEmo (Chen et al., 2023)
(%) Original +UP4LS

Acc 91.08123 95.871288(1479) 87.204509 95.97 1232 (1577)

50:1
F1 90154280 95.701321 (1555 85.3447.77 95.824246 (11048
100:1 Acc 82.69159; 92.84 1446 (110.15 76.40413.9692.67 1456 (116.27)
F1 78701546 92.241508 (113.54) 65.39+£24.90691.89 1582 (+26.50)
200:1 Acc 73.0546.10 88.11 1494 (115.06) 70.90414.8089.04 1486 (118.14)
F1  62.26.411.40 86.59+576 (124.33) 53.22+31.4387.00-7.06 (133.78)
500:1 Acc 54981391 81.841736 (12686 52.30+1.72 82914521 (130,61
F1  17.35412.1678.55£1083 (161200 9-97 1966 80.89-+6.17(170.92)
100
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Figure 7: Comparison between the original related-
task baselines and with UP4LS. For clarity, the UP4LS’
performance is shown here as the average of these base-
lines with UP4LS in Table 4. The vertical axis is per-
formance. The complete data are shown in Table 11 in
Appendix A.

All comparison experiments used “T” and
“Mann—Whitney U” test, and the results are shown
in Table 14 in Appendix A. The results are all lower
than 0.05, which is incompatible with the null hy-
pothesis. It shows that the results are statistically
significant.

4.3 Ablation experiment

As the main contributions of this paper, we ex-
plored the effect of “user features” and “attention
fusion”, and we conducted this experiment.

User features. we compare the performance of
content features with that of “user+content” fea-
tures. Table 5 shows the comparison without and
with user features.

The results of Table 5 show that: As the ratio
increases, the degree of improvement shows an
increasing trend. This is attributed to user features
reflecting the user’s style to a certain extent. Even
with a few quantity of stegos, more comprehensive

Table 5: Ablation experiment of the user features. The
complete data are shown in Table 12 in Appendix A.

User features (%) Content Content+User

Acc 91 ~34i4.49

96.224253 (1 4.88)

12 Fl1 90.17 4598 96.07 1284 (+ 5.90)
100:1 Acc 8238173  93.44.1395 (1 11.06)
) F1 T7.5841147 9292446711534
200:1 Acc 73381961  89.221402(11584)
' F1 60.98+1977  87.59+6.66 (1 26.61)
500:1 Acc 57324554 83.394540 (1 26.07)
’ F1 234541574 79.68-+£7.97 (1 56.23)
Avg. (A) Acc: 171446 1II F1:126.02

user features can be captured. Therefore, the user
feature has a stable performance.

Attention fusion. We compare the impact of us-
ing mutual attention mechanism to guide feature
fusion and simple concatenating on detection per-
formance, as shown in Table 6.

Table 6: Ablation experiment of the attention fusion.
Take the ratio of 50:1 as an example. The complete
data are shown in Table 13 in Appendix A.

Attention fusion (%) Concat Attn
Acc 95.88i2,09 96.76:{:2‘00 (1 0.88)
F1 95.56i2.55 96.67i2_1| (T 1.11)

From the results in Table 6, it can be seen that the
attention can further enhance the feature expression
and improve the detection performance.

5 Conclusion

In this paper, we propose UP4LS, which constructs
the user profile for enhancing LS. UPALS has ex-
plored three types of user attributes and extracted
user features by the designed extraction modules.
Existing methods retain the designed deep-learning
model and add UP4LS to other parts to improve
their performance in complex realistic scenarios.
Experiments show that UP4LS can significantly
enhance the performance of LS-task and related-
task SOTA baselines in social networks. Especially
when there are very few stego samples. And the
detection stability in various data is enhanced.

In the future, we will design LS with user behav-
ior. It detects covert communications more directly.
In addition, stegos in social networks may be gener-
ated and mixed by multiple steganography. There
is little research on the detection of these stegos.
Therefore, we also research the steganography algo-
rithm rather than the stego as the detection object.



Limitations

This paper constructs the user profile and extracts
user features that are beneficial to detect stegos.
While this research improves the performance of
existing methods, it still faces certain limitations
and potential risks:

(1) Use of language model: The language
model of the text is not designed too much or uses
LLMs such as LLaMA3. This is because the design
focus of this paper is the construction of user pro-
file and the extraction of user features. If a larger
pre-trained model is used to extract content fea-
tures, it may indeed further improve the detection
capability.

(2) User profile completeness: Although we
strive to comprehensively analyze user attributes,
the given user profile may not encompass all as-
pects like user metadata. Moreover, exploring ex-
traction from other user behaviors could potentially
uncover additional attributes beneficial to LS.

(3) The broad advantage in ideal data: In
ideal data, UP4LS has potential risks in improving
performance. There are slight or even no user at-
tributes reflected in these data. User features hardly
improve the performance of these data.

Ethical Statement

This study involves collecting and analyzing pub-
licly visible Twitter user tweets to build user por-
traits, aiming to study whether the text contains
secret information. In this study, we promise:

(1) Data Collection: All collected data comes
from the publicly accessible Twitter platform and
contains only non-sensitive information. We will
not collect any information that can directly iden-
tify individuals.

(2) Data Use: The collected data will only be
used for scientific research purposes, that is, to
detect whether the text is steganographic. It will
not be used for any commercial purpose.

3 Data Protection: All data during the research
process are stored in an encrypted and protected
server and can only be accessed by authorized re-
searchers.

4 Research results: In any research results re-
leased to the public, we will not disclose any in-
formation about specific users, and ensure that the
presentation of research results will not cause any
harm or inconvenience to any user.
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Table 7: The performance of the LS-task baselines and with UPALS in 50:1 ratio. The meaning of “ai )", A,
and Bold in the Table 7 to Table 13 are the same as Table 3.

50:1 (%) Ul U2 U3 U4 us ué6 u7 ug U9 U10 AVEistd (AAce)

Original 50.09 50.00 50.27 50.52 50.47 50.00 50.24 50.26 50.00 50.00 50.194020

A
FETS c +UP4LS 95.09 9598 96.26 9691 96.24 98.12 87.20 95.06 97.28 97.ZZ ~ ,9,5',5,9353;12, (1 45.40)
Fl Original 034 0.00 1.09 204 18 000 096 1.02 0.00 0.00 0.73 1078
+UP4LS 95.12 9586 96.14 9696 96.09 98.14 8540 94.81 97.29 97.72 95.351366 (1 94.62)
Acc Original 50.00 50.52 50.00 50.10 50.12 50.08 50.00 50.09 50.11 50.09 50.11409.15
TS RNN +UP4ALS 9690 96.50 97.72 96.70 97.76 98.86 91.67 95.66 97.93 97.8§ ~ 7976.7776;72_907 (1 46.65)
- Fl Original 0.00 2.08 0.00 041 047 033 000 034 043 0.36 0.44 1061
+UP4LS 9690 96.43 97.68 96.60 97.71 98.85 9128 9551 97.90 97.81 96.6712.11 (19623
Acc Original 88.02 93.36 8540 92.06 9141 93.88 75.72 92.08 9237 95.80 90.01+55>
Zou +UP4LS 95.74 97.68 9544 97.01 97.06 98.22 8841 9583 97.17 96.96 95.95:379 (+ 5.94)
Fl Original 86.47 92.90 8291 9138 90.63 9350 68.04 9144 91.75 95.62 88.4643.04
+UP4LS 95.76 97.67 9525 97.03 97.03 98.22 87.20 9570 97.09 96.90 95.79.315 (+7.33
Acc Original 90.09 94.93 9325 8722 8894 9560 76.21 88.50 90.20 95.71 90.07 577
SSLS +UPALS  95.67 9753 9575 97.34 97.76 98.24 89.20 97.00 97.10 98.12 96.37.i167 (1630
Fl Original 89.20 94.68 92.76 8534 87.63 9539 68.78 87.08 89.13 95.53 88.551+7.36
+UP4LS 95.55 97.50 9558 97.30 97.73 98.25 8838 96.99 97.01 98.12 96.24.391 (+7.69)
Acc Original 90.28 95.72 93.12 92.27 94.35 97.88 88.89 9540 95.10 96.34 93.94 1550
LSFLS +UPALS 9440 9752 9745 9722 9647 98.09 90.34 9731 97.80 97.70 96.43.,38 (1249
Fl Original 89.18 95.53 92.56 91.68 94.01 97.84 87.80 95.18 94.85 96.21 93.48.1317
+UP4LS 9422 97.48 97.45 97.17 96.51 98.08 89.36 9730 97.76 97.68 96.30.1367 (+ 282
Table 8: The performance of the LS-task baselines and with UP4LS in 100:1 ratio.
100:1 (%) Ul U2 U3 U4 US U6 U7 U8 U9 U0 Avgisu (aaco
Acc Original 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01+0.04
FETS +UP4LS 94.19 9580 94.01 94.62 93.79 95.02 81.16 93.10 94.34 94.ZZ ~ ,9§10§§E4;25, (143.07)
Fl Original 0.00 0.00 0.00 0.00 0.00 000 048 0.00 0.00 0.00 0.05+0.15
+UPALS 94.19 95.62 93.56 9429 9336 9477 77.90 9340 9400 9449 92.56.520 (9251
Ace Original 50.00 50.17 50.00 50.10 50.00 50.00 50.12 50.00 50.00 50.09 50.05+0.07
TS RNN +UP4LS 93.10 96.24 94.18 95.88 94.71 95.32 82.00 93.78 93.46 94.2? ~ ?;;3,0?,4-}0, (14325)
- Fl Original 0.00 0.70 0.00 041 0.00 0.00 048 0.00 0.00 0.36 0.201027
+UP4LS 9295 9620 9388 9571 94.41 95.09 80.11 9342 93.01 93.98 92.88_1462 (19268
Ace Original 7543 91.70 80.02 78.76 74.35 90.78 66.43 83.05 85.62 83.75 80.994+7.72
Zou +UP4LS 93.10 96.50 94.56 95.77 94.82 9494 83.70 9540 94.46 95.§Z ~ 79:7).7971;73_7717 (1 1292)
Fl Original 67.43 9094 75.03 73.04 65.51 89.87 4945 79.59 83.21 80.60 75.47 £12.46
+UP4LS 92.69 9539 9334 9586 93.58 94.69 80.84 9534 94.16 95.68 93.16:446 (117.69)
Ace Original 79.22 91.35 80.66 76.70 87.29 93.56 66.30 75.13 86.71 88.93 82.59+3548
SSLS +UP4LS 9290 9537 93.70 95.05 94.59 95.11 83.48 95.03 95.53 95.§§ ~ ,9§L6,1§E3;“, (4 11.02)
Fl Original 73.89 90.54 76.02 69.62 8548 93.15 49.36 66.89 84.67 87.55 777241338
+UP4LS 9275 95.15 93.88 94.81 9428 9486 8122 94.80 9534 95.16 93.23.429 (11551
Acc Original 79.86 91.78 80.93 82.89 77.65 91.68 70.77 81.09 89.83 89.29 83.58 1692
LSFLS +UP4ALS 92.67 95.72 93.47 9433 9351 94.60 81.67 9540 95.58 95.§§ ~ 79737.278}74;2 1970
Fl Original 74.75 91.05 76.44 7935 71.30 90.93 58.70 76.68 88.26 88.00 79.5541029

+UP4LS 9241 9559 93.19 9398 93.02 9428 7892 9522 9545 95.63 92.771s500 (11322
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Table 9: The performance of the LS-task baselines and with UP4LS in 200:1 ratio.

200:1 (%) Ul U2 U3 U4 us [8[) u7 Us U9 ul0 AVEisid (AAce)
Ace Original 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01 40,04
FETS +UP4LS 83.88 9222 9296 8887 9129 91.19 75.02 9225 8889 91.52 88.81.s55: (13880
Fl Original  0.00 0.00 0.00 0.00 0.00 0.00 048 0.00 0.00 0.00 0.05+0.15
+UP4LS 81.58 9221 92.49 87.59 90.80 90.36 64.69 91.66 87.50 90.73 86.96.547 (1 s86.91)
Ace Original 50.00 50.09 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.0210.04
TS_RNN -~ +UPALS 8560 9432 9151 8364 8873 9127 7729 9041 8769 91.16 8866147 35064
- Fl Original 0.00 035 0.00 0.00 0.00 0.00 000 048 0.00 0.00 0.084+0.18
+UP4LS 8423 94.06 90.75 8599 86.85 90.69 7125 88.79 8596 90.30 86.891623 (8651
Ace Original 52.76 75.61 67.34 72.68 71.29 83.44 69.79 73.68 78.00 81.52 72.61 1361
Zow PUPALS 8526 9493 9224 8662 9127 9336 7814 9056 8954 9250 89bisss rem
Fl Original 10.46 67.75 5149 62.41 59.74 8020 56.72 6428 71.79 77.33 60.224 1963
+UP4LS 82.883 94.81 91.61 8428 9039 9249 73.11 89.03 88.32 91.89 87.88.63s5 (127.66)
Ace Original 55.69 79.11 64.60 73.09 71.41 88.25 5048 69.59 87.36 87.05 72.66413.138
SSLS - +UPALS 8603 9502 92.06 8837 91.60 9217 7785 8847 8943 91.61 89261474 ¢ 16.50)
Fl Original 20.68 74.38 4520 63.19 5997 86.72 191 5630 8554 85.13 579042853
+UP4LS 85.69 9492 9138 86.54 90.76 9150 71.74 86.49 88.19 90.84 87.811633 (12991
Ace Original 65.78 82.69 70.44 7227 7047 83.03 61.84 7129 85.73 85.00 74.851356
LSELS +UPALS 8230 95.10 93.70 88.47 92.19 90.98 79.03 93.07 90.85 93.38 89.91152 ( 15.06)
Fl Original 47.97 79.07 58.03 61.63 58.10 79.57 38.52 59.74 8335 82.35 64.83 11554
+UP4LS 78.22 95.01 9392 86.80 91.53 89.00 74.52 92.56 89.93 92.83 88.431638s5 (+23.60)
Table 10: The performance of the LS-task baselines and with UPALS in 500:1 ratio.
500:1 (%) Ul U2 U3 U4 us U6 U7 Us U9 ul10 AVEisid (AAce)
Ace Original 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01 40,04
FETS +UP4LS 86.72 86.10 84.05 88.76 8247 80.85 6643 89.85 74.62 87.68 82.751717 (+32.74)
Fl Original  0.00 0.00 0.00 0.00 0.00 0.00 048 0.00 0.00 0.00 0.05+0.15
+UP4LS 8342 8424 81.08 87.74 78.74 7495 5256 8894 6599 8598 78.36111.33 (+7831)
Ace Original 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.01 40,04
TS RNN +UP4LS 80.26 90.73 8495 90.10 81.53 8222 7440 89.37 74.14 85.00 83.271597 (+33.26)
- Fl Original  0.00 0.00 0.00 0.00 0.00 0.00 000 048 0.00 0.00 0.05+0.15
+UP4LS 76.70 89.87 82.72 90.98 77.34 7842 70.80 87.97 58.82 8239 79.601979 (17955
Acc Original 50.69 6635 51.82 50.52 54.00 7235 51.09 5494 50.65 64.29 56.67 1797
Zow +UPALS 8250 8872 8303 8435 8191 8049 7208 8876 8606 9116 8393isys o
Fl Original 2.72 4941 7.04 2.04 1481 61.78 426 1798 258 4444 20.71 42254
+UP4LS 79.31 87.44 8038 81.45 77.60 7540 61.02 87.78 8392 90.53 80.481836 (+59.77)
Acc Original 50.86 5691 5237 5526 5471 70.64 5326 51.62 5501 61.25 56.194589
SSLS o fUPALS 8172 8951 7984 8969 8224 8214 782 8833 8017 8991 8422um iouay
Fl Original 3.39 2427 9.06 19.03 17.20 5853 12.64 6.27 1822 36.73 20.53 41643
+UP4LS 79.73 8839 7480 8891 7852 7851 7475 8691 7527 88.80 81.4616.10 (1 60.93)
Ace Original 55.00 63.55 59.07 53.51 6529 64.19 5036 67.72 55.12 57.14 59.104+580
LSFLS -~ +UPALS 8121 8846 8476 8608 80.59 7675 68.12 87.56 8351 90.71 8278160 12368
Fl Original 19.69 42.64 27.99 1240 46.85 4422 144 5233 1858 25.00 29.11416.76

+UP4LS  77.62 82.60 82.02 8439 7591 69.71 5541 85.80 80.46 90.85 78.481995 (14937

13



Table 11: The performance of the original related-task baselines and with UP4LS.

HypEmo (Chenetal,2023) Ul U2 U3 U4 US U6 U7 US U9 U0  Avgisy (Anco

A Original 8853 9493 9270 91.44 8976 9323 86.96 9174 9041 9107  91.08423
50:1 . ‘UPALS | 9461 96.90 95.67 96.34 9741 97.96 88.16 9693 97.17 97.54 95871285 1479
© g, Original T 87.05 9467 9213 00,64 8860 9274 8504 9099 8940 9020 90.15.u2x0
+UPALS 9452 9684 9553 9622 97.39 97.92 87.04 9691 97.10 97.51 957013 ;555
noe  Original 8155 9170 7901 7526 79.06 90.86 7548 8237 8834 8330 826950
100:1 - ‘tUPALS | 92.23 95.54 9198 93.99 9444 94.15 8080 9353 9651 9525 9284446 11015
g Original 7738 70094 734467127 7531 8995 6752 7850 8681 7996 78.70ss4
+UPALS 9054 9538 91.62 93.54 9428 9384 78.66 93.08 9640 9505 92241505 (+ 1354
aoe Original 7431 8575 6880 6825 7271 7537 6256 7164 7516 7598 73.05i610

200:1 . YUPALS 8224 9484 8887 8680 8532 90.78 7859 89.95 9131 9243 881liasu i1500
' Original ~~ 65.43 "83387 54.64 5347 6246 6732 40.15 6040 6696 6839 6226411140

Fl
+UPALS 7883 9474 87.50 84.80 8243 89.87 7685 8885 90.20 91.82 86.59 576 (+ 2033
hoe  Original 5302 63.64 5228 5577 5847 57.34 5085 5324 5174 5348 549840
500:1 .______ YUPALS  80.54 8820 3443 8680 8035 7600 6429 8548 8301 8927 81844736 12080
©p,Original | iT38 42867 873 2070 2897 2560 333 1216 674 1302 1735411

+UP4LS 7583 87.24 86.78 8590 80.44 6937 52.07 83.24 7990 84.72 78.5511083 (+61.20)

HiTIN (Zhuetal,2023) Ul U2 U3 U4 U5 U6 U7 U8 U9 UI0  Avgisg aaco

Ace Original 79.76  95.11 86.58 83.62 82.59 89.94 78.13 89.69 93.09 93.50 87.2045.99
50:1 . ‘UPALS | 93.28 96.68 96.26 9691 97.27 97.19 90.34 9695 97.28 9750 9597123 rs77)
’ Fi Original 74.63 95.00 84.68 81.72 79.94 89.65 73.26 88.39 9270 93.40 85.341777
+UP4LS 92.88 96.60 96.15 96.81 97.20 97.09 89.90 96.89 97.20 97.44 95.82.346 (1 10.48)
Ace Original 6595 93.59 6494 68.09 87.20 9241 54.09 87.04 6635 84.33 76.404 13906
100:1 . TUPALS 8905 9580 9243 94.90 9400 9472 81.04 9395 94.77 9607 92.67ras6 (1 1627)
’ Fi Original 48.51 92.82 46.28 5522 88.05 90.78 17.26 84.87 53.93 76.16 65.39124.96
+UP4LS 88.19 95.64 91.81 9470 93.63 9435 76.60 93.56 94.48 9593 91.89.58 (12650
Acc Original 55.14 90.73 63.01 67.51 70.86 85.13 5293 79.54 5396 90.14 70.90+ 1480
200:1 . YUPALS | 8502 9502 90.97 8629 9074 92.33 78.09 92.05 8840 9152 89.04:1a8 11814
’ F1 Original 13.80 89.82 43.59 49.14 59.23 86.27 1438 7392 13.52 88.50 532243143
+UP4LS 8233 9492 90.63 84.33 89.70 91.71 69.82 89.28 86.56 90.75 87.00+7.06 (1 33.78)
Ace Original 51.85 5245 52.08 51.03 50.06 52.64 5293 56.33 50.66 52.95 52304172
5001 .. *UPALS 8172 8688 8375 8499 8421 7504 7271 8795 8366 8821 82915z
’ FI Original 795 933 972 444 094 815 972 3541 175 1231 9.97 1966
+UP4LS 79.17 84.18 7842 8297 81.04 66.81 76.41 87.12 8590 86.88 80.891617 (1 70.92)
Table 12: Ablation experiment about the user features.
User features (%) Ul U2 U3 U4 U5 U6 u7 U8 U9 Ul10 AVEisid (AAce)
Acc Content 89.46 94.67 90.59 90.52 91.57 9579 80.27 91.99 9256 95.95 91.34 1449
5000 - User+Content 9556 97.04 96.52 97.04 97.06 9831 8936 96.17 97.46 97.68 96.22:253 rasy
’ Fi Content 88.28 94.37 89.41 89.47 90.76 9558 74.87 9123 9191 95.79 90.17 4508
User+Content  95.51 96.99 96.42 97.01 97.01 9831 88.32 96.06 9741 97.65 96.071284 (15.90)
Acc Content 78.17 91.61 80.54 79.45 79.76 92.01 67.83 79.76 8739 87.32 82384732
1001 —————— User+Content 93.19 9593 9398 95.13 9428 9500 8240 94.54 94.67 9523 93441395 1106
’ FI Content 72.02 90.84 75.83 74.00 74.10 91.32 5250 7439 8538 85.38 77.58 11147
User+Content  93.00 95.59 93.57 9493 93.73 9474 79.80 94.44 9439 9499 92.92i,¢ (1534
Acc Content 58.08 79.14 6746 72.68 71.06 8491 60.70 71.52 83.70 84.52 73.38 1964
20001 -~ - User+Content 8461 94.32 9249 8819 91.02 91.79 7747 90.95 89.28 9203 89221497 11589
’ Fl Content 26.37 73.73 51.57 6241 5927 82.16 3238 60.11 80.23 81.60 60.98119.77
User+Content  82.52 9420 92.03 8624 90.07 90.81 71.06 89.71 87.98 91.32 87.59.166 (i 2661
Acc Content 52.18 62.27 5442 53.10 58.00 69.06 51.57 58.09 53.59 60.89 57.324554
50001 - User+Content 8248 88.70 83.33 8780 8175 8049 7197 88.77 79.70 8889 83391540 12607
’ F1 Content 8.60 38.77 1470 11.16 2629 5484 6.11 2553 13.13 3539 23.454115.4

User+Content  79.36 86.51 80.20 86.69 77.62 7540 6291 87.48 7289 87.71 79.68.797 (15623
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Table 13: Ablation experiment about the attention fusion.

Fusion (%) Ul U2 U3 U4 us ue6 u7 U8 u9 U10 Avgigq

Concat 95~17i1.53 96.85i1_4g 96.84i1_35 96.84i0_g7 95~79i0.79 97~70i0.60 90~41i1.95 95-55i2.19 97~49i0.86 96.14i1_0() 95.88i2_09

¢ Attn 96.9 96.5 97.72 96.7 97.76 98.86 91.67 95.66 97.93 97.86  96.7612 00
Concat 94.684.1.97 96.76+1.54 96.554151 96.79+0.96 95.6140.86 97.65+0.64 88.804272 95.3042.44 97.43 1092 95.98+1.10 95.56 4255
Attn 96.9 96.43 97.68 96.6 97.71 98.85 91.28 95.51 97.90 97.81  96.671,1
Table 14: Significance test in the comparison experiment.
_— FETS TS_RNN
Significance test
50:1 100:1 200:1 500:1 50:1 100:1 200:1 500:1
T Acc  4.17E-20 2.51E-17  1.55E-14 3.06E-11  9.30E-24 1.22E-17 8.76E-16  8.46E-13
F1 2.02E-24 1.09E-21 2.02E-17 2.08E-14 1.05E-28 1.30E-22 8.75E-20  1.04E-15
. Acc  0.000172  8.74E-05 8.74E-05 8.74E-05 0.000177  0.000149  0.000110  8.74E-05
Mann—Whitney U
F1  0.000172 8.74E-05 8.74E-05 8.74E-05 0.000178 0.000149  0.000110  8.74E-05
.. Zou SSLS
Significance test
50:1 100:1 200:1 500:1 50:1 100:1 200:1 500:1
T Acc  0.009348  0.000152  4.30E-05 4.59E-08 0.005720  0.001382  0.001477  5.89E-10
F1 0.015220  0.000506  0.000492  3.14E-07 0.009517 0.002618  0.004584  2.05E-09
. Acc  0.002202 0.000582  0.000329  0.000246  0.001314  0.001007 0.001314  0.000182
Mann—Whitney U
F1  0.001699 0.000439 0.000329 0.000246 0.001007 0.001007 0.001314  0.000182
Significance test LSFLS HypEmo
50:1 100:1 200:1 500:1 50:1 100:1 200:1 500:1
T Acc  0.045666  0.001358  0.000163  9.79E-08  0.000673  0.000402  9.81E-06  6.67E-09
F1 0.045557 0.001811  0.000350 2.41E-07 0.000638 0.000394 1.07E-05 5.87E-10
. Acc  0.025748  0.000768  0.001706  0.000182  0.002827  0.001007  0.000439  0.000182
Mann—Whitney U
F1  0.025748 0.000768 0.001706  0.000182  0.002827  0.000768  0.000439  0.000182
.. HiTIN / / / /
Significance test
50:1 100:1 200:1 500:1 / / / /
T Acc  0.000416  0.002525 0.001701  8.22E-13 / / / /
F1 0.000727  0.004255 0.003835 1.41E-13 / / / /
) Acc  0.000768 0.001706  0.003610  0.000182 / / / /
Mann-Whitney U g1 0000765 0001314 0.007284 0000181 / / / /
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