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Abstract

Large Vision-Language Models (LVLMs) have achieved significant success in
multimodal tasks, with multimodal chain-of-thought (MCoT) further enhancing
performance and interpretability. Recent MCoT methods fall into two categories:
(i) Textual-MCoT (T-MCoT), which takes multimodal input and produces textual
output; and (ii) Interleaved-MCoT (I-MCoT), which generates interleaved image-
text outputs. Despite advances in both approaches, the mechanisms driving these
improvements are not fully understood. To fill this gap, we first reveal that MCoT
boosts LVLMs by incorporating visual thoughts, which convey image information
to the reasoning process regardless of the MCoT format, depending only on clarity
and conciseness of expression. Furthermore, to explore visual thoughts system-
atically, we define four distinct forms of visual thought expressions and analyze
them comprehensively. Our findings demonstrate that these forms differ in clarity
and conciseness, yielding varying levels of MCoT improvement. Additionally, we
explore the internal nature of visual thoughts, finding that visual thoughts serve as
intermediaries between the input image and reasoning to deeper transformer layers,
enabling more advanced visual information transmission. We hope that the visual
thoughts can inspire further breakthroughs for future MCoT research.

1 Introduction

Recently, Large Vision-Language Models (LVLMs) have made remarkable advancements in tackling
various multimodal tasks [57, 22, 52]. Inspired by the success of Chain-of-Thought (CoT) reason-
ing [45, 17, 3], LVLMs have integrated Multi-modal CoT (MCoT) reasoning, enabling step-by-step
generation of reasoning paths in multimodal contexts. This advancement has enhanced their reasoning
abilities, facilitating more sophisticated interactions with multimodal inputs [54, 4]. Specifically,
current MCoT techniques are generally divided into two paradigms: (1) Textual-MCoT (T-MCoT):
This approach adheres to the traditional CoT framework, generating text-based rationales from multi-
modal inputs (see Figure 1 (a)). For example, some methods require LVLMs to interpret and describe
visual elements before producing an answer [55, 51], while others enhance reasoning by integrating
json-format scene graphs derived from images [30, 31]. (2) Interleaved-MCoT (I-MCoT): A more
recent approach, such as 03-mini [33] and Visual Sketchpad [15], generates interleaved image-text
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Figure 1: Comparison between (a) Textual MCoT (T-MCoT) with purely textual rationale, and (b)
Interleaved MCoT (I-MCoT) with the image-text interleaved rationale. VT: visual thoughts.

rationales (see Figure 1 (b)). This method employs external tools, like code interpreters or specialized
visual models, to modify images for reasoning [28, 15, 56], while others use image generation models
to create new images, enhancing the reasoning process [27, 19].

However, the debate between these two paradigms remains unresolved. Some researchers contend
that the interleaved rationale in I-MCoT better reflects human cognitive processing of multimodal
inputs, potentially offering advantages over T-MCoT [15, 19]. In contrast, other studies suggest that in
mathematical contexts, text-only rationales may yield superior performance [56, 7]. This disagreement
highlights a fundamental gap in understanding the mechanisms behind different MCoT approaches.
In addition, in the literature, there is a lack of a unified framework to explain MCoT’s effectiveness,
identify optimal MCoT paradigms, or derive generalizable insights across tasks. Motivated by this, in
this work, we aim to investigate the following research question: Is there a unified explanation for
that different MCoT paradigms enhance LVLMs in distinct ways?

To this end, we reveal that MCoT unifiedly improves LVLMs by integrating visual thoughts [18] into
the rationale generation. Visual thoughts are intermediate, logic-driven cross-modal representations
that facilitate and accelerate multimodal reasoning within a unified perspective. By caching distilled
visual information, they bridge raw pixels and linguistic rationales, enabling fast, context-aware
access without reprocessing the image. Conceptually, as shown in Figure 2, image features and
visual thoughts function like external memory and cache: raw images require slow, resource-intensive
retrieval, while visual thoughts retain key content for rapid access, improving reasoning efficiency
and reducing computational cost. Moreover, the effectiveness and efficiency of visual thought
transmission can further explain performance differences across MCoT paradigms.

To verify this, during experiments, we first verify the effectiveness of visual thoughts in improving
MCoT performance. Then, to extensively explore how visual thoughts work in different expressions,
we categorize four major strategies: Natural Language, Structured Language, Edited Image, and
Generative Image visual thoughts. Moreover, we also investigate the role of internal attention
mechanisms and information flow within LVLMs to analyze the rationale behind visual thoughts.
Our findings reveal the following: (1) Removing visual thoughts and forcing reasoning solely from
the original image can impair performance, even more than reasoning directly from the query. (2)
Different expressions of visual thoughts are more effective in certain scenarios, depending on their
expression clarity and efficiency. (3) Visual thoughts not only carry visual information but also serve
as primary intermediaries, connecting the input image to deeper transformer layers and enabling
more advanced cognitive processing in LVLMs.

Our main contributions can be summarized as follows:

* We present the first comprehensive exploration of the underlying mechanisms driving visual
thoughts in MCoT reasoning. This unified perspective provides novel insights into how visual
cognition unfolds during decision-making processes.

* We introduce four distinct strategies for systematically exploring visual thoughts, demonstrating
the advantages and disadvantages of different strategies.

* Our analysis further delves deeply into the nature of visual thoughts, revealing critical insights,
such as the way in which visual information is integrated into the reasoning path, which enables
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Figure 2: Comparison of multimodal reasoning from a computer-system perspective: (a) visual
thoughts as an internal visual cache versus (b) direct access to raw images as external storage.

conveying more visual information into the deeper transformer layers of LVLMs. We hope these
findings will inspire more breakthroughs for future research in this area.

2 Visual Thoughts
2.1 Definition of Visual Thoughts

To explain how MCoT improves performance, we contend that its primary benefit is the incorporation
of visual thoughts, intermediate reasoning steps that explicitly convey visual information and enable
LVLMs to perform deeper visual reasoning. As shown in Figure 2, LVLMs treat the raw image as
external memory, forcing the model to iteratively reprocess the entire visual input at each step so as
to cap the depth of reasoning. In contrast, visual thoughts extract only the instruction-relevant regions
(e.g., the left and right apples) and store them as a cache. Subsequent reasoning steps query this cache
rather than the full image, reducing computational overhead and enabling deeper, multi-step MCoT.

Formally, a visual thought (R¢'7) is a reasoning step that conveys information from the visual input
Vr and all previous steps R; = {R1,Ra, ..., R;—1}. These steps are driven by the task question
Or and by explicit instructions Zg requesting the MCoT expression Eyy. The model then generates
the next reasoning step R; as follows:

argmax 7 (R<;, Vi — R |Vr, Qr, T¢,,,Re;), if 7 >,

R, = REvT 1
argmax m(R<;, RO — RP|\Vy, Or, Te,,, Rey), if 7 <, M
RD

where RP represents the derivative reasoning steps [58] following R; and grasp visual information
from RV, The function 7(-) denotes the probability of generating visual thoughts, and 7(-) rep-
resents the probability of generating derivative reasoning steps. The symbol x — y indicates the
reasoning step y with the flow of reasoning information from x to y.

2.2 Categories of Visual Thoughts

Visual thoughts can be expressed in different modalities depending on the MCoT variant: (1) In
T-MCoT, which generates text-based rationales, they appear as textual expressions; (2) In I-MCoT,
which produces cross-modal rationales, they manifest as visual expressions.

2.2.1 Textual Multimodal Chain-of Thought (T-MCoT)

We first define visual thoughts within T-MCoT, where the model generates visual thoughts as textual
tokens. As shown in Figure 1 (a), the traditional T-MCoT generates text-only output from multimodal
inputs, representing visual thoughts as Eyr = &, Formally, the visual thought can be expressed as:
Ri = argmax mea(Rei, Vi — R |Vr, Q, Te,,,, R<i), ©)
R Erext
where 7. (+) denotes the probability of generating the rationale R« from the textual tokens.

Expression 1: Natural Language (N-LANG) facilitates effective visual information transfer by
natural language expression, such as describing images based on question, enhancing vision-language
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Figure 3: Visual Thoughts in textual expression (a) and visual expression (b). Specifically, the textual
expression includes N-LANG and S-LANG, while the visual expression includes E-IMG and G-IMG.

alignment in LVLMs through richer visual descriptions [2, 12, 26], as shown in Figure 3 (a). Its
reasoning process can be formally defined as:

R; = argmax (R, Vi — RV NGV Q Ty ang, Rai). 3)
RN—LANG
To implement N-LANG, we prompt LVLMs to generate image captions as a precursor to reasoning.
Expression 2: Structured Language (S-LANG) [5] has demonstrated superior performance over
traditional MCoT reasoning on math, by effectively incorporating structures language into reasoning
pipelines [38, 13, 16], as shown in Figure 3 (a), which can be formally expressed as:
R; = argmax Tyeq(Rei, Vi — RIMNG|V1 Q) Toyang, Rei). 4)

R S-LANG

To investigate S-LANG visual thoughts as a medium for expressing visual thoughts, we implement it
by prompting LVLMs to generate a scene graph from input queries, which is then used for reasoning.

2.2.2 Interleaved Multimodal Chain-of Thought (I-MCoT)

We then introduce the MCoT through visual expressions, suggesting that image tokens are integral
to visual thoughts. As depicted in Figure 1 (b), the -MCoT framework expands on the traditional
T-MCoT by integrating image editing and generation into the reasoning process, thus enabling visual
thoughts to be conveyed through images. This can be mathematically represented as:

Vla Qa I&,mgev R<i)a ©)

Ri;= argmax '/Timage(R<i, Vi o— R&mge
R Eimage

where Tjmage (+) denotes the probability of the model incorporating an image-based rationale step.

Expression 3: Edited Image (E-IMG) processes the original image and performs various visual
operations, such as grounding [23], depth estimation [48], and segmentation [35]. By conveying
image tokens, £-IMG enhances the ability of LVLMs to interpret visual data, thereby improving
reasoning capabilities, as shown in Figure 3 (b), defined as:
R; = argmax mimage(R<i, Vi — RE™MC1V; O T v, Rei), (6)
RE-IMG
To explore the E-IMG visual thought, we provide LVLMs with edited images using vision tools,
enabling them to incorporate the edited results into subsequent reasoning.
Expression 4: Generative Image (G-IMG) are required to prompt generative models to generate
logical-related image based on the advancement of LVLMs [1, 9, 43, 8], as shown in Figure 3 (b),
which is defined as:
Ri = argmax Timage(Rei, Vi — REM|V1, Q, T, Rei), )
RG-IMG
To explore G-IMG, we use DALL-E 3 [1] as a tool for visual thought to generate novel images based
on input queries, which are then employed as supplementary inputs to assist reasoning.

3 Effectiveness Verification of Visual Thought

Integrating visual thoughts is essential for MCoT’s effectiveness in both image and text expression.
To validate this, as depicted in Figure 4 (a), we compare system performance under three conditions:
(1) “Image-form visual thoughts”, the original I-MCoT with interleaved image-and-text rationales;
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Figure 4: Effectiveness Verification for Visual Thoughts. More details are in Appendix B.

(2) “wl/o visual thoughts”, where the visual thought cache is cleared, forcing the model to reanalyze
the input image; (3) “Text-form visual thoughts”, where the cache is restored with descriptions of the
images from I-MCoT. As illustrated in Figure 4 (b), the results reveal a consistent trend: omitting
visual thoughts leads to a decrease in accuracy (even worse than reasoning only from the query),
while including them consistently improves reasoning performance. These findings emphasize the
essential role of visual thoughts in conveying visual information and enhancing model accuracy.

Image-form visual thoughts consistently surpass text-form visual thoughts across different com-
plexities. Owing to the inherent strength of the image modality in conveying visual information,
image-form visual thought can facilitate cache-like visual logic propagation more effectively than
text-form visual thought, thereby triggering the subsequent reasoning process with higher efficiency.
As shown in Figure 4 (b), the results reveal that image-form visual thought consistently outperforms
text-form visual thought across scenarios of varying complexity, with especially higher improvement
pronounced in hard scenarios (47.83% on CoMT-Selection). This demonstrates that the image-form
visual thought offers a superior channel for conveying detailed visual information.

Visual thoughts represent a reasoning process that conveys visual information beyond simple image
captions. Unlike vanilla captions, visual thoughts provide a more cache-like function that integrates
detailed visual cues dynamically during reasoning. They evolve through sequential reasoning steps,
encompassing visual information and contextual logic to support downstream tasks. As shown in
Figure 4 (c), in simple scenes, models with visual thoughts perform comparably to caption-only
baselines. However, as scene complexity increases, caption-only models lose accuracy, falling to the
“w/o visual thoughts”. Further, when brief captions omit essential details, visual thoughts improve
performance by over 7%, showing their strength in visual information conveyance for MCoT.

4 Exploration for Different Categories of Visual Thoughts

Building on the effectiveness of visual thoughts observed during preliminary verification, we will
further provide a comprehensive evaluation of the four classic expressions of visual thoughts?.

4.1 Does these different Visual Thoughts all works?

O MMVP O V*Bench O M3CoT O CoMT l

100%

Explicitly incorporating visual thoughts with different
expressions can all enhance the performance of almost
all LVLMs. As shown in the results in Table 1, compared
to the w/o VT expression without extra instructions, four
strategies incorporating visual thoughts in the rationale
achieve performance improvements across different tasks
across almost all LVLMs, demonstrating the effectiveness
of visual thoughts in enhancing the performance of MCoT.

80%
60%
40%

Improvement

20%
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0%
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Figure 5: The proportion of performance
improvement rate across tasks.

3More details can be seen in Appendix C.



V#Bench M3CoT CoMT

Model MMVP AVG.
position attributes physical social temporal deletion selection update
LLaVA-1.5-7B [21]
w/o VT 45.00 43.42 29.57 44.44 59.50 26.83 21.00 16.00 23.50 34.36
N-LANG 52.33 52.63 34.78 46.67 60.33 3252 21.50 17.50 29.00 38.58
S-LANG 51.33 52.63 35.65 51.11 61.57 31.71 22.00 20.50 29.00 39.50
E-IMG 49.33 50.00 36.52 48.89 64.05 34.15 25.50 23.00 29.50 40.10
G-IMG 49.67 48.68 34.78 55.56 63.22 39.02 29.50 25.00 35.00 42.27
Qwen2-VL-7B [42]
w/o VT 70.00 55.26 68.70 80.00 75.21 74.80 26.00 18.00 37.00 56.11
N-LANG 71.33 61.84 73.04 83.33 79.75 81.30 28.00 19.57 40.50 59.85
S-LANG 71.00 68.42 7043 85.56 78.10 79.67 28.50 20.00 42.00 60.41
E-IMG 71.00 65.79 72.17 85.56 80.99 67.48 28.50 23.50 45.50 60.05
G-IMG 65.00 59.21 51.30 84.44 80.17 82.93 29.50 25.50 44.50 58.06
GPT-40-mini [32]
w/o VT 72.67 44.74 36.52 78.89 70.12 80.49 10.00 19.50 24.00 48.55
N-LANG 75.33 52.17 61.84 84.44 79.34 81.30 27.50 20.00 27.00 56.55
S-LANG 74.33 52.63 54.55 84.44 74.65 81.30 26.00 20.00 33.00 55.66
E-IMG 73.58 52.63 70.18 84.44 76.86 83.74 29.00 21.50 33.00 58.33
G-IMG 72.67 50.00 53.04 86.67 78.93 87.80 30.00 20.00 40.50 5773
GPT-40 [32]
w/o VT 74.33 53.95 54.78 88.89 76.86 79.67 26.50 19.50 37.00 56.83
N-LANG 85.33 57.89 63.48 88.89 78.93 83.74 33.50 25.50 37.50 61.64
S-LANG 84.33 63.16 64.35 90.00 78.51 82.93 29.50 18.00 42.00 61.42
E-IMG 83.00 59.21 65.22 90.00 78.10 86.18 34.00 28.50 50.00 63.80
G-IMG 78.00 59.21 59.13 92.22 78.93 86.18 33.50 28.50 46.50 62.46

Table 1: Main results on various LVLMs. The bold content indicates the best performance within
each LVLM. w/o VT refers to prompting LVLMs without additional visual thoughts.

Tasks requiring more complex visual operations can benefit more from visual thoughts. Further
analysis, as shown in Figure 5, reveals that visual thoughts yield the most substantial performance
improvements in CoMT. This benchmark primarily focuses on complex multimodal operations such
as visual deletion, selection, and update during reasoning, rather than on other perception tasks. These
findings suggest that visual thoughts can significantly enhance the reasoning capabilities of LVLMs
in complex scenarios.

T-MCoT demonstrates superior reasoning performance on coarse-grained perception tasks,
whereas I-MCoT excels in scenarios that require fine-grained visual operations. Furthermore, we
examine the efficiency of visual thought transmission in T-MCoT and I-MCoT across different sce-
narios. As shown in Table 1, T-MCoT outperforms in coarse-grained perception tasks (e.g., MMVP,
V*Bench-position), while I-MCoT enables more efficient transmission in fine-grained tasks (e.g.,
V#*Bench-attributes) and in tasks demanding visual operations (e.g., M3CoT, CoMT). Consequently,
we should adapt different categories of MCoT for different features of tasks.

Visual thoughts with vzsua} expression cost more in ratio- # Text Token _# Image Token
nale than textual expression. To compare the reasoning e— 13902

costs of four visual thought exprgssions, we calculate the S—LANG 364.37 )
average number of text tokens in responses, as well as E-IMG 91.65 1,112.51
the average number of generated image tokens for each G-IMG 89.18 393.00

expression. As shown in Table 2, N-LANG and S-LANG
have slightly higher average text token counts, particu-
larly S—-LANG, which requires extensive structured snip-
pets. However, for E-IMG and G—-IMG, the higher average
number of image tokens, due to the inclusion of more images, substantially increases the reasoning
burden on LVLMs, both in terms of time and expense, indicating higher reasoning costs compared to
text expressions, which highly limits the reasoning efficiency.

Table 2: Reasoning costs of different
Visual Thoughts across all LVLMs and
datasets. #X: the average number of X.

4.2 Which scenarios does different Visual Thoughts work better?

N-LANGdemonstrates strong performance on coarse-grained, perception-oriented reasoning tasks.
When a rapid overview of an entire scene is needed, N-LANG uses natural language to turn visual
input into high-level semantic cues and efficiently extract macro features. As shown in Table 1, in the
MMVP benchmark, where identifying a salient object matters, N-LANG first spots elements like “a
butterfly”, guiding subsequent analysis and achieving top results in coarse-grained perception.

S—-LANG excels in reasoning about object relationships. S—-1ANG converts input images into
detailed scene graphs, enabling precise modeling of both spatial and semantic relationships. As
shown in Table | for the V*Bench-position benchmark, S—-LANG not only identifies entities such as
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“table” and “chair” but also accurately infers their relative positions, which underlies its state-of-the-art
performance in relational reasoning tasks.

E-IMG achieves strong results in detailed image analysis. Emulating human editing workflows,
E-IMG refines visual content to aid fine-grained feature detection. As shown in Table 1, in the
V*Bench-attributes, it magnifies and annotates areas of interest, improving the accuracy of attribute
predictions. This detailed focus yields the highest average performance across models.

G-IMGis well-suited for multi-step reasoning through iterative image generation. G—IMG generates
images dynamically to refine and test reasoning hypotheses, enabling adaptive visual thinking. As
shown in Table 1, in the M?CoT, requiring multiple interaction rounds, it integrates logical steps with
new visuals to deepen understanding of complex concepts. This flexible generative pipeline excels in
long-term, multi-turn reasoning scenarios.

4.3 What are the core factors that influence different Visual Thoughts effectiveness?

Visual thoughts function as a distilled visual information cache, not a faithful replica of the
original image. A key question is whether visual thoughts accurately preserve all the content of the
original image, acting as a cache instead of external storage. To explore this, we manually assess
the fidelity of visual thoughts on a 0-3 scale and examine their correlation with model accuracy. As
shown in Figure 6 (a), both Spearman’s (p) and Pearson’s (r) correlation coefficients are below 0.15
(P > 0.4), indicating no significant relationship. This suggests that visual thoughts function more as
a condensed cache of visual information rather than a direct substitute for the original image.

Visual thoughts provide a clearer, more interpretable expression of visual logic, enabling more
effective retrieval of reasoning-relevant information. Unlike direct image representations, visual
thoughts do not aim to reconstruct the original image, but instead distill and communicate cross-modal
visual logic like a computer cache. To assess whether the effectiveness of visual thoughts depends on
how well this visual logic is expressed, we manually score the clarity of logical representation on a
0-3 scale. We then examine the correlation between these scores and model accuracy. As shown in
Figure 6 (b), both Spearman and Pearson correlation coefficients exceeded 0.8 (P < 0.01), indicating
a strong positive association. These findings suggest that the clearer the visual logical representation,
the more effectively the model can reason using information stored in the visual thought cache.

Concise visual logic expression further enhances

the effectiveness of visual reasoning. Beyond clar- 115 ——1: [, 5 5
ity, we further explore what other factors affect the 2 os = 2 06
. . . 2 2 — Accura

effectiveness of visual thoughts. We hypothesize that £ os B g ml|io],
more compact visual expressions, those stripped of =~ £ o« - oo 502 Aopp
redundant or extraneous elements—enable faster and 1 e
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during inference. To test this, we manually assign a
conciseness score to each visual expression, reflect-
ing the efficiency with which it conveys the visual
information and logic required for multimodal reasoning. We then examine how these scores relate to
model performance. As shown in Figure 6 (c), reasoning accuracy correlated strongly with concise-
ness, which indicates that the effectiveness of visual thoughts is not solely determined by clarity, but
is also enhanced by the compactness of the underlying visual logic.

Figure 7: Factors Correleation of I-MCoT.

Visual thoughts affected by external noise can negatively impact the reasoning performance of
MCoT. In I-MCoT, since the visual thoughts (i.e., edited images and generative images) are typically
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Figure 8: Attention distribution of Visual Thought and Image in MCoT.

produced by external tools, it is worth investigating whether the noise introduced by these tools
affects MCoT’s reasoning process. Specifically, we employ Grounding DINO and Stable Diffusion
v1.5 to generate the edited and generative images, respectively. To control the noise introduced by
external tools, we adjust their parameters to manipulate the quality of visual thoughts and evaluate the
noise levels using MLLM evaluation and CLIPScore metrics. As shown in Figure 7, both E-IMG and
G-IMG exhibit a clear negative correlation between accuracy and noise level. When the injected noise
becomes excessive, the model’s reasoning performance even fall below that of the native reasoning
(Direct). This suggests that managing external noise within visual thoughts is a critical factor for
maintaining effective reasoning.

5 Internal Rationale Behind the Visual Thought

To comprehend the rationale of visual thoughts, we examine how visual information is conveyed
through attention mechanisms and information flow analysis in LVLM’s internal structures.*

5.1 Visual Attention Analysis

During the reasoning process, the attention of the original image will be scattered into visual
thought. To investigate the internal mechanism of visual thoughts within LVLMs, we first analyze
the model’s attention distribution shifts of visual thoughts using LLaVA. As illustrated in Figure 8
(a), in the reasoning process without visual thought (No-VIS), the model exhibits high attention to
the image, whereas in the reasoning process with visual thought, the attention to the raw input image
significantly decreases across all visual thought expressions. Furthermore, we can observe that the
model shifts its attention from the raw input image to various visual thoughts. This redistribution
enables the flow of visual information, which supports the entire logical framework.

Visual thoughts can convey visual information more deeply than the original image itself. More
interestingly, as shown in Figure 8 (a), we observe a striking phenomenon in deeper layers of the
model: attention to the original image without the incorporation of visual thoughts diminishes sharply
after the 12th layer, nearly reaching zero. In contrast, when visual thoughts are included, attention
to all expressions exhibits a marked increase, surpassing the 12th layer and even maintaining levels
comparable to those seen in earlier layers. This finding suggests that visual thoughts play a crucial role
in transferring visual information into the deeper layers of the model, thereby promoting enhanced
cross-modal interaction and supporting more sophisticated logical reasoning.

Model architecture has a greater impact on visual thoughts transmission than the parameter scale.
Based on the interesting observation in Figure 8 (a), we further investigate the internal attention
distribution of visual thoughts. To this end, we select the 7B(32 layers) and 13B(40 layers) model

“More details can be seen in Appendix D.
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from LLaVA-1.5 and select 3B(36 layers) and 7B(28 layers) model from Qwen2.5-VL series to extract
internal attention to the original input image and visual thoughts seperately. As shown in Figure
8 (b), for both the LLaVA and Qwen models, in the majority of layers, the attention toward visual
thoughts exceeds that toward the original image, especially in the latter 50% of layers, suggesting
that visual thoughts can convey visual information more effectively and deeply than the image itself.
Furthermore, the results of the difference in attention scores reveal that both LLaVA (7B — 13B)
and Qwen (7B — 3B) exhibit increasing attention gains with deeper model layers. It reveals that the
influence of visual thoughts depends more on the model architecture (e.g., number of layers) than on
the parameter scale. Additionally, we notice that in the n-lang and s-lang settings for LLaVA, the
model shows relatively low attention to visual thoughts due to the self-generated weaker language
capabilities, resulting in captions and scene graphs that are overly simplistic and fail to accurately
convey visual information.

5.2 Visual Information Flow Analysis

Input questions query visual information from the visual thought cache. Subsequently, we manually
disturb the model’s internal information flow to understand and quantify the cache-like impact of
visual thoughts on MCoT. As shown in Figure 9, without visual thoughts (No-VIS), the model
erroneously selects choice A, while incorporating visual thoughts allows it to correctly choose C.
Additionally, intercepting the flow of information from the query to the visual thought cache before
layer 19 will significantly prevent the model from selecting the correct answer, whereas disrupting
the flow from the image has no effect on the inference. These findings suggest that querying visual
information from the visual thought cache is the key mechanism enhancing the model’s predictions.

The visual information retrieved from visual thought cache will be further passed to advanced
reasoning processes across the boarder and deeper model layers. Furthermore, we examine the
directional information flow distribution within the model, focusing on the flows between the the
image and reasoning and the flow between visual thoughts and reasoning process at various layers.
As shown in Figure 10, our findings indicate that the information flow from visual thoughts to
reasoning stages is considerably stronger than the direct flow from the image to reasoning. This
emphasizes the critical role visual thoughts play in mediating and organizing visual data, optimizing
it for reasoning. By doing so, visual thoughts enable the model to leverage visual information more
effectively, resulting in more accurate and coherent textual outputs.

The information of the original image primarily flows to the visual thoughts. As illustrated in
Figure 10, rather than directly entering reasoning processes, most of the image’s input information
is initially passed to visual thoughts during the derivation steps, which then feed into the reasoning
stage. This demonstrates that nearly all image-derived signals pass through visual thoughts before
reaching deeper reasoning. This two-stage process (raw pixels — visual thoughts — deeper reasoning)
emphasizes the role of visual thoughts as a crucial bridge, allowing LVLMs to generate better MCoT.

6 Related Work

The development of chain-of-thought (CoT) [45, 17, 34] has led to research exploring its extension to
multimodal reasoning [25, 44, 14, 41, 31, 53]. In this context, Zhang et al. [54] formally introduce the
concept of multimodal chain-of-thought (MCoT), employing a two-stage framework that separates
rationale generation and answer formulation. These studies fall under the category of Textual-MCoT
(T-MCoT), where multimodal inputs are used, but the output is text-only. Zheng et al. [55], Yao et al.
[49] improve multimodal interaction through step decoupling; and Wei et al. [46], Chen et al. [4]
introduce multi-hop reasoning to capture more complex relationships. Furthermore, Chen et al. [6]
extend T-MCoT for evaluation in commonsense reasoning tasks.
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Due to the limitations of T-MCoT’s purely text-based output, more literature has explored MCoT using
the image-text interleaved output paradigm (I-MCoT) [27, 28]. Hu et al. [15], Zhou et al. [56], Su
et al. [37] explore using vision expert models to annotate input images for -MCoT. Additionally,
Cheng et al. [ 7] propose a benchmark of four task types requiring multimodal output to assess LVLMs’
I-MCoT reasoning capabilities. While most works rely on external executors or vision expert models,
Gao et al. [11] extract image patches directly from raw inputs for interleaved images, and Li et al.
[19] achieve I-MCoT reasoning by fine-tuning LVLMs with multimodal generation capabilities.

Despite the advancement in T-MCoT and I-MCoT, few studies analyze the underlying unified
mechanisms behind these improvements by MCoT. We attribute these performance enhancement to
visual thoughts, the reasoning steps that convey visual information from the input images. We further
propose four strategies that represent different modalities and approaches to integrate visual thoughts
and provide a comprehensive analysis on the four strategies respectively, hoping that the findings can
provide practical and systematic guidance for future research on MCoT.

7 Discussion

Limitations To facilitate variable control and streamline analysis, we exclude multiple rounds of
visual thought interactions, which should be explored in future complex scenarios. Additionally, due
to the difficulty in generating I-MCoT during the Any-to-Any LVLM inference process, which often
leads to poor logic quality, we instead use DALLE to call for G-IMG.

Broader Impacts This work represents the first comprehensive investigation into the unified
mechanisms underlying MCoT. We hope our work can serve as a valuable reference and guide future
research into the mechanisms of MCoT. For social impact, this work may contribute to advancing the
understanding of interpretability in multimodal AGI systems.

8 Conclusion

In this study, we first propose the concept of visual thoughts, which facilitate the transfer of visual
information from input images to the reasoning process and deeper transformer layers. Visual thoughts
are crucial for the effectiveness of MCoT approaches. We also propose and evaluate four strategies for
expressing visual thoughts, demonstrating their role in enhancing MCoT performance. Furthermore,
we analyze the underlying rationale of visual thoughts to better understand their functioning. We
aim for this work to advance the understanding of the unified mechanism behind MCoT and inspire
further innovations in future research.
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used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our work is not strictly a purely theoretical work, we provide more of an
empirical analysis. We provide a theoretical statement of the concept in Section 2, including
the corresponding assumption and formula.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: As shown in Appendix B to Appendix D, we have provided detailed descrip-
tions and analyses of the experimental setups for all our investigations.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We will release our code in the official version of the subsequent paper to
provide reproduction and provide more help to the future community.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: As shown in Appendix A, we have provided detailed descriptions and analyses
of the experimental setups for all our investigations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide error bars in Figure 6, and explain the error variables in Section
4.3. However, error bars are not reported for all tasks because it would be too expensive for
human annotation and computational resource consumption.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As shown in Appendix A, we outline the specific model compute resources
provided.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We are convinced that we comply with NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts of our work in Section 7. In addition,
since our work is more like providing an empirical analysis and has no additional social
harmfulness, we do not discuss this part.

Guidelines:
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11.

12.

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: As shown in Appendix F, We describe and analyze the details and ethical
considerations of our crowdsourcing in detail.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:

Justification: Since our region and institution are not required to provide IRB approval, we
do not describe this section. We are convinced that our work complies with the NeurIPS
Code of Ethics and the guidelines.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Our core method in this research does not involve LLMs as any important,
original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
1.L.M) for what should or should not be described.
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Appendix
A Experiment Setup

Model Settings We conduct all our experiments using four models, including LLaVA-1.5 [21],
Owen2-VL [42], GPT-40-mini [32], and GPT-40 [32]. For the GPT series models, we adjust the
temperature parameter within [0,2]; for the open-source models, we adjust the temperature parameter
within the range [0,2]. In addition, all open source models complete inference on 2 A6000 48G.

Benchmark Settings We select benchmarks from both math and commonsense categories. For the
math tasks, we choose IsoBench [10] involving tasks such as chess, math, graph, etc. For the com-
monsense tasks, we select datasets including MMVP [39], V¥Bench [47], M3CoT-Commonsense [4],
and CoMT [7], which assess the LVLMs’ capabilities such as visual grounding and object detection,
fine-grained identification, and CoT reasoning.

B Effectiveness Verification of Visual Thought
In this experimental section, we utilize the CoMT [7] and IsoBench [10] datasets.

B.1 Visual Thought Setting

For the generation of Image-form Visual Thought, for CoMT, we utilize the interleaved-modal
rationales provided within the benchmark itself to construct a reasoning process that incorporates
image-form visual thought, which is then provided to the model as context for answer prediction; for
IsoBench, we leverage the function graphs included in the dataset as the image-form visual thought,
embedding them into a template-based reasoning process that serves as context.

Subsequently, we construct two variants by modifying the generated image: in the w/o Visual
Thought setting, the image is replaced with an <image> placeholder; in the Text-form Visual
Thought setting, the image is substituted with its corresponding caption according to the query,
generated by GPT-4o [32].

For the Caption Only setting, we employ GPT-40 [32] to generate textual descriptions directly from
the original input image without consider the questions. These descriptions are then provided to the
model as context for further answer prediction.

B.2 Image Classification

In this section we investigate how the complexity of an
image’s textual description influences the effectiveness of

visual reasoning. We first prompt the model to produce [ coMT-selection [0 CoMT-Update
captions that are as precise as possible, and we quantify 100 [ Math-breakpoint
dpscriptioq difﬁcul.ty by the number of tokens. in each cap- R [T oret wiovr | 84.0
tion. Consistent with commonsense expectations and our & 80
manual annotations, images depicting spot-the-difference & 60 -
. . . <

scenarios are the most challenging to describe and are E 4 | 42'032‘0 316
therefore labeled Hard-to-Describe. Tangram-related im- 5 i .

: & 20 4 13.0120 <, ,
ages present a moderate level of difficulty and are labeled e b :

Medium-to-Describe. By contrast, images showing mathe- 0
matical functions detected through optical character recog-
nition (OCR) require the fewest tokens and are labeled
Easy-to-Describe.

Figure 11: Results of Direct and w/o
Visual Thought prompting on GPT-40.

B.3 Additional Discussion on w/o Visual Thoughts

To better substantiate that the performance degradation observed in the w/o Visual Thought scheme
proposed in Figure 4 (a) does not merely stem from contextual perturbations, we compare direct
prompting with GPT-40 to generate responses (Direct) against explicitly instructing it to avoid
producing any visual content (w/o VT prompting). As shown in Figure 11, the results obtained by
w/o VT prompting demonstrate a noticeable performance drop when visual information is entirely
omitted by the model, even though the surrounding context remains complete.
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(a) Effectiveness verification on Qwen2-VL. (b) Visual Thoughts v.s. Caption-Only.

Figure 12: Effectiveness Verification for Visual Thoughts on pure text problem.

B.4 More Results

Beyond the exploration in Section 3, we further investigate the effectiveness of incorporating visual
thought into pure-text problems that require spatial imagination. In this setting, visual thought serves
to convey visual information from the imagined spatial domain that is necessary for solving the textual
problems. Specifically, we select tasks including chess, function, and graph from IsoBench and
use Qwen2-VL as the experimental model. We employ VisualSketchpad[15] to generate reasoning
processes that include image-form visual thought, keeping all other settings the same.

Integrating visual thoughts is essential for MCoT’s effectiveness in both image and text expression.
As shown in Figure 12 (a), consistent with the conclusions in Section 3, the absence of visual thoughts
results in a noticeable drop in accuracy (even worse than relying solely on the query-only). This
highlights the critical function of visual thoughts in transmitting visual information and boosting
model performance.

Visual thoughts can encode visual information more efficiently than captions in more complex
scenarios. As shown in Figure 12 (b), in simple scenes, where descriptions are straightforward,
the gain is modest (7.24%). In scenes of moderate complexity, the gain rises to 19.54%. In highly
complex images, where concise captions often struggle, visual thoughts deliver over 50% efficiency
improvement. These findings demonstrate that visual thoughts scale with image complexity and offer
a superior channel for transmitting detailed visual information.

C The Categories of Visual Thoughts

In this part of the experiment, we evaluate the performance of the four types of visual thoughts using
four models, including LLaVA-1.5 [21], Qwen2-VL [42], GPT-40-mini [32], and GPT-40 [32].

C.1 Prompt Design

In the w/o VT setting, the model directly generates both the reasoning path and the final answer
based solely on the given query. In contrast, for the four visual thought paradigms (N-LANG,
S—-LANG, E-IMG, and G-IMG), a two-stage framework is employed. In the first stage, the model
is prompted to generate a corresponding visual thought. In the second stage, this visual thought,
combined with the original query, serves as additional context to guide the model in deriving the
reasoning path and the final answer.

C.1.1 Prompt Design for w/o VT

In the w/o VT setting, the model is tasked with generating both the reasoning path and the final
answer directly from the given query, without relying on intermediate visual representations. To
ensure minimal influence from visual reasoning, we explicitly instruct the model to avoid referencing
or incorporating any visual descriptions during the reasoning process. The specific prompts used in
our experiments are presented below:
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#iHt Question: <Q>

#i## Choices: <C>

Let’s think step by step, but try to avoid any visual descriptions during the process!

End your thinking process with the most appropriate answer in the format "ANSWER: (x)"
followed by the choice.

Your Response:

C.1.2 Prompt Design for N—-LANG

N-LANG facilitates effective visual information transfer by natural language expression, such as
describing images based on question, enhancing vision-language alignment in LVLMs through richer
visual descriptions.

Stage 1: Visual Thought Generation At this stage, the model is tasked with extracting meaningful
information and transforming it into natural language, forming a foundation for visual thought and
enabling downstream reasoning. The specific prompts used in our experiments are as follows:

### Question: <Q>

### Choices: <C>

Please generate a comprehensive caption for the given image based on the provided query,
ensuring it accurately reflects the content and context of the image and the query.

### Caption:

Stage 2: Visual Thought Reasoning Then, the model advances to cross-modal reasoning, build-
ing on its previously generated visual thoughts. Below are the prompts used in this stage of our
experiment:

Based on the question and the caption that is related to the question and generated by yourself,
let’s think step by step, but try to avoid adding visual descriptions during the process! End your
thinking process with the most appropriate answer in the format "ANSWER: (x)" followed by
the choice.

### Question: <Q>

### Choices: <C>

#i## Caption: <N-LANG>

Your Response:

C.1.3 Prompt Design for S-LANG

S—LANG facilitates effective visual information transfer by effectively incorporating structures
language into reasoning pipelines.

Stage 1: Visual Thought Generation In this stage, the provided image constitutes the primary
source of visual information. The model is required to carefully analyze the visual content and
interpret it in a structured manner that facilitates subsequent reasoning processes. The specific
prompts employed in our experiments are as follows:

### Question: <Q>

### Choices: <C>

For the provided image and its associated question, generate a scene graph in JSON format
that includes the following:

1. Objects that are relevant to answering the question.

2. Object attributes that are relevant to answering the question.

3. Object relationships that are relevant to answering the question.
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Stage 2: Visual Thought Reasoning Next, the model performs advanced cross-modal reasoning
based on the visual thoughts generated in the previous stage. The specific prompts used in our
experimental setup are listed below:

Based on the question and the scene graph that is related to the question and generated by
yourself, let’s think step by step, but try to avoid adding visual descriptions during the process!
End your thinking process with the most appropriate answer in the format "ANSWER: (x)"
followed by the choice.

### Question: <QO>

#i## Choices: <C>

### Scene Graph: <S-LANG>

Your Response:

C.1.4 Prompt Design for E-IMG

E-IMG transforms the original image through tasks such as grounding, depth estimation, and seg-
mentation. By encoding image tokens, it strengthens LVLMSs’ capacity to interpret visual information,
thereby enhancing reasoning performance.

Stage 1: Visual Thought Generation At this stage, E-IMG employs vision tools (e.g., Grounding-
DINO [24], Semantic-SAM [20], DepthAnything [48]) to edit images based on the action series.
These processed images serve as extended inputs, facilitating the formation of visual thoughts in the
subsequent reasoning stage. The prompts used in our experiments are as follows:

### Question: <Q>

#i## Choices: <C>

Given the image, questions, and options, please think step-by-step about the image to answer
the question, design a series of image processing steps to extract pointing visual features based
on the available actions.

The available actions are:

1. segment_and_mark():

2. detection(objects):

You are encouraged to use as few steps as possible to achieve the goal.
# # # Action Series:

Stage 2: Visual Thought Reasoning At this stage, the model advances to cross-modal reasoning
tasks, guided by visual thought representations formed earlier. The prompts used in our experimental
procedure are detailed below:

Based on the question and the additional annotated image (all images except the first one)
that is related to the question and created according to Image Processing Series generated by
yourself, let’s think step by step, but try to avoid adding visual descriptions during the process!
End your thinking process with the most appropriate answer in the format "ANSWER: (x)"
followed by the choice.

### Question: <Q>

#i## Choices: <C>

<Extra Image Input>

Your Response:

C.1.5 Prompt Design for G-IMG

G—IMG is designed to prompt generative models to produce images that support logical reasoning,
leveraging the progress of LVLMs.
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V#Bench M3CoT CoMT

Model MMYVP AVG.
position attributes physical social temporal deletion selection update
w/o VT 7433 53.95 54.78 88.89 76.86 79.67 26.50 19.50 37.00 56.83
N-LANG 85.33 57.89 63.48 88.89 78.93 83.74 33.50 25.50 37.50 61.64
S-LANG 84.33 63.16 64.35 90.00 78.51 82.93 29.50 18.00 42.00 61.42
E-IMG 83.00 59.21 6522 90.00 78.10 86.18 34.00 28.50 50.00 63.80
G-IMG 78.00 59.21 59.13 9222 78.93 86.18 33.50 28.50 46.50 62.46
w/o CoT 71.67 57.89 63.48 87.78 76.03 58.54 32.50 21.50 41.50 5743

Table 3: Results of w/o CoT on GPT-4o.

Stage 1: Visual Thought Generation At this stage, G- IMG employs the vision model DALL-E
3 [1] to generate images based on tailored image generation prompts. These images embody the
model’s visual thoughts and are used as additional inputs in the subsequent reasoning phase. The
prompts used in our experiments are as follows:

You are an expert in writing prompts for text-to-image generation.

Now, based on the following image and the corresponding textual query, please write a precise
and detailed prompt to generate an image that is highly relevant to the query.

This image will be provided to you later as an auxiliary tool to help answer the query. Therefore,
the generated image should be as clear, detailed, and closely aligned with the query as possible,
helping you extract the necessary information from the image to answer or resolve the query
accurately.

When writing the prompt, please consider factors such as the composition, color, style, and
details of the image to ensure its practicality and effectiveness.

#iH Question: <Q>

### Choices: <C>

### Prompt Generated:

Stage 2: Visual Thought Reasoning In this phase, the model performs cross-modal reasoning
tasks, drawing on visual thought representations established in the prior stage. The corresponding
experimental prompts are presented below.

Based on the question and the additional synthesized image (the second one) that is related
to the question, let’s think step by step, but try to avoid adding visual descriptions during the
process! End your thinking process with the most appropriate answer in the format "ANSWER:
(x)" followed by the choice.

### Question: <QO>

#i## Choices: <C>

<Extra Image Input>

Your Response:

C.2 More Results on w/o CoT

To gain a deeper understanding of the role of visual thoughts, we supplement the results in Table 1
with an additional vanilla baseline which is without any CoT reasoning, implemented using GPT-4o.
As shown in the Table 3, we observe that the trends of removing Visual Thoughts (VT) and CoT are
not consistent. For benchmarks that require more reasoning steps, such as M?CoT, which involves
extensive multi-step reasoning, the performance of the w/o CoT variant significantly degrades.

C.3 Core Factors Evaluation Mechanism

In Section 4.3, we conduct a human evaluation to assess the conciseness and efficiency of visual
thoughts. Specifically, we randomly sample 100 instances evenly distributed across MM VP [39],
V#Bench [47], M3CoT [4], and CoMT [7].
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To evaluate the effectiveness of visual thoughts generated in response to user queries, we introduce
three evaluation metrics. Each metric is designed to capture a specific aspect of visual reasoning
quality, as defined below:

Image Relevance: This metric assesses the degree to which the visual thoughts aligns with the
semantic content and context of the input image. A highly relevant visual thoughts output should
accurately reflect the objects, relationships, or scenes depicted in the image, ensuring that the
generated content remains faithful to the source material.

Expression Clarity: This criterion measures how clearly the visual thoughts conveys the in-
tended reasoning or logic in response to the input query. A high score indicates that the visual
elements, such as spatial arrangements, symbols, or visual cues, are intuitively understandable and
unambiguous, allowing viewers to easily grasp the underlying rationale.

Concise Expression: This metric evaluates the efficiency and succinctness of the visual thoughts
in communicating information. An effective visual thoughts should avoid unnecessary visual
complexity while preserving essential content, thereby enhancing interpretability and reducing
cognitive load on the viewer.

Each of the three metrics is scored on a 3-point ordinal scale: (1) Low: The visual thoughts fails
to meet the criterion or introduces confusion. (2) Medium: The visual thoughts partially meets the
criterion, with minor ambiguities or limitations. (3) High: The visual thoughts fully satisfies the
criterion in a clear, accurate, and efficient manner.

Detailed annotation guidelines are provided as below:

Each metric is rated on a 3-point scale: low (1), medium (2), and high (3). The evaluation
criteria for each score level are detailed below:
Image Relevance: It measures the consistency between the visual thought and the content
of the input image.
* Low: The visual thought misrepresents or incorrectly describes the image content.
* Medium: The visual thought accurately captures the main content of the image.
* High: The visual thought not only accurately represents the image but also provides a
comprehensive description.
Expression Clarity: Assesses how clearly the visual thought represents the visual logic
implied by the input query.
* Low: The visual thought fails to convey any visual logic relevant to the query.
* Medium: The visual thought partially captures the visual logic relevant to the query.
» High: The visual thought fully and clearly expresses the visual logic associated with the
query.
Concise Expression: Evaluates the comprehensibility and succinctness of the visual thought
in conveying visual information.
e Low: The visual thought is verbose, redundant, or difficult to understand.
* Medium: The visual thought conveys its visual content and logic in a generally clear
manner.

* High: The visual thought presents the visual content and logic clearly, concisely, and in
an easily understandable way.

D Internal Rationale Behind the Visual Thought

In Section 5, we analyze the internal mechanisms by which MCoT transmits visual information,
focusing on two perspectives: the attention mechanism and information flow.
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V#*Bench M3CoT CoMT

Model MMVP AVG.
position attributes physical social temporal deletion selection update
w/o VT 74.33 53.95 54.78 88.89 76.86 79.67 26.50 19.50 37.00 56.83
N-LANG (Maj@4) 85.00 57.89 63.48 88.89 78.93 83.74 33.50 25.50 37.50 61.60
S-LANG (Maj@4) 83.67 63.16 64.35 90.00 78.51 82.93 29.50 18.00 42.00 61.35
E-IMG (Maj@4) 82.33 59.21 65.22 92.22 78.10 86.18 33.50 28.00 49.00 63.75
G-IMG (Maj@4) 78.00 59.21 63.48 9222 78.93 86.18 33.50 28.50 46.50 62.95
Diverse-VT 85.00 63.16 65.22 9222 78.93 86.18 34.00 28.50 50.00 64.80

Table 4: Results of Diverse-VT on GPT-4o0.

D.1 Visual Attention Analysis

In this section, we employ LLaVA-1.5-7B [21] as the experiment model to analyze the attention
distribution during its reasoning process and randomly select one sample from the ScienceQA [25] as
a case study. Specifically, we compare two input settings: (1) a multimodal query alone, and (2) a
multimodal query with visual thought. For each setting, we extract the attention weights from the last
token to the input image and the visual thought in each transformer layer.

We define A(ljh as the attention weight of token ¢ attending to token j of the h-th head at the [-th
layer, and the attention weight extraction process can be represented as:

H
_(1 l,h)
al(aq)t—>k vt Z Al(aql k> (8)
h=1

where ELI(;; _,. Tepresented the target extracted attention weight, last represents the index of the last
token, k represents the index of the target token, and H represents the number of the head.

As illustrated in Figure 8, we observe that the inclusion of visual thoughts leads to a shift in attention
from the original image toward the visual thought. Moreover, the visual thought continues to carry
and transmit visual information into deeper layers of the transformer.

D.2 Visual Information Flow Analysis

In this section, we also utilize LLaVA-1.5-7B [21] as the experimental model and sample data from
the ScienceQA [25] to investigate the role of internal information flow within MCoT. Specifically, we
conduct two analyses: Attention Blocking Analysis and Saliency-Based Information Flow Analysis

D.2.1 Attention Blocking Analysis

We manually block the information flow between specific tokens by setting the attention mask
between them in selected transformer layers to —inf [40, 50]. As shown in Figure 9, blocking the
information flow between the query and the visual thought leads the model to choose an incorrect
option that it would otherwise have predicted correctly. This result highlights the critical influence of
information flow between the query and the visual thought on final answer prediction.

D.2.2 Saliency-Based Information Flow Analysis

We compute saliency scores [36] to evaluate the relative importance of different information flows for
answer prediction [40, 50]. The computing process utilize Taylor expansion [29] for each element of
the attention matrix:

0L (x)
zh: hi © DAn | 9)

Here, £(z) represents the loss function, and x denotes the input; Ay, ; is the attention matrix value
for the h-th attention head in the [-th layer. The saliency matrix I; for the I-th layer is obtained by
averaging across all heads. The significance of information flow from the j-th token to the i-th token
can be represented by [; (4, j).

As illustrated in Figure 10, the information flow between the visual thought and the reasoning process
plays a pivotal role in guiding the model toward the correct answer, and its contribution is significantly
greater than that of the image-to-reasoning pathway.
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E Future Work

Based on the empirical analysis of visual thoughts, exploring ways to further enhance the performance
of MCoT is a promising direction for future research. Here, inspired by self-consistency, we design a
novel visual-thought-guided strategy that ensembles diverse visual thoughts reasoning paths, which
are refered as diverse-VT. We implement diverse-VT on GPT-40. As shown in Table 4, we observe
that Diverse-VT achieves the best performance, demonstrating the feasibility of integrating multiple
visual thoughts to enhance visual information transmission in MCoT, thereby improving reasoning
performance.

F Ethical Considerations

We engage multiple human annotators to evaluate the quality of visual thoughts in Section 4.3.

Quality Check We initiated the project with an introductory interview task, in which participants
answered 10 example questions for each visual thought expression. To ensure participant engagement
and familiarize them with the task, each participant was compensated $20.

Dataset Annotation For the subsequent stages of data annotation, we employed two PhD students
and two graduate students who possessed proficiency in both Chinese and English (CET-6 level)
and demonstrated strong mathematical capabilities. These students were compensated $15 per hour,
which is higher than the local average salary.
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