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Abstract

Essay critiques refer to the textual assessment
of an essay, serving as the basis for the grad-
ing of the essay, and are also crucial for the
improvements of the essay. Essay critique
generation has received increasing attention
after the blooming of large language models
(LLMs), which show promising potential in
writing and critiquing essays. However, cur-
rent LLMs suffer from hallucinations when
generating essay critiques (e.g., baseless crit-
icism), which are still under-explored in the
community. To facilitate research in reliable
essay critique generation, we first define this
task with a unified input-output format as well
as clear evaluation criteria. To minimize hal-
lucinations in critique generation, we intro-
duce RedHat, a novel approach that embeds
the key information from an essay directly
into the generation process through document-
level question-answering, ensuring critiques
stay firmly anchored to the evaluated content.
We collected a large-scale, high-quality essay
critique dataset called EssayC, annotated by
human experts over multiple LLM-generated
critiques, from an undergraduate essay writ-
ing course. We experimented RedHat back-
boned by proprietary and open-sourced LLMs.
Results showed that critiques generated by
RedHat are preferred by auto-judger and hu-
man experts over baseline up to 30% in the
best cases with a decrement of around 5% to
20% hallucinations.The hallucination reduced
critiques can further facilitate essay revision
and are more effective to baseline critiques to
improve essay quality.

1 Introduction

Essay critiques are pivotal for grading writ-
ings (Triawan et al., 2023; Suresh et al., 2023;
Wang et al., 2018), providing constructive feed-
back (Abbas and Herdi, 2018) and improving writ-
ing skills (Noroozi et al., 2023). With the advance-
ment of large language models (LLMs) (Ouyang

et al., 2022; Rafailov et al., 2024; Ethayarajh et al.,
2024), LLM-as-a-judge (Zheng et al., 2024a)
based critique models have shown promising re-
sults in providing explainable and informative cri-
tiques in instruction following tasks (Ke et al.,
2023; OpenAl, 2024a). Although applying LLMs
in essay assessment seems promising, our study
found that LLMs are plagued by hallucinations
when generating essay critiques and therefore not
suitable for direct application.

Hallucination in LLMs refers to the phe-
nomenon that the generated content is not
grounded on factual or correct information (Rawte
et al.,, 2023). Figure 1 presents hallucinations
from GPT-40 (OpenAl, 2024b) generated essay
critiques. It exhibits two typical types of hallu-
cination in this task: (1) providing advice that is
not appropriate nor does not match the essay con-
tent, and (2) proposing fallacies that do not exist
in the assessed essay. These hallucinated critiques
significantly hinder the usability of LLM in essay
critique generation.

Existing research focuses on instructing LLMs
to automated essay scoring (AES) (Kundu and
Barbosa, 2024), yet improving critique quality is
still under-explored. Lack of consensus on how to
evaluate an essay in detail leads to such negligence
in critique improvement. First, the essay is a form
of open-ended generation (Brahman et al., 2022),
ranging from narrative to argumentative, each with
distinct purposes. Detailed requirements differ be-
tween writing an analysis part and a conclusion
part. This complicates the detailing of assessment
criteria in the evaluation prompt, leading to the
fact that type I hallucination in Figure 1 often hap-
pens. Unfortunately, human expert evaluation is
extremely costly and inefficient (10 seconds for
LLMs versus half an hour for human) for assess-
ment both for essays and critiques, causing a lack
of research resources, especially for the detection
of Type II hallucination in Figure 1. These factors



i The logic of the argument should be rigorous, combining deduction and induction, presenting a clear tree structure and a

i tower-like evidence chain.

...... (new paragraph starts)

Some aspects of

traditional culture, due to their
long history of transmission,
have either lost

GPT-4o Critique 1: (Type I: failure to reconcile criteria VS essay format)

~~~~~~ It is recommended to supplement each reason with concrete cases or data to enhance
the depth and strength of the argumentation, thereby increasing its persuasiveness ......

Instructor Critique 2:
...... (new paragraph starts)

The phenomenon of more convincing data

~~~~~~ Good job on expression of your argument, clearly pointed out ...... probably adding

communication misconduct

reflects the issue of a lack of
credibility among streamers

GPT-4o Critique 2: (Type II: comment on non-existing problems)

~~~~~~~~~~~~ apparent fallacies in structure and organizations while lack of main theme statement

Figure 1: Essay critique hallucination explained. Here we listed two typical hallucinations caused by LLM’s
overly following evaluation criteria in the prompt of the whole essay when using GPT-40-mini to generate essay
critique. In the case of Type I hallucination, we find that GPT-4o0-mini is overly criticizing a conclusion part using
descriptions from the criteria. In the case of Type II hallucination, GPT-40-mini does not capture the author’s
argument expressed in complex format and presented in the beginning. GPT-40-mini is fed with the whole essay
and criteria. The prompt for generating critique is listed in Appendix H.

hinder the understanding and de-hallucination of
LLM-generated essay critiques.

To address resource challenges, we begin with
an undergraduate writing training course as a gen-
eralizable scenario for essay critiquing, utilizing
expert annotations. Our preliminary study re-
veals that hallucinations in LLM-generated cri-
tiques stem from (1) misinterpretation of the essay
and (2) over-exaggeration of evaluation criteria.

To mitigate these issues, we propose RedHat
(Reduce HallucinaTion), which enhances LLM
credibility by embedding targeted question-
answer pairs within the evaluation prompt. These
questions, identified with input from essay ex-
perts, aid the LLM in understanding the essay’s
structure and arguments, reducing hallucinations
from misinterpretation or overly rigid adherence
to evaluation criteria.

We compare accessible alignment techniques
including post-pretraining on long contexts and
supervised finetuning with RedHat. We suggest
the generalizability of RedHat across different
base-LLMs, languages and writing genres. We
show that alignment would cause more halluci-
nations on synthetic training data constructed out
of human experts’ critiques. This indicates the
source of such new hallucinations. In our eval-
uation setting, RedHat augmented LLM is con-

sistently preferred by human annotators compared
to baselines. We utilize the optimized critiques as
guidance for essay improvement. In our machine-
aided refinement setting, the polished content is
generally preferred by human annotators. These
showed the potential of our method in relieving
hallucination in critiques, thus providing essays
with informative and practicable help.

2 Essay Critique Generation

2.1 Creation of EssayC

Our task is to automate the generation of critiques
for undergraduates’ argumentative essay drafts us-
ing Large Language Models (LLMs). The aim
is to offer feedback that aligns with instructor-
provided insights, aiding students in refining their
writing (critiquing). We evaluate based on topic,
literature, arguments and structure, language, and
norms as detailed in AppendixB. Our work dif-
ferentiates from previous research mainly in LLM
types, granularity, assessed targets, and a shift
from scoring to critiquing as summarized in Table
1.

To ensure a reproducible testbench, we curated
EssayC. This dataset includes undergraduate es-
says on diverse topics such as Environment Sci-
ence, Biological Science, Software Engineering,



Works Granularity Target Content Generation Generation Open
Len Format Len sourced

Ours Paragraph  Argumentative Writing 5K Critique ~100 v

(Tyser et al., 2024) Whole CS Conference Paper >10K Review Unlimited X

(Liu and Shah, 2023) Whole CS Conference Paper >10K Review Unlimited ¢/

(Tang et al., 2024) Whole ASAP-AES! 150-550 Score Integer v

(Noroozi et al., 2023)  Sentence  Argumentative Writing <800 Feedback  30-50 b 4

Table 1: A Brief Comparison with Previous Work. We conclude between the scope that Al feedback cov-
ers(Granularity), assessment content (Target), content length (Writing Len), Al feedback format, length and
whether the works’ dataset, method and evaluation results are publicly available (Open Sourced). Our work inte-

grates a fine-grained perspective towards this field.

EssayC English

Essays 36 10

Avg Len 5204.7  42087.3
Critiqued Paras 395 100

Avg Para Len 278.2 1278.4

Avg Tea Cri Len 76.78 /
Pointwise Annotations 5530 200
Annotation Dims 4 4
Pairwise Annotations 1580 100
Avg Cri len 98.53 89.65

Table 2: Statistics about EssayC. Avg is short for av-
erage. Para is short for paragraphs. Tea is short for
teachers. Cri is short for critique. English stands for
the English subset of conference papers used in exper-
iment.

and more. We refined human-written comments
using GPT-4o0 to enhance grammar and structure,
resulting in 36 high-quality essays per topic, with
the remainder used for supervised fine-tuning.

For quality control, annotators screened cri-
tiques to eliminate unqualified content, such as
irrelevant subjective comments. We then used a
critique-quality classifier based on GLM-4-9B for
further filtration. This reduced critiques from 675
to 395 in the test set and from 51238 to 31694 in
the training set, as detailed in Table 2.

2.2 Task Description

Paragraph-level feedback is an effective granular-
ity for improving written content since it can ef-
fectively help authors localize the problem while
maintaining most contextual information. We for-
mulate the task as follows.

Task Formalization: Given an essay &, a set of
instructor evaluation criteria I', and the paragraph
P to be critiqued, a model f (e.g., an LLM) is

required to generate a critique c for that paragraph:
c=f(&,T,P) ey

Objective: The goal of this task is to generate
critiques that meet three essential criteria. First,
the critique should be free from hallucination,
and accurately interpret the author’s viewpoints
and the factual evidence in the text without in-
troducing inaccuracies. Second, it must be de-
tailed, demonstrating a thorough understanding of
the paragraph under evaluation, rather than provid-
ing vague or superficial feedback. Finally, the cri-
tique should be informative, offering meaningful
insights that assist authors in improving their writ-
ing. To maintain clarity and readability, we stipu-
late that comments must be limited to a maximum
of 100 words in our study. Formally, the gener-
ation of critique ¢ should maximize the informa-
tiveness U/ (c) while minimizing Ambiguity A(c)
and hallucination H (c), subject to the length con-
straint:

max U(c)—A(c)—H(c), Len(c) <100 (2)

This constrained problem reflects the trade-off be-
tween reducing hallucinations and increasing de-
tail, with the ultimate goal of optimizing the infor-
mativeness of the feedback provided to the writer.

3 Hallucination in Essay Assessment

We conducted an empirical study using students’
feedback on LLM-generated critiques. Students
give textual judgments over randomly presented
critiques to their essays generated by LLMs in-
cluding ChatGLM3-6b, GLM-4 Plus API (Du
et al., 2021; GLM, 2024), and ChatGLM3 fine-
tuned on the instructors’ comments. We found that
most prominent issue is hallucination in critiques,



Hallucination Description Example Cases Type
Ignoring context Overlooked the contextual (critiquing conclusion part) This section provides Typel
info information, failing to no-  background information on "carnivalization"; however, it
tice the perspectives and g somewhat lacking in argumentation and support for the
evidence the author has al- viewpoint.
ready provided in the sur-
rounding text
Overcorrection at Incorrect correction of Inaddition, the argument lacks detailed support , and terms ~ Type II
the word or sen- words or phrases, or over- such as "universality" and "social attributes" are not thor-
tence level correction oughly explained. (no need for explanation)
Misunderstand Failed to understand the The evaluated paragraph is fairly clear in terms of Typel
the author’s per- author’s perspective in the structure, laying the foundation for subsequent analysis
spective evaluated paragraph and its by explaining the 4C marketing theory ... (which is not
connection to the article the author’s intention)
Over-elaboration ~ Overemphasizing details, ((already presented evidence) ... Typell
of non-essential reversal of priorities in  further specific evidence is needed to support its conclu-
information structures sion, particularly in clarifying how these strategies hindered
technology sharing.
Citation-related Incorrect identification of The evaluated paragraph has logical issues in its argumen- Type I &
error citations or mistaking the tation. The author rejects the definition of health based on 1I
citation for the object of "bodily integrity ... (which is the citation part view)
evaluation
Vague assessment  Copying words from eval- The argument in this paragraph is relatively clear . How- Type II

uation criteria, with no in-
depth revision advice

ever, the supporting evidence appears somewhat limited .
And ...

Table 3: Hallucination in LLM essay critiques: the red background texts are the hallucination part and the

blue) comments are explanations.

as reported to be "the generation of plausible look-
ing yet factually incorrect statements" from (Bang
et al., 2023).

As (Maynez et al., 2020) defined Extrinsic Hal-
lucination as "ignoring the source material alto-
gether" and Intrinsic Hallucination as "misrepre-
senting information from the document”" in sum-
marization task, we found the hallucination in gen-
erated essay critiques can be divided mainly into
two types as follows:

* Type I: Criticizing writing fallacies that do
not exist in the essay. As the cases in Table 3
show, LLM emphasize some baseless errors.
This type shares commons with the above Ex-
trinsic Hallucination.

* Type II: Overemphasizing details and rever-
sal of priorities in argumentation structures.
The primary concern lies in the tendency
to recommend inclusion of excessive details,
which consequently undermines the clarity
and conciseness of the argument. This diverts
from the actual intent proposed in the criteria
and the essay. This type is partly related to
Intrinsic Hallucination.

Under the two main types of hallucinations, we
discuss the specific manifestation of them. As
listed in Table 3, ignoring the context information,

or misunderstanding authors’ perspective origi-
nate from Type I hallucination. Overreaction and
Over-elaboration originate from Type II halluci-
nation. These consist of the major aspects for hu-
man judgment of critique quality in experiments,
such as Table 4 and Appendix G.

We also observed that the occurrence of hallu-
cination varies depends on the position of the cri-
tiqued content within the essay. The conclusion
part of the essay exhibits the least amount of hal-
lucination, whereas the body sections exhibit the
highest incidence. Figure 4 illustrates the human
scoring of critique quality, primarily based on the
extent of hallucination. Hallucinations are most
pronounced in the essay sections ranging from po-
sitions between 0% to 30% and around 80% with
respect to the total essay length, indicating that
LLMs struggle particularly in these areas.

4 RedHat Reduces Hallucination in
Critiques

4.1 Background

To bridge the gap between LLM’s the faithful-
ness of the essay and the following of assessing
prompt, we propose RedHat. We noticed the
phenomenon in education and psychology (Mar-
ton and Sialjo, 1976), that breaking the under-
standing task into question-answering task is able



Hallucinated: literature is not the point, lack of

Literature Usage

Argumentation

Essay

B

Tapic Requircments

Structure and Organization

Criteria|

understanding of these examples

9 ? there is insufficient use of literature and
@ : alack of specific examples to support the

viewpoint. Including actual cases related to
. . engineering ethics would strengthen the
argument ......

«.... The completion of the Qinghai-Tibet Railway.
the Hong Kong-Zhuhai-Macao Bridge, and the Three
‘Gorges Dam serves as the best evidence of this -+

Question

Augmented: Critique is aware of author’s
writing intention, thus propose informative
suggestions

¢’ ¢‘ there is insufficient in-depth analysis of the
+ \s relationship between these cases and the

craftsman spirit, weakening the argument's
effectiveness. It is recommended to add more
~ | specific examples and analyze how the
craftsman spirit contributes to social
civilization progress to enhance the
persuasiveness of the viewpoint.

Answer

Does the article explore the theme
- in depth, providing strong
arguments and examples to

Criteria

rd
The asticle delves into the contemporary values .
af the craftsmanship spirit in the new er and the
patways for its cultivation, providing several

support the points?

the development of
However, some discussions are rad
Incking a detailed analysis of spec
implementation pathn
af reasans behind the lack of modem
cruftsmanship siril is somewhat brick. Overall,
the arguments are relatively sufficient but
somewhat superficial

s, and the

Figure 2: RedHat Explained. Converting essay evaluation criteria into a question checklist is beneficial for cri-
tique generation. Directly following criteria would ignore the understanding of the essay. RedHats designed to
reduce hallucination and ambiguity, and improve critique informativeness. RedHat engages necessary informa-
tion for understanding the essay in question-answering pairs into the critique generation prompt.

to speed up human’s comprehension of long docu-
ments. There is an opportunity to ease the evalua-
tion instruction by switching it into series of ques-
tions. Then by finding answers from the essay,
LLM can reduce its hallucination by more factual
information.

4.2 Criteria Embodiment

Following the idea above, we embody the evalua-
tion criteria I into a list of questions. To ensure
the questions’ relevance, we prompted GPT-4 to
propose questions conditioned on I" and the essay
content. The questions shall cover the essence of
I', the above process has to be repetitive to be ex-
haustive. Formally, denote £ as the essay, P as the
critiquing paragraph, pquestion as prompt for this
task, questions are produced in the following iter-
ative process:

3)

The number of questions n is a hyper-
parameter. The above process is not economic in
reality, with repetition for each new essay exhibit-
ing redundancy on common questions. We repeat
the experiments with different essays and pick a
list of common questions as the general solution.
The questions are reviewed by human writing ex-
perts, listed in the Appendix D.

gn = QueStione (Fv 87 Pquestion q1:n—1)

Another important part of criteria decomposi-
tion is seeking answers to those questions in the
essay. Fortunately, current LLM techniques all
showed compelling performance on DocQA and
long context retrieval (Lewis et al., 2020). The an-
swering process can be streamlined into a separate
document question-answering process as formal-
ized below:

a, = DocQA(gn, &) ()

4.3 Reorganizing the Critiquing Process

We propose that directly inserting question-
answering (QA) result pairs into the critiquing
process can effectively reduce LLM hallucina-
tions. Unlike RAG(Lewis et al., 2020), which uses
a domain-specific retriever to add external knowl-
edge not present in the original input, our ap-
proach focuses on understanding the entire essay
presented. While RAG (Shuster et al., 2021) aims
to reduce hallucinations by supplementing LLM
limitations, RedHat corrects LLM’s comprehen-
sion issues related to the complete essay content.
We ground the question-answering results into the
original critique generation prompt, as the below
formula reveals:

Cn = LLMC (F, ga P, {Qia ai}?:lapcritique) (5)



aaaaaaaaaaaaaaaaa

wen2

0 03 Quen2 am Q
Quen2 Quer Quen2 Queen

azs a3 Quen2 Quen2
Quen2 + RHoweal Quen2 + RHweak

GLma GLm4
02 on 034 | o
GLM4 T RH GLM4 + RH

oD GLma o GLma
GLMa o3 e GLMa om0 CLME ek

eak

ChatGPT4 oo 50 ChatGPT4 ChatPTa | 023 077 ChatGPT4
+ RH + RH

Fercentage Fercentabes

Figure 3: Results from comparison of critiques gen-
erated by baseline with our methods. Both human
experts and GPT-4o0 judgements are plotted. RH is
short for RedHat.

5 Experiments

5.1 Experiment Setup

Dataset: We mainly experiment RedHat on
EssayC discussed in section 3. To validate
RedHat’s effectiveness, we additionally picked a
subset from artificial intelligence conference pa-
pers as previous works with English-dominated
LLMs did. We intentionally chose those pa-
pers containing less formulas and illustrations, and
more importantly, ensuring the paper authors’ are
accessible so that they could judge the quality over
the generated critiques. We pick 10 paragraphs
with longer word counts from each paper to be cri-
tiqued. The statistics of the English subset is listed
in Table 2.

Base LLMs: To validate RedHat’s
effectiveness in more LLMs, we select
GLM-4-9B-chat (GLM, 2024) and
Qwen—-2-7B-Instruct (Qwen, 2024) to
be studied on EssayC. We select ChatGPT-40 to
study the English conference paper subset.

Baselines: Since there are plenty of hu-
man written critiques in EssayC construction,
supervised-finetuning (SFT) is a direct baseline
method. SFT tries to show whether it is applicable
to avoid hallucinating from direct learning from
teachers’ critiques. Post-pretraining (PT) tries to
clarify our doubt about whether hallucination orig-
inates from alienness to long document form read-
ing. Few-shot tries to explore the feasibility of
bypassing hallucination with in-context examples.
Details for few-shot, training and data preparation
can be found in Appendix E. Additionally, we also
apply RedHat to the supervised finetuned model,
to investigate its further application. We are also
interested in the quality of answers to the RedHat
questions, therefore we compared the LLM self-
generated answers in inference (Weak) and GPT-4
generated answers.

Metrics: Each of the critique is evaluated with
four dimensions: hallucination, ambiguity, infor-

— gim-4-9b
gIm-4-9b+RedHat
—— gIm-4-9b+RedHat-weak

—e

GPT-40-mini average

Q
LY\
A

0 10 20 30 40 50 60 70 80 90

Average human score

Figure 4: Distribution of overall scores with the posi-
tion in the article. The x-axis shows the relative length
of the annotated text to the essay. The y-axis shows the
average overall score by a human.

mativeness and overall. Hallucination (| 0 ~
100%) is evaluated by the true or false detection
rate. If one falls to fit the 6 hallucination types
mentioned in Table 3, it is marked as true in hal-
lucination. Ambiguity ([ 0 ~ 100%) is calcu-
lated whether the critique is ambiguous or not.
Informativeness (1 -100 ~ 100%) is calculated
whether the critique provided useful improvement
advice for polishing. They scored three levels of
informativeness: of positive help, of no help, of
negative help. Overall score (T 0 ~ 5) models the
task target in Formula 1, and is calculated through:
(1) minus 2 per hallucination found; (2) minus 1
for ambiguous; (3) minus 1 for being of negative
help or plus 1 for being of positive help (4) trun-
cate into interval O to 5.

Evaluator: We mainly refer to trained human
graduate teaching assistant scores as evaluation re-
sults. The details of our human annotations are
listed in the Appendix G. We also conducted pair-
wise preference annotation with base-LLM and
RedHat generated critiques. In this scene, human
ranks two critiques into which is better or both is
good or bad. Each generated comment is anno-
tated by two graduate teaching assistants. In case
of discrepancies, a third graduate teaching assis-
tant makes the final decision. Our overall Inter An-
notator Agreement is 0.71 in GLM-4 and Qwen-2
as a whole, ensuring annotation consistency and
reducing random interference. We also utilized
GPT-40 as auto evaluation method to explore the
accessibility of automatic evaluators.



| Overall(t) | Hallu%(l) Ambig%(|) Info%(1)
Human Critiques | 3.387 | 47.34 11.65 30.63
Qwen-2-7b-Instruct | 3.187 62.53 14.68 11.90
+ 5-shots 3.178 61.01 11.14 12.66
+ RedHat 3.267 62.03 7.59 15.70
+RedHat-weak | 3.323 58.73 8.10 18.73
+PT 2777 71.65 24.30 9.11
+SFT 2,615 74.43 27.59 -19.24
+ SFT+RedHat | 2.636 71.72 22.28 -10.63
glm-4-9b-chat 3.190 65.99 14.97 6.60
+RedHat 3.327 63.96 9.64 13.20
+RedHat-weak | 3.246 65.99 13.45 6.35
+PT 3.053 69.04 23.86 -3.04
+SFT 2.503 79.44 16.50 -31.72
+ SFT+RedHat | 2.574 79.44 14.47 -27.92
ChatGPT-40 2.448 76.92 11.99 -9.99
+ RedHat 3.549 42.96 8.99 23.98

Table 4: Main experiment on EssayC (GLM-4 and Qwen-2) and English subset (ChatGPT-40). All results are
judged by human experts. Hallu is short for hallucination (0-100%). Ambig is short for ambiguity(0-100%). Info
is short for informativeness(-100-100%). Due to the discriminating ability of human, the three dimensions are
evaluated in human detection of fallacies or goodness. Beside the three dimensions, an Overall score is given
mainly based on hallucination based on the number of deficits detected.

‘ Question Answer
‘ R-L B-1 BLEURT BERTScore R-L B-1 BLEURT BERTScore
Qwen-2-7B-Instruct | 10.64 15.62 27.45 71.09 11.16 6.69 21.39 74.50
+RedHat 11.13 18.68 25.24 72.39 12.17 8.40 31.00 76.16
+RedHat-weak | 1092 18.95 26.24 72.50 12.21 8.69 29.41 76.41
+SFT 841  4.60 41.21 65.11 6.40 1.88 23.42 66.63
+SFT+RedHat 8.73 5.10 44.56 65.50 6.75 2.03 21.55 67.22
+PT 820 4.07 40.82 64.81 6.05 1.67 27.49 66.02
GLM-4-9B-chat 8.89  5.69 42.00 66.09 9.88 3.55 55.28 68.00
+RedHat 9.88 7.51 44.26 67.31 10.18 4.43 55.51 69.72
+RedHat-weak 996 7.54 44.11 67.17 10.52 4.60 55.71 69.90
+SFT 790 3.75 37.45 64.25 6.75 2.16 50.36 65.04
+SFT+RedHat 828  4.28 40.08 64.85 7.25 242 51.32 65.96
+PT 873 577 41.10 65.90 891 354 54.07 67.89

Table 5: Overlaps between generated critiques and questions. R-L is short for Rouge score calculated with
longest common substrings. B-1 is short for BLEU score calculated with unigrams.

5.2 Main Results

We showed the results in Table 4, with Qwen-
2-7B, GLM-4-9B, ChatGPT-40. Statistics from
the RedHat ( background) showed incre-
ments in all dimensions compared to base-LLMs.
Few-shot benefits the base Qwen2 but is less ev-
ident compared to RedHat. However, SFT and
PT cause decrement in all dimensions, indicating
that direct adjust LLM parameters in the aim of fit-
ting MLE loss are not solutions to hallucination re-
duction in essay critique generation. Additionally,
the reduction of hallucination usually correlates to

the reduction of ambiguity and the increment of
informativeness. Last but not least, considering
RedHat and RedHat-weak, answers provided
by GPT (regarded as an DocQA oracle for its high
accuracy) or LLM itself all contributed to halluci-
nation reduction and overall improvement.

Figure 4 depicts a dynamic relation between the
critiqued piece and its position in the essay. In
the box, RedHat mainly relieved the hal-
lucination in this part. At the 80% point of the
article, we observe a notable decline in perfor-
mance across all methods, as the box high-



lights. We hypothesize that this is where the au-
thor begins to conclude their argument, rather than
continuing to elaborate further. At this stage, the
model tends to overextend by providing more de-
tailed explanations than necessary.

The comparison between baseline-LLM and
RedHat are shown in Figure 3. In the figure,
human are more preferred to critiques generated
by RedHat by A 7.11 % in GLM, 10.36% in
Qwen. On the one hand, the high tie rates in hu-
man judgments result from the number of halluci-
nation types. If one of the six hallucination types is
detected from each of the critiques, the pair would
be graded as both is bad. On the other hand, GPT-
40 as comparison evaluator showed low tie rate,
indicating its potential bias or unawareness of hal-
lucination. Appendix F contains a detailed dis-
cussion of them. In conclusion, the overall trend
of GPT-40 judgments matches with human judg-
ments and shows the improvements from .

5.3 How QAs Help Reduce Hallucination?

To explore how QA results assist in comment gen-
eration, we designed the following analytical ex-
periments to investigate the impact of QA accu-
racy on outcomes and the overlap between the
generated critiques and the QA.

Question-Answer Quality:  We evaluate
the wvalidity of questions by analyzing the
similarities between critiques, questions and
answers. We calculated word-level overlapping
with  ROUGE (Lin, 2004) and BLEU (Pa-
pineni et al., 2002), and semantic similar-
ity with BLEURT (Sellam et al., 2020),
BERTScore (Zhang et al, 2019), between
the generated critiques and the corresponding
questions list, answers list, as shown in Table 5.

We can observe several findings from the re-
sults in Table 5. First, with RedHat, similarities
between generated critiques and questions do not
significantly increase, indicating the questions are
not leaking the desired contents to the LLM. Sec-
ond, similarities gain with answers is observed, es-
pecially with Qwen + RedHat, showing that de-
tailed information about the essay is conveyed in
the answers by RedHat.

Answer Accuracy Influence on Performance:
In our methodology, we assume that the responses
to the questions are correct, which are generated
by a perfect long-document question-answering
model. We invited human essay evaluation ex-
perts to score the correctness of answers for the

GLM-4 v.s. GLM-4-RedHat

Win Tie Lose A
Human | 45.74 532 4894 3.20
GPT-40 | 19.56 58.67 21.78 2.22

Table 6: Critique Effect on Essay Polish. Preference
picking between through human and GPT-40-0815.

questions on different essays. GLM-4 show a
14.4% error rate, followed by 7.8% from Qwen-
2 and 4.4% ChatGPT-40. The decrease in error
rates corresponds to the gain in point-wise scoring
(RedHat-weak rows) of hallucination and pair-
wise comparison. However, the overall influence
of RedHat still outperform baseline-LLMs, sug-
gesting the robustness of our method.

5.4 How Updated Critiques Help With Essay
Polish?

Comment generation in educational contexts
should help students improve essay quality. To
evaluate this, we conducted an experiment com-
paring comments generated by glm-4-9b-chat and
glm-4-9b-chat-RedHat. Using 100 essay sam-
ples, we prompted GPT-40, a professional text en-
hancer, to revise essays based on the comments.
Master’s and doctoral students, along with writing
tutors, assessed the quality of the revised texts (see
Table 6). The results demonstrate that RedHat
produces more in-depth comments, leading to im-
proved text quality. Additionally, we identified
a significant gap between human evaluations and
GPT-based automatic evaluations, revealing po-
tential biases within LLMs.

6 Conclusions

In this work, we proposed RedHat, an effec-
tive method for reducing hallucinaiton in LLM-
generated critiques in essay assessment. RedHat
enhanced GLM-9b-chat, Qwen-2-7B-Instruct and
ChatGPT-40 by adding an essay-level digest in a
question-answering format for the LLM. In our
pedagogical application setting, results showed
that our method reduced hallucination, ambiguity
and improved their informativeness. On the other
hand, our generated critiques also greatly helped
polish the original essay content. The method is
both effective in reducing the hallucination both
with EssayC and with the English conference pa-
pers.



7 Limitation

There are two limitations of this work. First, the
development of automated hallucination detection
techniques for essay critique generation is neces-
sary but requires extensive data labeling, which
was constrained by practical budget limitations;
thus, we believe it is important to explore syn-
thetic data for the purpose as a focus for future re-
search. Second, due to the scope of this work, we
researched human written essays rather than LLM
produced essays. .Exploring how LLM-generated
critiques influence LLM-generated essays could
deepen our understanding of LLM-based auto-
matic reviews. If successful, it will greatly im-
prove the potential of LL.Ms for enhancing human-
written texts.
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A Extended Discussion of Related Work

A.1 Hallucination datasources

The halluciniation in natural language generation
task is generally defined as the phenomenon that
model generated contents contain information that
contradicts or is unfaithful to user instructions, ad-
ditional background context, and/or factual knowl-
edge. Various previous studies have attempted to
mitigate hallucination problem in enormous tradi-
tional NLG tasks. Due to their discrepancy in task
formats, nevertheless, these works define halluci-
nation in rather different ways and aspects and de-
sign methodologies tailored to solving these prob-
lems in concern. In conversation tasks, (Zhang
et al., 2018) proposed PersonaChat dataset aim-
ing to relieve the problem of self-consistency vi-
olation in chit-chat. (Dinan et al., 2019) attempts
to incorporate external knowledge corpus for more
factual knowledge-based dialogue generation. In
abstractive summarization tasks (a most related
domain of our task), efforts have been paid to
alleviate the hallucination problems embodied as
generating spans not entailed by the source text.
Early works explores methods to improve factu-
ality from source content understanding (Huang
et al., 2020), training process (Cao and Wang,
2021) and post-training phase (Dong et al., 2020).

A.2 Hallucination detection

Such method needs external knowledge sources,
or reference answer for judging. There are
also pioneers who invented reference free meth-
ods. FEWL(Wei et al., 2024) weights multiple
LLMs answers as proxy of golden answers, which
theoretically provided plausibility for judgment.
(Hou et al., 2024) utilizes the belief of LLM to
check their hallucination problem via decompos-
ing statements into child statements to check in a
hierarchical way.

Essay evaluation is both reference and knowl-
edge sparse task, making it hard for quantification
on judging. Our method inherits the above ideol-
ogy by embodying the concept of faithfulness to
essay as correctly performs the docQA task.

A.3 Hallucination causes

The causes of hallucination on knowledge-
intensive tasks are various. Previous works have
focused on those arising from deficiencies in data
collection and preprocessing, training, and infer-
encing phases. In terms of data sources, the emer-


https://arxiv.org/abs/2005.03642
https://arxiv.org/abs/2005.03642
https://arxiv.org/abs/2005.03642
https://arxiv.org/abs/2005.03642
https://arxiv.org/abs/2005.03642
https://arxiv.org/abs/2402.10412
https://arxiv.org/abs/2402.10412
https://arxiv.org/abs/2402.10412
https://arxiv.org/abs/2305.13534
https://arxiv.org/abs/2305.13534
https://arxiv.org/abs/2305.13534
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205
https://doi.org/10.18653/v1/P18-1205

gence of hallucination could be attributed to incor-
rect or biased data, absence of real-time or propri-
etary knowledge, or wrong utilization of knowl-
edge (Huang et al., 2023). In the training phase,
(Sharma et al., 2023) shows that the training pro-
cess of RLHF may wrongly lead LLLM to produce
content that flatter users but disobeys facts. In
the inference phase, (Wang and Sennrich, 2020)
claims that the discrepancy between the training
and inferencing pattern of the AR model could
lead to hallucination. (Zhang et al., 2023) finds
that hallucinations already generated can mislead
LLM to continue producing error statements.

In our work concerning hallucination in essay
evaluation tasks, hallucination could be caused
by more complex factors. Due to blurred or
even seemingly contradictory criteria of judgment,
evaluators could generate outputs not consistent
with previous contents, likewise tending to gen-
erate tangential evaluations.

A.4 Essay critique generation

Utilizing LLMs to judge and refine human writing
has become a buoyant application of recent LLM
systems. Several systematic evaluations have been
conducted on the capability of LLM to generate
critique content for human writings in various sce-
narios (Tang et al., 2024; Rahman et al., 2023; La-
gakis and Demetriadis, 2021; Jong et al., 2023;
Lagakis and Demetriadis, 2021). There are also
emerging systems built for providing critique gen-
eration (Tyser et al., 2024; Peng et al., 2024;
Gong et al., 2021; Kumar et al., 2021; Li et al,,
2021), manifesting remarkable performance. The
primary difference between their work and ours is
that their system focuses on generating evaluative
comments, whereas we prioritize minimizing hal-
Iucinations in the feedback to help writers improve
text quality. Also, there lacks of an agreement on
a unified testbench.

B Criteria for essays

B.1 Chinese Argumentative essays

The essay content studied in our work exhibits
four structural and content characteristics. Topic
is the background and the author’s core perspec-
tive to be delivered in the essay. An essay must
have a well-defined topic to discuss. Students
need to choose a focused, valuable question from
a clearly identified discipline that allows for in-
depth discussion. Literature is the bridge be-
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tween the essay and the information outside the
essay. It is essential to engage in a thorough dis-
cussion about existing literature to clearly under-
stand the issue at hand and cite sources appropri-
ately throughout. Arguments and Structure refer
to the chain of thoughts that depict how arguments
are articulated. When presenting arguments, the
structure should follow the “problem-argument-
reason-evidence” structure to ensure persuasive-
ness. Arguments should be clear, well-supported,
and employ proper logical reasoning, often utiliz-
ing both deductive and inductive methods. Lan-
guage and Norms: First-person pronouns should
be avoided, and the arguments must be original.
When referring to others’ opinions, it is crucial to
paraphrase appropriately and refrain from plagia-
rism.

Student essays are evaluated with respect to the
standards uniformly above. We believe such cri-
teria are beneficial for narrowing down possible
variances stemming from different assessors’ sub-
jectivity. When evaluating the model’s generated
critiques, human labelers can then better focus on
hallucinations in the critiques, conditioned on the
above criteria.

B.2 English Conference Papers

Generally, we refer to ICLR 2025 review in-
structions for details (https://iclr.cc/
Conferences/2025/ReviewerGuide).
We applied the ICLR reviewer guidelines as eval-
vation criteria. Since ICLR reviewer guidelines
have already contained more than 10 questions
in it, we replace the guideline questions with de-
scription of the expectation for a good conference
paper on those questions. The following is the
evaluation criteria version without questions we
used.

1. The
paper should be read carefully in
its entirety. Related works and
citations must be reviewed to

Thoroughly Read the Paper:

ensure a comprehensive
evaluation. Sufficient time
should be allocated for this
process.

2.
Reading:

Key Considerations While
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2.1 Objective of the Work: The
paper should have a clear goal,
such as addressing a known
problem or application,
highlighting a new issue,
presenting new theoretical
findings. Different objectives
should be assessed based on their
potential value and impact.

or

2.2 Strong Points: The submission
should be clear, technically
correct, experimentally rigorous,
reproducible, and present novel
findings in areas such as theory

or algorithms.

2.3 Weak Points: Any shortcomings
in clarity, technical
correctness,
reproducibility,

should be noted.

rigor,
or novelty

2.4 Open-Mindedness: The value of
the paper should be considered
from the perspective of the
entire ICLR community,
may not seem immediately relevant
or interesting to individual

reviewers.

even if it

3. Evaluating Core Aspects for
Recommendation:

3.1 Problem Definition:
should tackle a specific question
or problem with clarity.

The paper

3.2 Motivation and Context: The
approach should be well-motivated
and appropriately contextualized
within the literature.

3.3 Support for Claims: The paper
should provide rigorous evidence
to support its claims,
results are both correct and
scientifically valid.

ensuring
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The work should
valuable

3.4 Significance:
contribute new,
knowledge to the community,
whether empirical,
or practical, regardless of
whether it achieves

theoretical,

state-of-the—-art results.

4. Initial Review Structure:

4.1 Summary: Clearly summarize
the paper’s contributions in a
positive and constructive manner.

4.2 Strengths and Weaknesses:
Identify the paper's strong and
weak points comprehensively.

4.3 Initial Recommendation:
Provide an initial recommendation
(accept or reject) with a clear
rationale.

4.4 Supporting Arguments: Present
evidence and arguments that
support the recommendation.

4.5 Clarifying Questions: Include
questions for the authors to
address ambiguities and provide
additional evidence for the
assessment.

4.6 Improvement Suggestions:
Offer constructive feedback aimed
at improving the paper. Clarify
that these suggestions are for
improvement and not necessarily
decision-critical.

5. Complete the CoE report:

5.1 Familiarize yourself with the
ICLR Code of Ethics before
starting reviews.

5.2 Assess whether the paper has
potential CoE violations and
provide explanations if
applicable. The CoE report will
involve answering these questions

as part of the review process.



6.
Discussions:

Active Participation in

Actively engage in the

asynchronous discussion phase,
authors,
area chairs exchange feedback.

where reviewers, and

Be
open to revising your initial
recommendation based on new
insights or updates to the
submission.

7. Borderline Paper Discussions:
Participate in virtual meetings

organized by Area Chairs (ACs) to
discuss borderline cases.
Familiarize yourself with
feedback from other reviewers to
contribute meaningfully to the
discussions.
to attend without emergencies

will have their absence noted.

Reviewers who fail

8. Final Recommendation:

Update your review to reflect any
new information or revisions
during the discussion phase.
Clearly articulate the reasoning
behind your final recommendation,
including what influenced any
changes to your assessment.

With the above criteria, the prompts for English
conference paper critiquing is structured as fol-
lowed

Suppose you are a professional
essay polisher for international
conference in learning
representation. Based on the
following review criteria,
provide suggestions to improve
the appointed paragraph.

[review criteria begins]
{criteria}

[review criteria ends]

[paper begins]
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{paper}
[paper ends]

[paragraph begins]
{paragraph}
[paragraph ends]

Now begin your suggestions within
100 words. Your suggestions
should aim at pointing out the
weaknesses and providing
constructive feedback.

C Data Preparation

We collect over 6,000 student essays from our
course archives from Fall 2019 to Spring 2024,
and randomly select 50 essays to serve as the test
set for our evaluation.

Below are our considerations for picking:

Diversity of Topics: The selected 50 essays
cover a broad spectrum of topics, including liter-
ature, cultural criticism, gaming industry reviews,
electric vehicles, technology, and artificial intelli-
gence. These topics were categorized into distinct
thematic groups to ensure a diverse representation
of subject matter for our testing.

Content and Instructor Feedback: All es-
says were initial drafts submitted by students for
one-on-one feedback from their course instruc-
tors. The instructors provided paragraph-level
comments, primarily focusing on the writing is-
sues and offering suggestions for improvements.

Ethics and Privacy Considerations: To en-
sure the ethical use of student data, we obtained
approval from the course teaching team for the
use of these essays. Additionally, all essays
were anonymized by removing personal identifiers
such as student names, IDs, locations, and any
other sensitive information. We applied standard
anonymization techniques to ensure privacy and a
manual review was conducted to confirm that no
personal information remained in the dataset.

De-noising: We apply format-revision and cor-
rection to the the essays. We also filter out very ca-
sual teacher comments like single punctuation like
>, or commenting on unrecognizable pieces.



D Essay Reading Question List

D.1 Questions for Chinese Argumentative
essays

We list the questions in Table 7 that we collected
from the essay writing experts. They are crucial
questions in understanding an essay. The pick-
ing threshold is the agreement over 15 TAs and
instructors.

D.2 Questions for English Artificial
Intelligence Conference Papers

We select the question list from the ICLR guide-
line and list them in Table 8.

E Details for training and
implementations

E.1 Supervised finetuning
E.1.1 Data Preparing

We conducted our supervised finetuning over aug-
mentation of teachers’ original comments from
historical archives apart from the test set. We
found original teachers’ comments are informal
and fragmented, and directly finetuning on them
causes damage to the LLM’s performance. There-
fore, we extracted teachers’ comments and de-
ployed a GLM-4-130B for augmentation. The aim
of augmentation is to rewrite the semantically low-
quality comments into fluent ones, easing for LLM
to fit on. The prompt for augmentation can be
found in Appendix H.

As a result, we adopt 31,694 polished hu-
man paragraph-level critiques as training data, ex-
cluded from the EssayC testset split mentioned in
Section 2. The format of the data is arranged into
(evaluation prompt, essay, and target paragraph) as
input, and polished paragraph as output. The train
and valid set are split based on essays to avoid po-
tential leakage.

E.1.2 Training Details

We split the data into training and validation sets
with a 0.95:0.05 ratio. The training epoch is set
as 1.15, for from empirical observation, the low-
est loss on the validation set falls around epoch
1.1 to 1.2. We adjust learning rate from {le-5,
2e-5, 3e-5, Se-5, le-4}, weight decay rate {1le-3,
le-2}, betas for Adam {[0.9, 0.999], [0.9, 0.9]},
scheduler between {linear, cosine}. Finally, we
pick the following config for the least evaluation
loss. The training is implemented with LLaMA-
Facotory (Zheng et al., 2024b).
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* per_device_train_batch_size: 1
* gradient_accumulation_steps: 2
* learning_rate: 1.0e-5

* weight_decay: 0.01

* adam_betal: 0.9

e adam_beta2: 0.999

* max_grad_norm: 1.0

* num_train_epochs: 1.15

* Ir_scheduler_type: cosine

* warmup_ratio: 0.1

E.2 Post training
E.2.1 Data Preparing

As for post-pretraining, we follow two steps: (1)
pre-training on Chinese academic papers in the
field of literature, social science and humanities
and (2) followed by SFT on the previous data to
ensure the alignment of the critiquing task.

We crawled 128,321 academic papers from the
Chinese National Social Science Base. The pa-
pers mainly come from journals, such as Explo-
ration and Free Views, Fiction Monthly Shang-
hai Literature, Beijing Literature Novella Month,
Science Technology Critiques, Tanzhen Technol-
0gy Review and so on. We use OCR with doc2x
API (https://v2.doc2x.noedgeai.com) and applied
the follow-up data filter and typo fixing with GPT-
4 and GLM-4. The above process produces 27,430
pure text papers of an average around 30,000 Chi-
nese characters. The whole tokens surpassed 1.5
billion.

E.2.2 Training Details

We split the data into training and validation sets
with a 0.95:0.05 ratio. The training epoch is set
as 6.0, for from empirical observation, the lowest
loss on the validation set falls around epoch 5.0 to
7.0.

We adjust learning rate from {1le-5, 2e-5, 3e-5,
Se-5, le-4}, weight decay rate {1e-3, le-2}, betas
for Adam {[0.9, 0.999], [0.9, 0.9]}, {linear, co-
sine}. Finally, we pick the following config for the
least evaluation loss. The training is implemented
with LLaMA-Facotory (Zheng et al., 2024b).

* per_device_train_batch_size: 1



Setting

Prompt

Question 1 NERAGE AR 0B
Does the article have a clear theme or central idea?
Question 2 VEBTESCEERIF KR TR T EENA 08 R2
Does the author clearly present the main point or argument at the beginning of the article?
Question 3 1R R EM AR TAATROLAR,  HaX S0 s 7R SR A AR 5 PS8 — S SRR R 2
Has the author articulated their views clearly, with consistent support and elaboration throughout the various sections of
the article?
Question 4 XM AR B F L, ARES ML RINE?
Are these viewpoints consistently maintained throughout the text, or is there unrelated content?
Question 5 SCERTRANFN T M, ST R IR RG] TR SR
Does the article delve deeply into the subject, providing strong evidence and examples to support its arguments?
Question 6 (e R RER T 0 B EIRZ BRI AT B R S B AR R ?
Does the author demonstrate a profound understanding and analysis of the topic, or do they merely scratch the surface?
Question 7 VEELESCEPRTIRASNT T R, ST IR ISR G R T R SRR AT ?
Has the author thoroughly analyzed the theme within the article, offering ample evidence, examples, and details to back
up their points?
Question 8 HIREBEDARMA SRR, I BT T [
Have different perspectives or counterarguments been considered, and have these been adequately addressed?
Question 9 XEFIES R AW - i AR

Are the statements in the article clear, accurate, and expressive?

Question 10

B E NSRS SCE A B R AME LA ?
Does the writing style align with the article’s purpose and audience?

Question 11

NEETHWRIEE . PIE s ER? X T & T IS IR sl IS E A & LR AT 5 2
Are there noticeable grammatical, spelling, or punctuation errors in the article? Do these errors hinder the reader’s under-
standing or diminish the professionalism and credibility of the piece?

Question 12

SRR T A WA S BB AOMLA,, BE R REE T WAIAY
Does the article present unique insights or innovative viewpoints, or does it merely reiterate common ideas?

Question 13

HEH FINEAR G F B AR e R, I {3 SCFAE AR 2 2D SO A AT H 2
Has the author introduced novel examples or perspectives to discuss the theme, allowing the article to stand out among
similar works?

Question 14

ERLE T S Y
Is the structure of the article logical?

Question 15

Bk 2 [ TR R T Y
Is there a smooth transition between paragraphs?

Question 16

VERE R T4 HE — I B 038 B SR AL AU AT T 38 SR R 2
Does the author organize their arguments and evidence in a clear logical sequence?

Question 17

HBREEE LR, B SER B B
Does each paragraph have a distinct central idea that connects naturally with the preceding and following paragraphs?

Question 18

BV 2 1) 5 I S By TR AR S B B A e

Are there transitional sentences between paragraphs to assist the reader in understanding the overall structure of the article?

Table 7: Crucial questions list for EssayC.

gradient_accumulation_steps: 1 E.3 Few-shot implementation

learning_rate: 3.0e-5
weight_decay: 0.01

adam_betal: 0.9

In our experiment, we experimented with 5-shot
structure to test its feasibility to handle the task.
The structure of 5-shot is listed as follows. Note
that the beginning of the prompts and the end-
ing of the prompts remain the same as prompts
for baseline-LLM inference in Table 9. The only
change is the insertion of the five examples.

adam_beta2: 0.999

max_grad_norm: 1.0 [Evaluation Prompt begins and

ends]

Ir_scheduler_type: cosine

Explanation of the criteria.

warmup_ratio: 0.1

bf16: true

[Evaluation Criteria begins and
ends]
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Setting

Prompt

Question 1 What is the goal of the paper?

Question 2 Is it to better address a known application or problem, draw attention to a new application or problem, or to introduce
and/or explain a new theoretical finding? A combination of these?

Question 3 Is the submission clear, technically correct, experimentally rigorous, reproducible, does it present novel findings (e.g.
theoretically, algorithmically, etc.)?

Question 4 What is the specific question and/or problem tackled by the paper?

Question 5 Is the approach well motivated, including being well-placed in the literature?

Question 6 Does the paper support the claims?

Question 7 Are results, whether theoretical or empirical, correct and scientifically rigorous?

Question 8 What is the significance of the work?

Question 9 Does it contribute new knowledge and sufficient value to the community?

Question 10

Does the paper convincingly demonstrate new, relevant, impactful knowledge (including empirical, theoretical, for practi-
tioners, etc.)?

Question 11

What questions would you like answered by the authors to help you clarify your understanding of the paper and provide
the additional evidence you need to be confident in your assessment?

Question 12

Is there a potential violation of the Code of Ethics (CoE)?

Question 13

If there is a potential violation, why might there be a potential violation?

Table 8: Crucial questions list For English artificial intelligence conference papers.

Explanation of the essay.

[Target essay begins and ends]

Explanation of paragraph.

[Target Paragraph begins and
ends]

There are five examples for your
critiques. You can refer to them

or mimic.

[Example 1 begins]
Target Essay 1
Paragraph 1
Critique 1
[Example 1 ends]

[Example 2 begins]
Target Essay 2
Paragraph 2
Critique 2
[Example 2 ends]

[Example 3 begins]
Target Essay 3
Paragraph 3
Critique 3
[Example 3 ends]
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[Example 4 begins]
Target Essay 4
Paragraph 4
Critique 4
[Example 4 ends]

[Example 5 begins]
Target Essay 5
Paragraph 5
Critique 5
[Example 5 ends]

Now,
evaluation.

please provide your

Note that although
five aspects are listed in the
evaluation criteria, you only

need to evaluate one dimension
based on the



most prominent feature in the
paragraph.
please integrate your notes to
grasp the overall framework,
thought process, and logic of the
article. Your feedback should
help the student improve the
quality of the paragraph. If
there are issues, please point
them out and offer suggestions
for improvement. Please respond
with your feedback directly
without using formalities,
your evaluation should not exceed
100 word.

In your evaluation,

and

F Position Bias of the evaluator

We observe significant position bias on the pair-
wise scoring of GPT-40-mini. As we find in Ta-
ble 5. We compared four settings from top to
down:

¢ GPT-40-mini-0718 V.S. GPT-40-mini-0718-
RedHat

* glm-4-9b-chat V.S. glm-4-9b-chat-RedHat

* glm-4-9b-chat V.S. glm-4-9b-chat-RedHat-
weak

* glm-4-9b-chat-sft
RedHat

V.S. glm-4-9b-chat-sft-

As the table showed, GPT showed a significant
preference on the item that is near to the end of
the prompt (Revsere). Previous works in multiple
choices (Zheng et al., 2023) also discussed such a
phenomenon.

G Human Annotation

G.1 Writing Expert Information

We hired 15 writing experts for the human an-
notation stage. They are serving as teaching as-
sistants in the undergraduate writing course. The
group primarily consists of graduate students and
advanced undergraduates (juniors and seniors),
representing a diverse range of academic depart-
ments. This interdisciplinary composition ensures
the accessibility and relevance of articles across
various disciplines and research topics.
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Mode Win Tie Lose
Forward | 0.16 0.01 0.82
Pair A | Reverse | 0.19 0.02 0.80
Average | 0.18 0.02 0.81
Forward | 0.24 0.01 0.76
Pair B | Reverse | 0.45 0.01 0.54
Average | 0.34 0.01 0.65
Forward | 0.68 0.00 0.32
Pair C | Reverse | 0.80 0.00 0.20
Average | 0.74 0.00 0.26
Forward | 0.46 0.02 0.52
Pair D | Reverse | 0.63 0.01 0.36
Average | 0.55 0.01 0.44

Figure 5: Position Bias by GPT evaluator. Forward
shows that critique A is posited far from the end of
the prompt while Reverse is the opposite case. The
scores we reported are the algorithmic average of the
two modes.

G.2 Annotation guideline translated

The following verbatim is our annotation docu-
ment for human expert annotators. The original
document is in Chinese and we translate it into En-
glish.

Evaluation Scoring and Annotation
Guidelines Document
quality evaluation)

(For criitque

I. Task Description & Objectives
The model is tasked with
evaluating human-written
paragraphs.
limitations in the model's
capabilities, the evaluation may
produce instances of
hallucination and other issues.
The core objective of this task
is to assess the overall quality
of the model's comments based on
specific dimensions and to
conduct preference scoring and

However, due to

comparison.



In a given essay, multiple
comments are provided for a
particular paragraph. Our tasks

are as follows:

1. Scoring - Evaluate the quality
of comments based on three

dimensions (hallucination,
detail,

assign scores accordingly.

and informativeness) and

2. Subjective Ranking -
Subjectively rank the quality of
selected pairs of comments.

II. Data Field Description

Fixed Fields

— Original Text: The original
essay 1s in document format,
which can be accessed for viewing
(annotations from the instructor
can be seen after downloading).

— Original Paragraph: The

paragraph being evaluated by the
model,
section of the paper.

sourced from a specific

— Comments A | H | C | G | I | D
| E | F: Eight different model
comments on the original
paragraph, including opinions on
structure, content, and format.
Annotation Fields

— Scores for Comments A | H | C |
G| I | D| E | F: Score +
corresponding deduction reasons
(drop—down list) + 4 sets of
preference comparisons, totaling
20 points.

1. Comment Scoring (8 scores +
corresponding multiple-choice

reason boxes) :
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— Each comment is scored out
of a maximum of 5 points, with
deductions made based on error
types; specific rules can be
found in STEP 3.

2. Preference Selection
choices):

(4 single

— A & H Comment Comparison:
Preference comparison between
comments A and H.

- C & G Comment Comparison:
Preference comparison between
comments C and G.

- C & I Comment Comparison:
Preference comparison between
comments C and I.

- D & E Comment Comparison:
Preference comparison between
comments D and E.

Preliminary Notes:

The order in the
multi-dimensional table from left
to right will follow the
sequence:

A, H, C, G, I, D, E, F. Reading
from left to right generally does
not require looking back. Note
that preference comparisons will
be interspersed throughout.

Scoring i1s supported by objective
dimensions, but these dimensions
may not always correspond
directly to the actual quality of
the comments. Preference
selection can include subjective
factors, allowing evaluators to
choose the most helpful comment

between two options.

III. Specific Scoring Rules
(Deduction System)



Scores will be assigned based on
the following three dimensions,
with a total score of 5 points,
deducting down to 0 points. If
the final score is 5 (full score)
and there are no other deduction
points, please check the box for
constructive feedback (add 1
point) to provide a reason for
the full score.

Dimension 1: Hallucination

— A single hallucination error
results in a deduction of 2
points, two errors lead to a
3-point deduction, and more than
two errors lead to a 4-point
deduction. The following rules
were previously detailed in the
pre—annotation documentation
regarding hallucination
classification:

1. Ignoring Context and
Multimodal Information

— Explanation: While the
entire paper may not provide
this information, it can be
inferred from the feedback
given by human authors whether
the model's comments overlook
contextual text information or
multimodal information (such
as images or links).

- Typical Context Issues: The
author may have presented a
viewpoint or concept in the
surrounding context that the
model fails to recognize. This
is easily identified with
human feedback, but without
it, relevant contextual
information must be judged.

— Multimodal: When the model
evaluates articles that
combine text and images, it
may fail to effectively parse
and integrate the meanings of
the illustrations within the
text, leading to deviations or
errors in assessing the
relationships between text and
images.

2. Vocabulary, Grammar, and
Punctuation Correction
Hallucinations (Overcorrection,
Errors)

— The model may provide
unnecessary overcorrections
regarding ordinary vocabulary
and grammar in the paper--for
example, demanding an
explanation for a simple word
and providing examples.

— Corrections made to
punctuation and grammar may be
incorrect.

— Sentences that lack fluency
should be categorized in this

group.

3. Misunderstanding Concepts,
Viewpoints, and Logical
Structures

- Failure to recognize or
understand the main
viewpoints, concepts, and
logical structures expressed
by the author in the
paragraph, yet proceeding to
make corrections.

4. Content Structure -

Overcorrection of Non-Key
Information

20



- Requires thorough reading
and understanding of the
original paragraph's theme and
arguments,
the model displays the
following issues:

assessing whether

1. Failure to correctly
identify the main argument
of the paragraph,
in corrections that do not
align with the actual
situation.

resulting

2. Proposing expansions or
corrections that focus on
non—-essential information.

3. Errors in summarizing the
author's viewpoint.

4. Misunderstanding of the
inter—-paragraph
relationships at the chapter
level.

5. Proposing additions or
expansions due to a failure
to differentiate between the
author's argumentation logic
and specific concepts.

5. Citation—-Related
Errors——-Content Formatting
Comments

— The model may encounter the
following hallucinatory issues
regarding citations in the
paper:

1. Incorrectly treating a
citation as an evaluation
target.

2. Failing to recognize or
incorrectly identifying
citation information.

3. Guiding errors in
citation formatting.
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4. Incorrectly assuming that
there is citation
information when the
original text does not
provide any.

Dimension 2: Detail Level

— Deductions of 1 point will be
applied for vague evaluations.

— Vague evaluations:

- Comments provided by the
model are overly generic and
lack substantial content,
making them applicable in any
context.
Dimension 3: Constructiveness
— Constructive feedback adds 1
point; lack of substantial help
results in a deduction of 1
point.

— Note: If a comment has no
issues and is constructive, it

can still receive a score of 5.
- Evaluation lacking helpfulness:

— The model's comments do not
offer constructive suggestions
that would aid in improving the
paper, resulting in a deduction
of 1 point.

- It is important to
distinguish the
constructiveness dimension from
the hallucination dimension:
having hallucinations does not
automatically warrant a
deduction for constructiveness.
If the AI provides helpful
suggestions for improving the
paper,
necessary;

then no deduction is
if the AT
misleads the reader, then a
deduction should be applied.

however,



— Care should be taken to avoid
double deductions stemming from
hallucination issues that lead

to a lack of helpfulness.

— If the comments provided by the
model are highly beneficial for
the improvement of the paper, an
additional point can be awarded
based on this dimension.

The following is the document for preference
picking on polished essays.

I. Task Description & Objectives
People can polish articles of
varying quality by following
different types of comments. The
core of this task is to score
preferences of the polished text
according to specific dimensions
based on the comments.

ITI. Data Field Description

Fixed Fields

— Original Text: The original
essay 1s in document format,
which can be accessed for viewing

(annotations from the instructor
can be seen after downloading).

— Original Paragraph: The
paragraph being evaluated by the
model, sourced from a specific
section of the paper.

- Polishing A | H | C | G| I | D
| E | F: The polished based on
the original text and original
paragraph, which are to be
evaluated.

Annotation Fields

1. Preference Selection (3 single
choices, win / lose / good tie /
bad tie):

22

— A & H Polishing Comparison:
Preference comparison between
polishings A and H.

- C & G Polishing Comparison:
Preference comparison between
polishings C and G.

- A & J Polishing Comparison:
Preference comparison between
polishings A and J.

. Selection Reasons for
Preference (choose from 1-5.
Please refer to Section III for
detailed information.)

III. Criteria for Preference
Selection

The following describes the
characteristics of high-quality
polishing:

1. Adaptability to the Original
Text (Original Structure):

— When the polished paragraph
is inserted into the article,
does it align with the main
flow of the original text,
without deviating in the
logical chain?

— The viewpoint of the
polished paragraph should not
contradict any content
already present in the
original text.

2. Language Characteristics:
— Does it comply with the
writing norms taught in our
writing courses?

3. Argumentation Process:

— Whether the development of
the polished paragraph
follows the required "tree

structure", problem,
viewpoint, reasons, and
evidence.



— Regardless of the
complexity of the viewpoint,
whether the viewpoint
information is effectively
conveyed to the reader?

4. Literature and Examples:
— Avoid irresponsible
citations, incorrect
citations, counterfactual
references, or irrelevant
citations.

5. Cannot Discern Quality
Difference

H Prompts for all experiment settings



Setting Prompt

Chinese L B IRIRAE (R E B LU RRIE, B SCERG R i — BaE it
prompt -

* T IR = A,

i B IR FAERTT RN A

* TS GORIAL A 5 AR B -

SRR

* SRR AR 787 B A CRAAPIEI (N0  ARSEME - KB - ERfIE - JERIZEMZE)

o AR L AT ) L~ 5 T SRR 22 343k

* 5 ERET IR A RNBRRRISRI R 7 VE . & BEE F SR T IR E -

ISR

* WA, IR

* i%iiﬁiﬂﬁfﬁﬁ, EEHEES A, EIUEMRTE SR RIS AR IR BE -

ZEHL

* NERTEIN L, SR

=M MEIRMIE /S —E, SCN S TR

EN bR L BE AT, SSIRGIE

SRAEE, WEIE, BERMAE. ETHA EAE

*LER AN, ANLERITFIREUEL .

MIL5E

* ESFEARIE, IERCAIRE], A HE5] T R

= HERUEETE, FPARERESK, SRR A TRIERS;

T E R . WA B, BGREAA ARL -

[T FRIELS )

UUF R AR ZEMIE, IRHESE P B A A -

[FAEMEOTR)

{essay}

[FAEMEER)

NERFREARIFN A REBLE, IRV O AR E f E A E R A E -

[T B T UR)

{paragraph}

[FHT T Bk 4

IAEFFIGIRAOTEAN « TEER, IPMPRER I TSR ER, (ER R ARERIBFHTN B R BAHE, SR . ST - Wi

IE~ 2L - MG TE S PRI — YT IR RTE] o fREVIE B TE R B2 AR T R B B SR N B AR TR, R

e, BIRMEGH RN W EERE RN, REEE - (RPN R E#ET 1005 -
English You are a professional writing instructor teaching a student argumentative writing. The student has submitted a draft of their essay. Based on the following
translation criteria, please provide feedback on a specific paragraph from the draft.

[Evaluation Criteria Begins]

Topic Selection Requirements

- The topic should be based on a clear research gap.

- It should have academic depth, novelty, and research value.

- The research object and perspective should be focused and specific.

Use of Literature

- The literature search should be thorough and meet the CRAAP principles (Currency, Relevance, Authority, Accuracy, and Purpose).
- Use a balanced mix of cutting-edge and classic literature, depending on the research question.

- Engage deeply with the literature to understand the topic and methodology, and use it appropriately to support arguments.
Argumentation

- The argument should be clear, with sufficient evidence.

- The logic should be rigorous, combining deduction and induction, presenting a clear tree structure and a block-by-block evidence chain.
- Structure and Organization

The content should follow a clear main line, well-structured.

- Concepts and frameworks should be consistent and logically referenced throughout the essay.

- Smooth transitions should be achieved through appropriate use of headings and introductory phrases.

- The thesis should be upfront, engaging the reader, answering “why write, what is written, how it is written.”

- The conclusion should be natural, without unnecessary commentary or summary.

Academic Norms and Language

- Follow academic standards; arguments should be original, with proper citation instead of paraphrasing or copying.

- The formatting should be neat, adhering to template requirements, and citations should follow the correct format.

- The language should be accurate, concise, and objective, avoiding personal expressions.

[Evaluation Criteria Ends]

Here is the student’s essay; please read and understand its content first.

[Student Essay Begins]
{essay}
[Student Essay Ends]

Below is the specific paragraph to be evaluated. When providing feedback, please identify its position in the essay.

[Paragraph to be Evaluated Begins]
{paragraph}
[Paragraph to be Evaluated Ends]

Now, please provide your evaluation. Note that although five aspects are listed in the evaluation criteria, you only need to evaluate one dimension based on the
most prominent feature in the paragraph. Your feedback should help the student improve the quality of the paragraph. If there are issues, please point them
out and offer suggestions for improvement. Please respond with your feedback directly without using formalities, and your evaluation should not exceed 100
words.

Table 9: Prompt for critiquing essays directly based on essays and paragraphs with zero-shot base LLMs in
Chinese.

24



Setting Prompt

Chinese RRER—ALRA G RN, REEEIR—AIRRMEEE, 2R T ARSCER, IR REIERILUR bR, g SCR
prompt R i — BB AT 50 -

OFPREA1R]

* PR T IR = H

* i B LIRREE - TIEAIR I A E

* BTN SRR LR AR AR

SOk

* SUERER R RIS BAF A CRAAPIEI (IR ~ FESRE - AUgE MR - ToRIGRIRZE)

AR EL AT S 6] R0 £ PR i SR AD42 40k <

* 5 ERT IR R VRABRRRILRI R 7V, A B SO T IR E -

WIS IE

* LA AT, RIS

*L%lﬁ:u%iﬁ?rﬁ, HERES A, RIUHEMIORIE AR AR MR -

EopEe

* NG 2%, &350,
* M RESRRAIE —B, U A TR

| WBRE, EENHLE . ST BLT;
%, TALEMTFLINLE. MESES
TG, IESCAIRA], £ R

b, TEAMIRER, 3 atRERst

. ik B, REREAT AL -

[P FRAEL)
UUFREFERNEL, (FRERH SRR NE .

i

[FAEVESCHF IR

{essay}

R

N T B HEEEXR RN, RS LR R, M EEE] TR SCE RS AR o R R R R
[fREIZEICHF ]

{qa_notes}

[TRIVZEICE ]

T ERFEARIFN I RERBE, IR AR E i A E A E -
[T BT 1R

{paragraph}

[FFPF O B 46 K

PAEFFIRIREIVEOr - HER, IPMRETIIE TSR 2K, ERIRAREMRIERAE OB P R R RFE, sk . SOt
F~ WLAGBIE - G5H2HE0 . MTE SRS Pl — MERLHAT M TR« ZEIRAGIEONE R, BIRE A IRIZED, BRI
HEZE . BB B - IREVP BEW B E R BRI R, WRFEN B REERAL, H IR, I B R
W IWEREEREFG, FEEE. RETHAZET 1007 -

English You are a professional writing instructor teaching a student argumentative writing. The student has submitted a draft of their essay. Based on
transla- the following criteria, please provide feedback on a specific paragraph from the draft.
tion

[Evaluation Criteria Begins]

Topic Selection Requirements

- The topic should be based on a clear research gap.

- It should have academic depth, novelty, and research value.

- The research object and perspective should be focused and specific.

Use of Literature

- The literature search should be thorough and meet the CRAAP principles (Currency, Relevance, Authority, Accuracy, and Purpose).

- Use a balanced mix of cutting-edge and classic literature, depending on the research question.

- Engage deeply with the literature to understand the topic and methodology, and use it appropriately to support arguments.

Argumentation

- The argument should be clear, with sufficient evidence.

- The logic should be rigorous, combining deduction and induction, presenting a clear tree structure and a block-by-block evidence chain.

- Structure and Organization

The content should follow a clear main line, well-structured.

- Concepts and frameworks should be consistent and logically referenced throughout the essay.

- Smooth transitions should be achieved through appropriate use of headings and introductory phrases.

- The thesis should be upfront, engaging the reader, answering “why write, what is written, how it is written.”

- The conclusion should be natural, without unnecessary commentary or summary.

Academic Norms and Language

- Follow academic standards; arguments should be original, with proper citation instead of paraphrasing or copying.

- The formatting should be neat, adhering to template requirements, and citations should follow the correct format.

- The language should be accurate, concise, and objective, avoiding personal expressions.

[Evaluation Criteria Ends]

Here is the student’s essay; please read and understand its content first.

[Student Essay Begins]

{essay}

[Student Essay Ends]

To better understand the content of this article, you read it with several key questions in mind, gaining an overall insight into the work. Below
are your questions and their corresponding answers:

[Your notes begin]

{qa_notes}

[Your notes end]

Below is the specific paragraph to be evaluated. When providing feedback, please identify its position in the essay.

[Paragraph to be Evaluated Begins]

{paragraph}

[Paragraph to be Evaluated Ends]

Now, please provide your evaluation. Note that although five aspects are listed in the evaluation criteria, you only need to evaluate one
dimension based on the most prominent feature in the paragraph. In your evaluation, please integrate your notes to grasp the overall framework,
thought process, and logic of the article. Your feedback should help the student improve the quality of the paragraph. If there are issues, please
point them out and offer suggestions for improvement. Please respond with your feedback directly without using formalities, and your
evaluation should not exceed 100 word.

Table 10: Prompt for critiquing essays using RedHat. It reserve a field ‘qa_notes‘ for the question-anwering
results.
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Setting Prompt

Chinese FINEH LR AIRSOTFR R R, TS SRR BRI AT IR o RN TR MK
prompt

[CEF1E]

essay

[SLELEH]

NEE—WIPESIPEN SABEE, I IRARTIR— AP SR AT o PRE R BUR IR A
LAFER G T BEMING, FALRE (S NS F R R LRI

2 PR RGN, KRR o B R H B

3RERGEES T L), GINERR, BEER, SomE, FEBARS %,

[BLiE T IR]
{paragraph}
[Bi 2]

[IHE IIFIR]

{comment]1 }
[FFIE 1E5 ]
[PFE2IFAR]
{comment2}

[P R]

RTRELE HIUFRRIT 2 —. 1FEAF, 2FE4F: IF2—RE0F: IRI2—RE2E . LIRS s S IR EE, BIaIEF, & REF S 7§
B HAREHINT -

English Please act as a professional paper reviewer and assess the quality of two comments based on your understanding of the paper. First, read the following text.
translation

[Article begins]

essay

[Article ends]

Below is a pair of comments along with the corresponding paragraph. Please determine which comment has better quality. The quality of the comments is
primarily evaluated based on:

1. Whether the comment accurately understands the content of the paragraph, especially in relation to the author’s intent;

2. Whether the comment is sufficiently in-depth, particularly in its usefulness for improving the quality of the paragraph;

3. Whether the comment avoids misconceptions, such as factual errors, logical fallacies, over-interpretation, or misinterpretation of the text itself.

[Paragraph begins]
{paragraph}
[Paragraph ends]

[Comment 1 begins]
{comment]1}
[Comment 1 ends]

[Comment 2 begins]
{comment2}
[Comment 2 ends]

You need to provide one of four judgments: 1 is better; 2 is better; 1 and 2 are equally good; 1 and 2 are equally poor. Please enclose your answer in double
brackets, such as “[[1 is better]]” or “[[2 is better]]”. Please provide your judgment directly.

Table 11: Prompt for GPT-40-mini-0718 to compare the critique quality between the polished texts with different
critiques.
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Setting Prompt

Chinese BPE— LR WANE SO E LR, RSSO . EHAREERES, UR—REER, M— B miE e .
prompt

[SCEH1R]

{essay}

[CELEH]

(BT IR]
{notes}

(B EERL )
Bk T 6]
{paragraph}

[B 4R
[FFEFFIR]
{critique }

[FFELEH]

IRIEPRIE, WERE MRS R B, AR EE MU .

English Please act as a professional paper editing expert. After fully understanding the paper, and based on your reading notes as well as a critique, revise and optimize
translation a given paragraph.

[Start of Essay]

{essay}

[End of Essay]

[Start of Reading Notes]
{notes}
[End of Reading Notes]

[Start of Paragraph]
{paragraph}
[End of Paragraph]

[Start of Critique]
{critique}

[End of Critique]

Based on the critique, please directly write the improved paragraph without any further explanation.

Table 12: Prompts for instructing GPT-40-0806 to polish the original text based on the critique.
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Setting Prompt

Chinese EPE— LR ANESOT R, LIRS, b — BOE R R G SRR BUR « B LU AL
prompt =

[BLETFIR]

{essay}

[SCELEHR]

NEGERE AR S FOCBGE, E RN — A A R B B AR R IR R B A
L FNFSCH B BRI - S8, IR B EREGER - BRI

2. ARG EH S W AESERR  BIR AR,

3. ERCE IR, N R RE RS -

[FST 4R
{ paragraph}
JFICEER]

[ ELERIFIR]
{polish1}
[ L5 R14R)

[ .45 R2IF 461
{polish2}
[ BL5R22ER)

RFELS PRI 2 —. e, 280, VRR—BRGF; 1RI2—REZ . LI 95 S AR IR EE, BIan (1 EEF])", SEREF] %
R RAOHINT o

English Please act as a professional paper reviewer and assess the quality of different revisions of a paragraph based on your understanding of the paper. First, read the
translation following text.

[Article begins]

{essay}

[Article ends]

Below is a pair of revisions compared to the original paragraph. Please determine which revision has better quality. The quality of the revisions is primarily
evaluated based on:

1. Whether the placement of the revisions within the original text is coherent and reasonable, maintaining a clear flow of ideas;

2. The absence of obvious factual errors or inappropriate arguments;

3. The enhancement of the overall structure of the paper without significantly deviating from the original main line.

[Paragraph begins]
{ paragraph}
[Paragraph ends]

[Revision result 1 begins]
{polish1}
[Revision result 1 ends]

[Revision result 2 begins]
{polish2}
[Revision result 2 ends]

You need to provide one of four judgments: 1 is better; 2 is better; 1 and 2 are equally good; 1 and 2 are equally poor. Please enclose your answer in double
brackets, such as “[[1 is better]]” or “[[2 is better]]”. Please provide your judgment directly.

Table 13: Prompt for GPT-40-0806 to compare the quality between the polished texts with different critiques.
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