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ABSTRACT

Artificial intelligence is currently in an era of change, not only changing the artifi-
cial intelligence technology itself, but also changing human society. It has become
more and more common to use artificial intelligence as the core human-computer
interaction technology to replace manpower. Intention recognition is an important
part of the human-machine dialogue system, and deep learning technology is grad-
ually being applied to the task of intent recognition. However, intent recognition
based on deep learning often has problems such as low recognition accuracy and
slow recognition speed. In response to these problems, this paper designs a BERT
fine-tuning to improve the network structure based on the pre-training model and
proposes new continuous pre-training goals. To improve the accuracy of intent
recognition, a method based on multi-teacher model compression is proposed to
compress the pre-training model, which reduces the time consumption of model
inference.

1 INTRODUCTION

With the development and progress of society, the service industry, which belongs to the tertiary
industry, has developed rapidly. Data from 2018 shows that the tertiary industry accounts for ap-
proximately 59.7% of my country’s GDP, which exceeds the sum of the primary and secondary
industriesof Statistics. This shows that modern cities are increasingly inseparable from the tertiary
industry, and people’s demand for service industries is increasing. However, due to the rapid devel-
opment of the service industry, the level of professional accomplishment of the personnel involved
in the industry is not uniform, resulting in poor experience of people and a huge gap in the service
industry. Therefore, people in modern society have a huge demand for a human-machine dialogue
system that can respond in a timely manner and have excellent experience. Human beings have been
pursuing to build a practical and reliable intelligent human-computer oral dialogue system. Jason D.
Williams regards the speech-based dialogue system as a kind of computer interaction intermediary,
which is mainly realized through human-computer interaction and speech understandingWilliams
(2009).

Modern human-machine dialogue systems mainly use task-oriented dialogue systems Chen et al.
(2017), in which oral comprehension is the core component of the dialogue system. Its goal is to
convert natural language text output by speech recognition into computer-understandable text. The
structured semantic representation is the entrance of the dialogue system interaction, which deter-
mines the effectiveness of the subsequent human-computer interaction of the dialogue system, and
determines the user’s experience of the human-machine dialogue system from the very beginningTur
& De Mori (2011). Intention recognition is a key part of human-computer interaction, and it plays
an important role in understanding the expression of user needs and giving feedback to the user.

Intention recognition is the entry point in the human-computer interaction dialogue. Intention recog-
nition is to understand what the user wants to do. The form of intent is generally action executor +
verb + noun, such as residents applying for electricity meters, business transfers and renaming, but
of course it is not necessarily in this form, and changes according to specific circumstances. Intent
recognition is often done in intent classification, that is, according to what the user said, it is clas-
sified into a pre-defined intent categoryCelikyilmaz et al. (2011). Intentions are sometimes called
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conversational behaviorsAustin et al. (1975), indicating that users share certain information during
a conversation and are constantly updated.

Intent recognition technology uses traditional machine learning or deep learning algorithms, and
the accuracy is often not high enough, so in the actual landing process, the dialogue system mis-
understands the user’s intent, resulting in a bad user experience. Therefore, how to improve the
accuracy of intention recognition is the focus of this article. In recent years, the pre-training model
technology in natural language processing has shined. Through pre-training and fine-tuning the two-
stage training method, the accuracy of text classification and intent recognition has been effectively
improved.Devlin et al. (2019). But at the same time, due to the large size and high computational
load of the pre-training model, the hardware requirements for training equipment are relatively high.
However, human-machine dialogue systems are often deployed in embedded devices with poor hard-
ware environments, and human-machine dialogue systems have high requirements for real-time per-
formance. It is not a good choice to directly use pre-training models as models for intent recognition.
Through model compression, such as knowledge distillation, the inference speed of the pre-trained
model can be effectively improved, so that the model with high accuracy can be better implemented
in the actual industrial sceneHinton et al. (2015).

In a power business hall, users usually know what their needs are, but they don’t know the spe-
cific types of business hall business corresponding to the needs. In this paper, by cooperating with
the electric power business office, we collected data sets of intention recognition in real scenarios,
and deeply analyzed the application of deep learning technology to improve the effect of intention
recognition.

In summary, under the background that the public’s demand for the service industry is increasing
year by year, the use of pre-trained models and model compression can effectively improve the
accuracy of intent recognition in the human-machine dialogue system to solve people’s needs for
travel. Communication needs. It is of far-reaching significance for reducing the employment cost of
enterprises and merchants and improving the user experience of customers.

2 RELATED WORK

2.1 CONVOLUTIONAL NEURAL NETWORK

Convolutional neural network was originally proposed from the research of computer vision, and it
is an end-to-end model of deep learning. The idea of convolutional neural network is to operate the
input and convolution kernel. The convolution kernel can only pay attention to the local area. This
process is called feature extraction, and the extracted features are called feature maps. Convolutional
neural networks are the first to shine in the image field, such as handwriting recognitionPoznanski &
Wolf (2016); Abdel-Hamid et al. (2012), object detectionParkhi et al. (2015), etc. In 2014, Kim et al.
proposed the Text-CNN model, which used the convolution technology in the direction of computer
vision in the task of natural language processing, and achieved very good results. It has avoided
the cumbersome manual extraction of features, simple structure, and calculation The advantage of
lower complexity. The Text-CNN model architecture is shown in figure 1.

2.2 RECURRENT NEURAL NETWORK

Recurrent neural network is a network that can remember information for a certain period of time.
The structure of the cyclic neural network is very simple, and it mainly propagates forward with the
continuous input of the sequence. The parameters of the recurrent neural network are updated by a
backpropagation algorithm with time called ? which is improved by the backpropagation algorithm.
The algorithm transmits the error information to the previous neuron step by step in the reverse order
of the time step. When the length of the text sequence to be learned is relatively large, the value of
the gradient will be empty or huge. The core structure of RNN is shown in Figure 2.

2.3 TRANSFORMER

Transformer is a seq2seq model structure Vaswani et al. (2017) proposed by Google in 2017, which
is mainly used to solve machine translation problems. Compared with previous deep learning meth-
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Figure 1: Text-CNN model architecture

Figure 2: RNN’s core structure

ods, Transformer completely abandons traditional feature extractors, such as CNN and RNN, and
uses a self-attention mechanism. The specific structure diagram is shown in figure 3.

The essential structure of Transformer is a sequence-to-sequence model, so it can be divided into
encoder and decoder. In the specific training process, the output of the last layer of the encoder part
is sent to the decoder as an input, and combined with each layer of the decoder to calculate the final
result.

In Transformer, position coding is used to encode the position of each word in the training data.
Position coding allows Transformer to learn the word order information of each word in a sentence.
The specific method is to encode the word order with sine and cosine functions. Such an encoding
method makes the position periodic and therefore produces a relative position relationship. So for
an offset n, the value of PE[pos + n] is equal to PE[pos]. After the position vector is obtained, it
is superimposed with the word representation vector. The calculation equation of the position code
is shown in equations (1) and (2):

PE(pos,2i) = sin(pos/100002i/dmodel) (1)
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Figure 3: Transformer network structure

PE(pos,2i+1) = cos(pos/100002i/dmodel) (2)

Self-attention mechanism and multi-headed attention machine are the main ”heritors” for feature
extraction in Transformer. They can obtain long-distance dependence information between words in
the text. The multi-head attention mechanism is the integration of multiple self-attention structures,
using multiple ”heads” to learn different characteristics. The calculation process of the attention
mechanism is expressed as mapping query and key and value pairs to the output. In actual use,
there are multiple queries. In order to perform attention operations on these queries at the same time,
these queries are assembled into a matrix Q. In the same way, we can get K and V from keys and
values. Because it is self-attention, here Q, K, and V are all vectors in the same input, and the final
output is the weighted sum of all values. The specific calculation process is shown in equation (3).

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (3)

In addition, compared with the general attention operation method, there is an additional zoom
operation-the dot product of query and key is divided by

√
dk?, the purpose is to avoid dot product

The result is too large and enters the saturated area of softmax. dk represents the dimensions of the
Q and K vectors. The execution process of the zoom dot product attention mechanism is shown in
Figure 4.

3 TARGET TASK IMPROVEMENT BASED ON CONTINUED PRE-TRAINING

Aiming at the problems of BERT’s pre-training goal that NSP is not necessarily effective, pre-
training data and downstream task data are inconsistent, two new pre-training goals are designed,
namely the language model task and the natural language inference task.

Continue pre-training refers to continuing pre-training on the model that has been pre-trained. Con-
tinued pre-training on the fine-tuning task data set can often further improve the effect of the model
during fine-tuning. In this paper, the open source pre-training model is continued to be pre-trained
on the downstream power intent data. The pre-training target tasks used in the original BERT are
the masking language model MLM and the next sentence prediction task NSP. Unlike BERT, this
article proposes two new pre-training targets, including language model targets and natural language
inference. the goal. The following describes the pre-training target tasks used in this article.

3.1 LANGUAGE MODEL TARGET TASK

This paper uses the idea of language model to design a target task for continuing pre-training. The
target task is to use the language model to calculate the probability of the next word, optimize the
model during training through the log-likelihood function, and let the model do the language model
task in the continued pre-training. The objective function is shown in equation (4).
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Figure 4: Attention Mechanism

n∑
k=1

log p(wk | wi, . . . , wk−1; ΘBERT ). (4)

Where ΘBERT represents the parameters of the BERT model, and w1, w2, w3, w4, ..., wn represent
a sequence of words with a number of n. The derivation process of Equation (4) is as follows.

First introduce the language model. A model that allows word sequences to have probabil-
ities is called a language model (Language Model, LM). Specifically, define a word order
w1, w2, w3, w4, ..., wn, the model that can calculate the probability of the word order is the lan-
guage model. In addition, using previous words to predict the probability of the next word is also
called a language model, for example, predicting the probability of wn+1 appearing when the above
word order is known.

The language model provides a way to assign a probability to a sentence, and to calculate the prob-
ability of the next word in the sequence from the determined part of the sequence. The follow-
ing example illustrates how to calculate the probability of the next word. For example, the word
order ”I am learning to walk”, then it is necessary to calculate P (I, am, learning, to, walk) or
P (walk|I, am, learning, to).

uses the chain rule in probability theory to calculate the joint probability of
P (I, am, learning, to, walk), in the case of n word sequences, as shown in equation (5).

P (w1, w2, w3, ..., wn) =
∏
i

P (wi|w1, w2, w3, ..., wi−1) (5)

Then the right part of the equal sign in equation (5) can be calculated through statistics in a specified
corpus, as shown in equation (6).

P (walk|I, am, learning, to) =
count(I, am, learning, to, walk)

count(I, am, learning, to)
(6)

If is the word that may appear after the prediction sequence ”I am learning to”, the probability
calculation equation is shown in (7).

P (w|I, am, learning, to) =
count(I, am, learning, to, w)

count(I, am, learning, to)
(7)
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The specific calculation process of equation (7) is to first count the number of occurrences of the
sentence ”I am learning to” in the corpus, and then count the number of occurrences of the sentence
”I am learning to w”, where w means ”I am learning to” For the words that may appear later, the
probability can be calculated at the end. There are two main problems in this calculation process.
The first is the sparse problem. In equation (7), if ”I am learning to w” does not exist in the corpus at
all, then it is obvious that P (walk|I, am, learning, to) is 0; the second One is the storage problem.
In equation (7), all the numbers of ”I am learning to w” in the corpus need to be stored, which puts
pressure on the storage space.

In order to solve the two problems mentioned above, certain assumptions are usually made in lan-
guage models: the probability of each word in the sequence is only related to a certain number of
words in the sequence before the word. We usually call this hypothesis Markov hypothesis. The
formal definition of Markov hypothesis is shown in Equation (8).

P (w,w2, . . . , wn) ≈
∏
i

P (wi|wi−k, . . . , wi−1) (8)

Combined with the above chain rule, equation (9) is obtained.

P (wi|w1, w2, . . . , wi−1) ≈ P (wi|wi−k, . . . , wi−1) =
P (wi, wi−k, . . . , wi−1)

P (wi−k, . . . , wi−1)
(9)

Then we need to predict the probability of the next word. We originally needed the information of all
the previous words, but now we only need k. The above probability P (walk|I, am, learning, to)
can be simplified into P (walk|am, learning, to) or P (thousand|walk|learning, to), respec-
tively, as As shown in equations (10) and (11).

P (walk|I, am, learning, to) ≈ P (walk|am, learning, to) (10)

P (walk|I, am, learning, to) ≈ P (walk|learning, to) (11)

Therefore, we can get p(wk | wi, . . . , wk−1) in equation (4), and then use the log likelihood function
and take the logarithm to get equation (4) The complete expression.

3.2 NATURAL LANGUAGE INFERENCE TARGET TASK

This paper proposes a natural language inference training framework as the target task of continuing
pre-training, that is, let the pre-training model use power data for natural language inference tasks in
the pre-training stage to achieve the purpose of training the BERT model. The method is described
below.

In natural language processing tasks, natural language inference has always been the focus of every-
one’s research. Natural Language Inference (NLI) uses two levels of learning, semantic understand-
ing and semantic representation, such as generating very effective sentence representation vectors,
which can be transferred to other natural language processing tasks. Natural language inference is
mainly to judge the semantic connection between two given sentences. These two sentences are
called premises and hypotheses respectively. In order to ensure that the network model can learn the
semantics between sentences, the natural language inference task can be regarded as a text classifi-
cation task.

Learning sentence-level general word embeddings by using natural language inference tasks was
first proposed by Alexis Conneau et al. Conneau et al. (2018) in 2017. In previous work, un-
supervised learning methods were used to learn sentence-level semantic representations. Alexis
Conneau et al. used a supervised NLI task to learn semantic representation on annotated data sets,
and achieved better results than previous unsupervised methods.

In this paper, inspired by the work of Alexis Conneau and others, the proposed method of training
text sentence encoder is introduced as follows, where the encoder is the BERT pre-training model.
First, the semantic vector representations of premise and hypothesis are obtained through the text
sentence encoder, which are denoted as u and v respectively. On this basis, three methods are used
to construct the connection between u and v. The first is splicing. The vectors of u and v are
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directly spliced to obtain (u, v). The second One is the dot product, multiplying the values in the
corresponding dimensions of u and v to get a new representation u ∗ v, the last one is the absolute
value after subtraction, that is, pressing u and v Subtract the values on the corresponding elements to
get |u−v|. Finally, the obtained final representation is sent to a three-category classifier composed of
a fully connected layer and a softmax function. The output of the softmax function is the probability
distribution of the three-category labels. The three categories are entailment, contradiction and
neutral. The training framework for learning text sentence representation through NLI is shown in
Figure 5.

Figure 5: NLI Training Framework

4 KNOWLEDGE DISTILLATION BASED ON MULTIPLE TEACHERS

Considering that human teachers teach students, it is impossible for a teacher to be proficient in
everything, so it is often necessary for different teachers to teach different subjects, so that every stu-
dent can learn the specialties of each teacher. This article is inspired by the teaching of students by
multiple human teachers, and proposes a knowledge distillation based on multiple teachers. There-
fore, in the knowledge distillation, the knowledge of a single teacher model is often limited. Through
multiple teacher models to ”teach” students together, the student model can learn the strengths of
the teacher model, and the generalization effect of the student model is better.

The ”teaching” abilities of the three teacher models BERT, RoBERTa and ERNIE selected in this
article are different. First of all, the data that the pre-training model ”sees” during pre-training often
determines that it will be more familiar with the similar data that it ”sees” during pre-training in
downstream tasks, thereby producing better results in downstream tasks. . The pre-training data of
BERT and RoBERTa are mainly selected from Wikipedia and other neat and formal corpus, while
ERNIE mainly selects data generated on platforms such as Baidu Tieba and Weibo, so the format
is more random and the content is more diverse. . Secondly, as an improved model of BERT,
RoBERTa and ERNIE can learn different information on the data through the difference in network
structure. RoBERTa can learn more diverse data dependencies by canceling the NSP pre-training
task and using dynamic masking. ERNIE can learn such information as phrases, names and place
names through a multi-stage masking method.
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Specifically, this article first trains a number of different teacher models, and then uses the teacher
model to generate soft labels for the data in the training set. Different from the single teacher model,
here we introduce the corresponding weight of each teacher model. The performance of each teacher
model on the downstream data is not exactly the same, so let the more capable teacher model have
more weight, and the less capable teacher model has a lower weight. The soft labels of multiple
teacher models are weighted and averaged according to their weights, and the student model can
learn the comprehensive soft labels of multiple teacher models. Finally, like standard knowledge
distillation, the student model learns real labels and synthetic soft labels. The knowledge distillation
process based on the multi-teacher model is shown in Figure 6.

Figure 6: Multi-teacher knowledge distillation flowchart

5 EXPERIMENTAL RESULTS

5.1 DATASET INTRODUCTION

5.1.1 DATA SOURCES

This paper collects data under real scenarios in a project cooperating with an electric power business
office. The members of the project team used the voice recorder to record the dialogue in the real
scene offline. Therefore, this data set has very high authenticity. At the same time, the original
recorded voice data contains a lot of noise, such as car whistle outside the business hall, printer
noise in the business hall, and the original voice data also contains a lot of meaningless modal
particles, excessively long pauses, etc. This requires further processing of the original data.

5.1.2 SPEECH TO TEXT

Since the original data is stored in the form of speech, the operation of converting speech to text is
required to perform the next step of intent recognition. The speech-to-text processing method in this
article is implemented using the speech recognition interface of iFlytek.

5.1.3 MANUALLY ORGANIZE

At present, most speech-to-text tools are difficult to achieve 100% accuracy. At the same time,
because the original speech data contains a lot of meaningless modal particles, long pauses and a
lot of external noise, it is necessary to perform the conversion results. Manual verification, remove
irrelevant words.

For example, in the result obtained after converting voice to text, ”Well, please, please, please, XXX,
what do our company base want, uh, what to do with the electric meter, oh”, this sentence contains
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some dialect vocabulary And the modal particles, after sorting out: ”Our company base is going to
be relocated, what should I do with the electric meter?”

5.1.4 DESENSITIZATION

The data occurs in a real scene, so certain sensitive information is involved, which needs to be
desensitized and filtered, such as personal names, electricity account numbers, ID numbers, home
addresses, and so on. The purpose of desensitization is to protect user privacy from leaking, and
also to make the intention recognition model more universal and universal. The data set used as an
intent classification task is mainly for business guidance. Therefore, the content of the data set is
actually a description of business needs, such as ”The capacity of the electric meter is always at the
top, what should I do”, ”My house is moving, and the electric meter is not needed. So, what should
I do”, so the amount of sensitive information contained in the actual data is not much.

5.1.5 DATA ANNOTATION

After processing the data in the above multiple steps, a clean and tidy text data is obtained. The
members of this project team mark the sorted data set according to the business category specifi-
cation and knowledge base provided by the electric power business hall company. Each piece of
data corresponds to a power business category. There are a total of 35 categories, such as common
businesses such as residents applying for electricity meters and time-of-use tariffs, as well as rare
businesses such as high and low voltage definitions.

5.1.6 DATA EXPANSION

Preliminary observation of the statistical data set shows that the amount of data for common busi-
nesses is relatively large, while the amount of data for rare and unpopular businesses is relatively
small. For example, businesses oriented to residents’ daily life, such as payment of resident elec-
tricity bills and household application for household splitting, account for more businesses, while
businesses oriented to business users, such as the expansion of commercial electricity meters and
business relocation, account for a relatively low percentage of the data set. Therefore, in order to
ensure the balance of the number of label categories and avoid the problem of unbalanced categories,
the project team members perform manual transcription and expansion based on the collected real
data. The expansion method is to use different narrative methods for the original sentence.

5.2 INTRODUCTION TO EVALUATION INDEX

In the process of training, the model needs to be tested with a validation set to verify the accuracy
of the current model’s prediction. Therefore, we need a suitable evaluation method to evaluate the
classification results, which is an indispensable part of the intent classification process , Choosing
appropriate evaluation indicators to train the model in the correct direction is helpful to the improve-
ment and enhancement of the model. The evaluation index used in this article is the F1 value. The
evaluation index used in this article is introduced below. Suppose that in the case of two classifica-
tions, the categories are 0 and 1, respectively, category 1 represents a positive example, and category
0 represents a negative example.

Accuracy, also known as precision, refers to the ratio between the category of the text in the verifica-
tion set classified by the algorithm and its correct category. That is, in all cases where the predicted
category is 1, how many of the original category is 1, mainly for the result of predicted category 1.
The calculation formula is shown in formula 12.

P =
TP

TP + FP
(12)

Among them, TP represents the number of samples with label category 1 classified as category 1
by the model.

Recall rate, also known as recall rate, refers to the proportion of all samples with category 1 labels
in the verification set that are classified as category 1 by the algorithm, mainly for samples with
real labels as category 1. The recall rate reflects the completeness of the classification model. The
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larger the value, the higher the completeness of the algorithm. The calculation formula is shown in
formula 13.

R =
TP

TP + FN
(13)

The precision and recall rates mentioned above mainly refer to the two classification tasks. In this
article, we need to perform multi-classification tasks. Then every combination of two categories
corresponds to a pair of precision and precision. Full rate. At this time we can use an indicator
called Macro F1. The calculation of the macro F1 index is as follows: first calculate the confusion
matrix in each two-category task, and calculate the precision rate and recall rate respectively, then
calculate the arithmetic mean of the precision rate and the arithmetic mean of the recall rate, and
record them respectively For macro-P and macro-R, calculate the harmonic average of macro-P and
macro-R to obtain macro F1. The specific calculation formula is shown in formula 14.

macro-F1 =
2×macro-P ×macro-R
macro-P + macro-R

=
2

1
macro-P + 1

macro-R

(14)

5.3 EXPERIMENTS FOR TARGET TASK IMPROVEMENT

5.3.1 THE IMPACT OF CONTINUING PRE-TRAINING TARGETS ON MODEL PERFORMANCE

First download the open source pre-training model from the Internet. The models all contain twelve-
layer Transformer blocks, and then continue pre-training on the downstream power intent data set.
After the continued pre-training is over, the model obtained after the continued pre-training is fine-
tuned on the labeled power intent data to obtain the F1 value effect of the model on the test set. The
fine-tuned models are all simple BERT connected fully connected layers and softmax functions. In
order to explore whether continued pre-training can improve the effect of the fine-tuned model, a
control group that has not undergone continuous pre-training is set for each model. The experimental
results are shown in the table 1.

Table 1: F1 value results of different pre-training models on different pre-training targets

model
training target MLM+NSP MLM LM NLI

BERT 88.78% - - -
RoBERTa - 90.29% - -

ERNIE 89.26% - - -
BERT+ continues pre-training 89.32% 90.45% 89.92% 92.89%

RoBERTa+ continue pre-training 89.82% 90.88% 90.15% 94.32%
ERNIE+ continue pre-training 89.15% 90.48% 89.83% 93.31%

The table1 shows the comparison of the effects of different pre-training models BERT, RoBERTa
and ERNIE on different pre-training targets. Each result in the table is the result of fine-tuning the
F1 value of each model on the electric power intention data. Since the BERT without continuous
pre-training uses only the pre-training targets of MLM and NSP in the initial pre-training, it has no
experimental results in MLM, LM and NLI. The same is true for RoBERTa and ERNIE without
further pre-training.

It can be known from the table that the effect of the model after continuing pre-training is better than
that of the model without continuing pre-training in most cases. Among the models that have been
continuously pre-trained, the RoBERTa model has the best effect among all pre-training models. In
RoBERTa, the effect is best when the pre-training target is NLI, with an F1 value of 94.32%. After a
simple analysis, it can be seen that RoBERTa uses more data in the initial pre-training process than
BERT and ERNIE, and does not use the NSP pre-training target. The performance of the models
trained on the NLI task is often very superior. The three pre-trained models perform very well on the
NLI target. The reason may be that NLI is an inter-sentence reasoning task that requires a very good
understanding of the semantics of the data. Therefore, after using NLI as the pre-training target,
when the model is fine-tuned on the next downstream tasks, such as simpler classification tasks, the
effect improvement will be more obvious compared to other training targets.
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5.3.2 EXPERIMENT OF KNOWLEDGE DISTILLATION BASED ON MULTIPLE TEACHERS

From the experimental results of the effect of the continued pre-training target on the model perfor-
mance, it can be seen that the model after the continued pre-training performs better than the model
without the continued pre-training. From the ablation experiment results of fine-tuning the network
structure, it can be seen that the network structure improvement effect is the best when the output of
the last three layers of Transformer blocks and the CLS vector are selected for splicing. Therefore,
the experiments in this section are carried out on the basis of the above two experiments. First, the
three models are continuously pre-trained on the power intent data, and then the fine-tuned model
uses the network model improved in this paper. The experimental results are shown in the table 2.

Table 2: Experimental results of F1 value of different models on the improved fine-tuning network
model

model
training target MLM+NSP MLM LM NLI

BERT+ continues pre-training 89.43% 90.89% 90.13% 93.11%
RoBERTa+ continue pre-training 90.12% 91.10% 90.40% 95.81%

ERNIE+ continue pre-training 89.50% 90.79% 90.10% 93.56%

It can be seen that the improved fine-tuning network model proposed in this paper improves The
fine-tuning effect of each model proves that the improvement of the BERT fine-tuning network
structure in this article is effective. When the model is selected to continue pre-training, the target
is RoBERTa with NLI, and the fine-tuning effect on the improved network model proposed in this
paper is the best, and the F1 value of the best effect is 95.81%.

5.4 EXPERIMENT OF KNOWLEDGE DISTILLATION BASED ON MULTIPLE TEACHERS

5.4.1 SINGLE TEACHER MODEL KNOWLEDGE DISTILLATION EXPERIMENT

The single-teacher knowledge distillation experiment distills different single pre-training models
BERT, RoBERTa and ERNIE onto CNN and LSTM. The pre-training model selects the best per-
forming model in the previous chapter, that is, the model that has been continuously pre-trained
and the target is NLI. The fine-tuning network structure uses the output of the last three layers of
Transformer blocks and the improvement of the CLS vector. structure. In order to explore the
role of continuous pre-training in knowledge distillation, the model without continuous pre-training
was used as a comparison reference group for distillation experiment. The experimental results of
knowledge distillation based on a single teacher are shown in the table 3.

Table 3: Single teacher model knowledge distillation F1 value result

teacher model
student model CNN LSTM

BERT 85.78% 85.30%
RoBERTa 87.60% 87.04%

ERNIE 85.66% 85.33%
BERT+ continues pre-training 85.89% 85.39%

RoBERTa+ continue pre-training 88.74% 88.41%
ERNIE+ continue pre-training 85.96% 86.28%

From the table 3, it can be seen that the performance of the student model will be better after the
teacher model that has been continuously pre-trained is distilled onto the student model. Among
these continuously pre-trained models, RoBERTa’s distillation performed best. From the compari-
son of the effect of the student model CNN and LSTM, it can be seen that the performance of CNN
is slightly better than LSTM. After a simple analysis, it can be seen that the model learns a certain
amount of knowledge in the downstream data when it continues to pre-train, and the NLI training
target is a more difficult target for the model, so the knowledge learned by the teacher model in the
continued pre-training Will be better taught to students in the knowledge distillation model.
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5.4.2 MULTI-TEACHER MODEL KNOWLEDGE DISTILLATION EXPERIMENT

This paper proposes a knowledge distillation method based on the multi-teacher model. This experi-
ment will explore the effect of the multi-teacher model on the student model on the test dataset. The
experimental teacher model is selected from the single-teacher model knowledge distillation exper-
iment, and the selected models are those with better effects that have been continuously pre-trained.
The experimental results are shown in table 4.

Table 4: Result of knowledge distillation F1 value of multi-teacher model

multi-teacher model
student model CNN LSTM

BERT + RoBERTa 86.78% 86.37%
BERT + ERNIE 86.23% 86.30%

RoBERTa + ERNIE 88.83% 88.47%

The table 4 is the knowledge distillation training result of the multi-teacher model. This table shows
the effect comparison of the joint distillation of multiple teacher models to the student model CNN
and LSTM. It can be seen from the table that when the teacher model chooses RoBERTa and ERNIE
in the knowledge distillation of the multi-teacher model, the student model performs best, and is
better than the effect of the single teacher model RoBERTa and ERNIE after continuing pre-training
and then performing distillation training. It is proved that the distillation based on the multi-teacher
model can make the student model more effective. When the multi-teacher model selects BERT
and RoBERTa separately, it may lead to a situation where the effect is worse than that of a single
teacher model. This paper analyzes that because BERT and RoBERTa use similar training data in the
initial large-scale pre-training, and because the effect of BERT and RoBERTa on the single-teacher
model is large, the two models are teaching the student model at the same time. The time cannot
play a complementary role, so the effect is worse. Therefore, in the knowledge distillation based
on multiple teachers, the selection of teacher model is very important. The greater the difference
between multiple models, the better the distilling effect will generally be.

6 CONCLUSION

With the continuous improvement of deep learning technology in artificial intelligence, there are
more and more smart products around us that can interact with us. These dialogue robots can not
only communicate emotionally with humans, but also help humans increase productivity. As an
important part of the dialogue system, intention recognition requires a better and faster understand-
ing of the user’s intention expression, and then the next step is to feedback the user the correct
information.

This paper is based on the pre-training model for intent recognition, using the electric power intent
recognition data obtained in the real scene, and by continuing to pre-train on the data, the effect
of intent recognition is further improved. At the same time, in view of the problem of too large
pre-training model volume and too long loading time, the knowledge distillation method in model
compression is used to reduce the amount of model parameters and loading time, making it possible
to realize a model with high accuracy and small size. The main work of this paper is summarized as
follows:

(1) Constructed a power-based intent recognition data set. Through cooperation with the electric
power business office, 9577 intent identification data sets containing 35 categories were collected.
The data set is mainly collected by the project team members in the real dialogue scene of the
electric power business hall, filling the gap of the intention recognition data set in the electric power
industry.

(2) In the intent recognition module, in view of the problems that the NSP in the pre-training tar-
get of BERT is not necessarily effective, the pre-training data and the downstream task data are
inconsistent, etc., the improved RoBERTa and ERNIE based on BERT are proposed to continue
pre-training on the power intent data. Training and proposed two new pre-training goals. In order to
further improve the recognition effect of the model, this paper improves the network structure of the
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fine-tuning stage based on BERT. Through experiments with different pre-training targets, including
MLM+NSP, MLM, LM, NLI, the experimental results show that the use of power intent data and
NLI pre-training targets in the continued pre-training enables fine-tuning of the improved network
structure on downstream classification tasks The F1 value reached the best 95.81%.

(3) In the model compression module, due to the large size of the pre-training model, the large
amount of parameters, and the long loading time, better hardware deployment conditions in the
actual scenario are required. In the real application scenario, whether it is a separate The intention
recognition system is still a module in the human-machine dialogue, and it is difficult to guarantee
a good enough hardware environment. Based on the previous pre-training work, this article distills
and compresses the two improved BERTs and compresses them to CNN and LSTM respectively,
reducing the amount of model parameters from more than 100 million to 500,000. The student
model after a single teacher model is compressed The F1 value is best to reach 88.74%. This paper
also proposes a knowledge distillation based on the multi-teacher model to improve the performance
of the student model. The F1 value of the student model compressed based on the multi-teacher
model can best achieve 88.83%.

(4) Designed and implemented the entire intention recognition system. The system realizes the
automatic recognition of the user’s intention, and displays the recognition result to the user through
a graphical interface.

The intention recognition system implemented in this paper encountered some unpredictable prob-
lems in actual application, and gradually discovered some areas that can be further improved. This
system has not considered the situation when the user has multiple intentions in one sentence. Al-
though in most scenarios, the user expresses a single intention, in a few practical scenarios, the user
sometimes expresses multiple needs in one sentence, and this system only realizes the recognition
of a single intention. In the follow-up work, we can consider the use of multi-label classification
methods for multi-intent recognition. In the mode compression module, although the student model
used in this article is small in size and fast in reasoning, it also affects the accuracy of the original
teacher model. There is still room for improvement in the accuracy of the student model. In the
follow-up work, we can consider digging out more difficult to classify and accurate samples for
analysis, and further improve the accuracy of student model recognition. At the same time, we can
also try to design a better loss function to carry out the model distillation experiment.
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