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Abstract

Semi-Supervised Learning (SSL) has become a preferred paradigm in many deep
learning tasks, which reduces the need for human labor. Previous studies pri-
marily focus on effectively utilising the labelled and unlabeled data to improve
performance. However, we observe that how to select samples for labelling also sig-
nificantly impacts performance, particularly under extremely low-budget settings.
The sample selection task in SSL has been under-explored for a long time. To fill
in this gap, we propose a Representative and Diverse Sample Selection approach
(RDSS). By adopting a modified Frank-Wolfe algorithm to minimise a novel crite-
rion α-Maximum Mean Discrepancy (α-MMD), RDSS samples a representative
and diverse subset for annotation from the unlabeled data. We demonstrate that
minimizing α-MMD enhances the generalization ability of low-budget learning.
Experimental results show that RDSS consistently improves the performance of
several popular SSL frameworks and outperforms the state-of-the-art sample se-
lection approaches used in Active Learning (AL) and Semi-Supervised Active
Learning (SSAL), even with constrained annotation budgets. Our code is available
at RDSS.

1 Introduction

Semi-Supervised Learning (SSL) is a popular paradigm which reduces reliance on large amounts
of labeled data in many deep learning tasks [40, 59]. Previous SSL research mainly focuses on
effectively utilising labelled and unlabeled data. Specifically, labelled data directly supervise model
learning, while unlabeled data help learn a desirable model that makes consistent and unambiguous
predictions [53]. Besides, we also find that how to select samples for annotation will greatly affect
model performance, particularly under extremely low-budget settings (see Section 7.2).

The prevailing sample selection methods in SSL have many shortcomings. For example, random
sampling may introduce imbalanced class distributions and inadequate coverage of the overall data
distribution, resulting in poor performance. Stratified sampling randomly selects samples within
each class, which is impractical in real-world scenarios where the label for each sample is unknown.
Existing researchers also employ representativeness and diversity strategies to select appropriate
samples for annotation. Representativeness [13] ensures that the selected subset distributes similarly
with the entire dataset, and diversity [54] is designed to select informative samples by pushing away
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Figure 1: Visualization of selected samples from a dog dataset. The red and grey circles respectively
symbolize the selected and unselected samples. a) The selected samples often contain an excessive
number of highly similar instances, leading to redundancy; b) The selected samples contain too many
edge points, unable to cover the entire dataset; c) The selected samples represent the entire dataset
comprehensively and accurately.

them in feature space. And focusing on only one aspect presents significant limitations (Figure 1a
and b). To address these issues, Xie et al. [57] and Wang et al. [50] employ a combination of the two
strategies for sample selection. These methods set a fixed ratio for representativeness and diversity,
restricting the ultimate performance through our empirical evidence (see Section 7.4). Fundamentally,
they lack a theoretical basis to substantiate their effectiveness.

We observe that Active Learning (AL) primarily focuses on selecting the right samples for annotation,
and numerous studies transfer the sample selection methods of AL into SSL, giving rise to Semi-
Supervised Active Learning (SSAL) [51]. However, most of these approaches exhibit several
limitations: (1) They require randomly selected samples to begin with, which expends a portion of the
labelling budget, making it difficult to work effectively with a very limited budget (e.g., 1% or even
lower) [6]; (2) They involve human annotators in iterative cycles of labelling and training, leading
to substantial labelling overhead [57]; (3) They are coupled with the model training so that samples
for annotation need to be re-selected every time a model is trained [50]. In summary, selecting the
appropriate samples for annotation is challenging in SSL.

To address these challenges, we propose a Representative and Diverse Sample Selection approach
(RDSS) that requests annotations only once and operates independently of the downstream tasks.
Specifically, inspired by the concept of Maximum Mean Discrepancy (MMD) [14], we design a novel
criterion named α-MMD. It aims to strike a balance between representativeness and diversity via a
trade-off parameter α (Figure 1c), for which we find an optimal interval adapt to different budgets.
By using a modified Frank-Wolfe algorithm called Generalized Kernel Herding without Replacement
(GKHR), we can get an efficient approximate solution to this minimization problem.

We prove that under certain Reproducing Kernel Hilbert Space (RKHS) assumptions, α-MMD
effectively bounds the difference between training with a constrained versus an unlimited labelling
budget. This implies that our proposed method could significantly enhance the generalization
ability of learning with limited labels. We also give a theoretical assessment of GKHR with some
supplementary numerical experiments, showing that GKHR performs well in learning with limited
labels.

Furthermore, we evaluate our proposed RDSS across several popular SSL frameworks on the datasets
CIFAR-10/100 [19], SVHN [30], STL-10 [9] and ImageNet [10]. Extensive experiments show that
RDSS outperforms other sample selection methods widely used in SSL, AL or SSAL, especially
with a constrained annotation budget. Besides, ablation experimental results demonstrate that RDSS
outperforms methods using a fixed ratio.

The main contributions of this article are as follows:

• We propose RDSS, which selects representative and diverse samples for annotation to
enhance SSL by minimizing a novel criterion α-MMD. Under low-budget settings, we
develop a fast and efficient algorithm, GKHR, for optimization.
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• We prove that our method benefits the generalizability of the trained model under certain
assumptions and rigorously establish an optimal interval for the trade-off parameter α adapt
to the different budgets.

• We compare RDSS with sample selection strategies widely used in SSL, AL or SSAL,
the results of which demonstrate superior sample efficiency compared to these strategies.
In addition, we conduct ablation experiments to verify our method’s superiority over the
fixed-ratio approach.

2 Related Work

Semi-Supervised Learning Semi-Supervised Learning (SSL) effectively utilizes sparse labeled
data and abundant unlabeled data for model training. Consistency Regularization [34, 20, 45], Pseudo-
Labeling [21, 56] and their hybrid strategies [40, 63, 35] are commonly used in SSL. Consistency
Regularization ensures the model’s output stays stable even when there’s noise or small changes in
the input, usually from the data augmentation [55]. Pseudo-labelling integrates high-confidence data
pseudo-labels directly into training, adhering to entropy minimization [23]. Moreover, an integrative
approach that combines the aforementioned strategies can also achieve substantial results [53, 59].
Even though these approaches have been proven effective, they usually assume that labelled samples
are randomly selected from each class (i.e., stratified sampling), which is not practical in real-world
scenarios where the label for each sample is unknown.

Active Learning Active learning (AL) aims to optimize the learning process by selecting the
appropriate samples for labelling, reducing reliance on large labelled datasets. There are two
different criteria for sample selection: uncertainty and representativeness. Uncertainty sampling
selects samples about which the current model is most uncertain. Earlier studies utilized posterior
probability [22, 49], entropy [18, 26], and classification margin [47] to estimate uncertainty. Recent
research regards uncertainty as training loss [17, 60], influence on model performance [11, 24]
or the prediction discrepancies between multiple classifiers [8]. However, uncertainty sampling
methods may exhibit performance disparities across different models, leading researchers to focus
on representativeness sampling, which aims to align the distribution of selected subset with that of
the entire dataset [36, 39, 27]. Most AL approaches are difficult to perform well under extremely
low-label settings. This may be because they usually require randomly selected samples to begin
with and involve human annotators in iterative cycles of labelling and training, leading to substantial
labelling overhead.

Model-Free Subsampling Subsampling is a statistical approach which selects a subset with size
m as a surrogate for the full dataset with size n ≫ m. While model-based subsampling methods
depend heavily on the model assumptions [1, 61], improper choice of the model could lead to bad
performance of estimation and prediction. In that case, model-free subsampling is preferred in
data-driven modelling tasks, as it does not depend on the model assumptions. There are mainly two
kinds of popular model-free subsampling methods. The one is induced by minimizing statistical
discrepancies, which forces the distribution of subset to be similar to that of full data, in other words,
selects representative subsamples, such as Wasserstein distance [13], energy distance [28], uniform
design [65], maximum mean discrepancy [7] and generalized empirical F -discrepancy [66]. The
other tends to select a diverse subset containing as many informative samples as possible [54]. The
above-mentioned methodologies either exclusively focus on representativeness or diversity, which
are difficult to effectively apply to SSL.

3 Problem Setup

Let X be the unlabeled data space, Y be the label space, Xn = {xi}i∈[n] ⊂ X be the full unlabeled
dataset containing pairwise different data, and Im = {i1, i2, · · · , im} ⊂ [n](m < n) be an index set
contained in [n], our goal is to find an index set I∗m = {i∗1, i∗2, · · · , i∗m} ⊂ [n](m < n) such that the
selected set of samples XI∗

m
= {xi∗1

,xi∗2
, · · · ,xi∗m

} is the most informative. After that, we can get
access to the true labels of selected samples and use the set of labelled data S = {(xi, yi)}i∈I∗

m
and

the rest of the unlabeled data to train a deep learning model.
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Following the methodology of previous works, we use representativeness and diversity as criteria
for evaluating the informativeness of selected samples. Representativeness ensures the selected
samples distribute similarly to the full unlabeled dataset. Diversity is proposed to prevent an excessive
concentration of selected samples in high-density areas of the full unlabeled dataset. Furthermore,
the cluster assumption in SSL suggests that the data tend to form discrete clusters, in which boundary
points are likely to be located in the low-density area. Therefore, under this assumption, selected
samples with diversity contain more boundary points than the non-diversified ones, which is desired
in training classifiers.

As a result, our goal can be formulated by solving the following problem:

max
Im⊂[n]

Rep(XIm ,Xn) + λDiv(XIm ,Xn), (1)

where Rep(XIm
,Xn) and Div(XIm

,Xn) quantify the representativeness and diversity of selected
samples respectively and λ is a hyperparameter to balance the trade-off representativeness and
diversity.

Besides, we propose another two fundamental settings which are beneficial to the implementation of
the framework: (1) Low-budget learning. The budget for many of the real-world tasks which require
sample selection procedures is relatively low compared to the size of unlabeled data. Therefore,
we set m/n ≤ 0.2 in default in the following context, including the analysis of the sampling
algorithm and the experiments; (2) Sampling without Replacement. Compared with the setting
of sampling with replacement, sampling without replacement offers several benefits which better
match our tasks, including bias and variance reduction, precision increase and representativeness
enhancement [25, 46].

4 Representative and Diversity Sample Selection

The Representative and Diverse Sample Selection (RDSS) framework consists of two steps: (1) Quan-
tification. We quantify the representativeness and diversity of selected samples by a novel concept
called α-MMD (6), where λ is replaced by α as the trade-off hyperparameter; (2) Optimization. We
optimize α-MMD by GKHR algorithm to obtain the optimally selected samples XI∗

m
.

4.1 Quantification of Diversity and Representativeness

In classical statistics and machine learning problems, the inner product of data points x,y ∈ X ,
defined by ⟨x,y⟩, is employed to as a similarity measure between x,y. However, the application of
linear functions can be very restrictive in real-world problems. In contrast, kernel methods use kernel
functions k(x,y), including Gaussian kernels (RBF), Laplacian kernels and polynomial kernels, as
non-linear similarity measures between x,y, which are actually inner products of the projections of
k(x,y) in some high-dimensional feature space [29].

Let k(·, ·) be a kernel function on X × X , and we employ k(·, ·) to measure the similarity between
any two points and the average similarity, denoted by

Sk(XIm) =
1

m2

∑
i∈Im

∑
j∈Im

k (xi,xj) , (2)

to measure the similarity between the selected samples. Obviously, S(XIm) can evaluate the diversity
of XIm since larger similarity implies smaller diversity.

As a statistical discrepancy which measures the distance between distributions, the maximum mean
discrepancy (MMD) is introduced here to quantify the representativeness of XIm

to Xn. Proposed
by Gretton et al. [14], MMD is formally defined below:
Definition 4.1 (Maximum Mean Discrepancy). Let P,Q be two Borel probability measures on X .
Suppose f is sampled from the unit ball in a reproducing kernel Hilbert space (RKHS)H associated
with its reproducing kernel k(·, ·), i.e., ∥f∥H ≤ 1, then the MMD between P and Q is defined by

MMD2
k(P,Q) := sup

∥f∥H≤1

(∫
fdP −

∫
fdQ

)2

= E [k (X,X ′) + k (Y, Y ′)− 2k(X,Y )] , (3)

where X,X ′ ∼ P and Y, Y ′ ∼ Q are independent copies.
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We can next derive the empirical version for MMD that is able to measure the representativeness
of XIm = {xi}i∈Im relative to Xn = {xi}ni=1 by replacing P,Q with the empirical distribution
constructed by XIm ,Xn in (3):

MMD2
k(XIm

,Xn) :=
1

n2

n∑
i=1

n∑
j=1

k (xi,xj)+
1

m2

∑
i∈Im

∑
j∈Im

k (xi,xj)−
2

mn

n∑
i=1

∑
j∈Im

k (xi,xj) .

(4)

Optimization objective. Set Rep(·, ·) = −MMD2
k(·, ·) and Div(·) = −Sk(·) in (1), where k is a

proper kernel function, our optimization objective becomes

min
Im⊂[n]

MMD2
k(XIm

,Xn) + λSk(XIm
). (5)

Set λ = 1−α
αm , since

∑n
i=1

∑n
j=1 k (xi,xj) is a constant, the objective function in (5) can be rewritten

by

αMMD2
k(XIm

,Xn) +
1− α

m
Sk(XIm

) +
α(α− 1)

n2

n∑
i=1

n∑
j=1

k (xi,xj)

=
α2

n2

n∑
i=1

n∑
j=1

k (xi,xj) +
1

m2

∑
i∈Im

∑
j∈Im

k (xi,xj)−
2α

mn

n∑
i=1

∑
j∈Im

k (xi,xj)

= sup
∥f∥H≤1

 1

m

∑
i∈Im

f(xi)−
α

n

n∑
j=1

f(xj)

2

,

(6)

which defines a new concept called α-MMD, denoted by MMDk,α(XIm ,Xn). This new concept
distinguishes our method from those existing methods, which is essential for developing the sampling
algorithms and theoretical analysis. Note that α-MMD degenerates to classical MMD when α = 1
and degenerates to average similarity when α = 0. As α decreases, λ increases, thereby encouraging
the diversity for sample selection.

Remark 1. In the following context, all the kernels are assumed to be characteristic and positive
definite if not specified. The following illustrates the advantages of the two properties.

Characteristics kernels. The MMD is generally a pseudo-metric on the space of all Borel probability
distributions, implying that the MMD between two different distributions can be zero. Nevertheless,
MMD becomes a proper metric when k is a characteristic kernel, i.e., P →

∫
X k(·,x)dP for any

Borel probability distribution P on X [29]. Therefore, MMD induced by characteristic kernels can
be more appropriate for measuring representativeness.

Positive definite kernels. Aronszajn [2] showed that for every positive definite kernel k(·, ·), i.e., its
Gram matrix is always positive definite and symmetric, it uniquely determines an RKHSH and vice
versa. This property is not only important for evaluating the property of MMD [43] but also required
in optimizing MMD [32] by Frank-Wolfe algorithm.

4.2 Sampling Algorithm

In the previous research [36, 27, 50, 38, 58], sample selection is usually modelled by a non-
convex combinatorial optimization problem. In contrast, following the idea of [4], we regard
minIm∈[n] MMD2

k,α(XIm
,Xn) as a convex optimization problem by exploiting the convexity of

α-MMD, and then solve it by a fast iterative minimization procedure derived from Frank-Wolfe
algorithm (see Appendix A for derivation details):

xi∗p+1
∈ argmin

i∈[n]

fI∗
p
(xi), I∗p+1 ← I∗p ∪ {i∗p+1}, I0 = ∅, (7)

where fIp
(xi) =

∑
j∈Ip

k (xi,xj)− αp
∑n

l=1 k(xi,xl). As an extension of kernel herding [7], its
corresponding algorithm (see Algorithm 2) is called Generalized Kernel Herding (GKH). Note that
fIp(xi) is iteratively updated in Algorithm 2, which can save a lot of running time. However, GKH
can select repeated samples that contradict the setting of sampling without replacement. To address
this issue, we propose a modified iterating formula based on (7):

xi∗p+1
∈ argmin

i∈[n]\I∗
p

fI∗
p
(xi), I∗p+1 ← I∗p ∪ {i∗p+1}, I∗0 = ∅, (8)
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Algorithm 1 Generalized Kernel Herding without Replacement
Require: Data set Xn = {x1, · · · ,xn} ⊂ X ; the number of selected samples m < n; a positive

definite, characteristic and radial kernel k(·, ·) on X × X ; trade-off parameter α ≤ 1.
Ensure: Selected samples XI∗

m
= {xi∗1

, · · · ,xi∗m
}.

1: For each xi ∈ Xn calculate µ(xi) :=
∑n

j=1 k(xj ,xi)/n.
2: Set β1 = 1, S0 = 0, I = ∅.
3: for p ∈ {1, · · · ,m} do
4: i∗p ∈ argmini∈[n]\I∗

p
Sp−1(xi)− αµ(xi)

5: For all i ∈ [n]\I∗p , update Sp(xi) = (1− βp)Sp−1(xi) + βpk(xi∗p
,xi)

6: I∗p+1 ← I∗p ∪ {i∗p}, p← p+ 1, set βp = 1/p.
7: end for

which admits no repetitiveness in the selected samples. Its corresponding algorithm (see Algorithm
1) is thereby named as Generalized Kernel Herding without Replacement (GKHR), employed as the
sampling algorithm for RDSS.

Computational complexity. Despite the time cost for calculating kernel functions, the computational
complexity of GKHR is O(mn), since in each iteration, the steps in lines 4 and 5 of Algorithm 2
respectively require O(n) computations. Note that GKH has the same order of computational
complexity as GKHR.

5 Theoretical Analysis

5.1 Generalization Bounds

Recall the core-set approach in [36], i.e., for any h ∈ H,

R(h) ≤ R̂S(h) + |R(h)− R̂T (h)|+ |R̂T (h)− R̂S(h)|,
where T is the full labeled dataset and S ⊂ T is the core set, R(h) is the expected risk of h,
R̂T (h), R̂S(h) are empirical risk of h on T, S. The first term R̂S(h) is unknown before we label
the selected samples, and the second term |R(h)− R̂T (h)| can be upper bounded by the so-called
generalization bounds [3, 64] which do not depend on the choice of core set. Therefore, to control the
upper bound of R(h), we only need to analyse the upper bound of the third term |R̂T (h)− R̂S(h)|
called core-set loss, which requires several mild assumptions. Shalit, et al. [37] derived a MMD-
type upper bound for |R̂T (h)− R̂S(h)| to estimate individual treatment effect, while our bound is
generalized to a wider range of tasks.

LetH1 = {h|h : X → Y} be a hypothesis set in which we are going to select a predictor and suppose
that the labelled data T = {(xi, yi)}ni=1 are i.i.d. sampled from a random vector (X,Y ) defined on
X × Y . We firstly assume thatH1 is an RKHS, which is mild in machine learning theory [3, 5].
Assumption 5.1. H1 is an RKHS associated with bounded positive definite kernel k1 where the
norm of any h ∈ H1 is bounded by Kh.

We further make RKHS assumptions on the functional space of E(Y |X) and Var(Y |X) that are
fundamental in the field of conditional distribution embedding [41, 43].
Assumption 5.2. There is an RKHS H2 associated with bounded positive definite kernel k2 such
that E(Y |X) ∈ H2 and the norm of any E(Y |X) is bounded by Km.
Assumption 5.3. There is an RKHS H3 associated with bounded positive definite kernel k3 such
that Var(Y |X) ∈ H3 and the norm of any Var(Y |X) is bounded by Ks.

We next give a α-MMD-type upper bound for the core-set loss by the following theorem:
Theorem 5.4. Take k = k21 + k1k2 + k3, then under assumptions 1-3, for any selected samples
S ⊂ T , there exists a positive constant Kc such that the following inequality holds:

|R̂T (h)− R̂S(h)| ≤ Kc(MMDk,α(XS ,XT ) + (1− α)
√
K)2,

where 0 ≤ α ≤ 1, 0 ≤ maxx∈X k(x,x) = K and XS ,XT are projections of S, T on X .
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Therefore, minimizing α-MMD can optimize the generalization bound for R(h) and benefit the
generalizability of the trained model (predictor).

5.2 Finite-Sample-Error-Bound for GKHR

The concept of convergence does not apply to analyzing GKHR. With n fixed, GKHR iterates for at
most n times and then returns XI∗

n
= Xn. Consequently, we analyze the performance of GKHR by

its finite-sample-error bound. Previous to that, we make an assumption on the mean of fI∗
p

over the
full unlabeled dataset.

Assumption 5.5. For any I∗p returned by GKHR, 1 ≤ p ≤ m − 1, there exists p + 1 elements
{xjl}

p+1
l=1 in Xn such that

fI∗
p
(xj1) ≤ · · · fI∗

p
(xjp+1

) ≤
∑n

i=1 fI∗
p
(xi)

n
.

When m is not relatively small, this assumption is rather unrealistic. Nevertheless, under our low-
budget setting, especially when m≪ n, the assumption becomes an extension of the principle that
"the minimum is never larger than the mean", which still probably makes sense. We can then show
that the decaying rate for optimization error of GKHR can be upper bounded by O(logm/m):

Theorem 5.6. Let XI∗
m

be the samples selected by GKHR, under assumption 4, it holds that

MMD2
k,α

(
XI∗

m
,Xn

)
≤ C2

α +B
2 + logm

m+ 1
(9)

where B = 2K, 0 ≤ maxx∈X k(x,x) = K, C2
α = (1− α)2K where K is defined in Lemma B.6.

6 Choice of Kernel and Hyperparameter Tuning

In this section, we make some suggestions for choosing the kernel and tuning the hyperparameter α.

Choice of kernel. Recall Remark 1 in Section 4.1, we only consider characteristic and positive
definite kernels in RDSS. Since the Gaussian kernels are the most commonly used kernels in the
field of machine learning and statistics [3, 15], we introduce Gaussian kernel as our choice, which
is defined by k(x,y) = exp(−∥x− y∥22/σ2). The bandwidth parameter σ is set to be the median
distance between samples in the aggregate dataset [15], i.e., σ = Median({∥x− y∥2|x,y ∈ Xn}),
since the median is robust and also compromises between extreme cases.

Tuning trade-off hyperparameter α. According to Theorem 5.6 and Lemma B.3, by straightforward
deduction we have

MMDk

(
XI∗

m
,Xn

)
≤ Cα +O

(√
logm

m

)
+ (1− α)

√
K

to upper bound the MMD between the selected samples and the full dataset under a low-budget
setting. We can just set α ∈ [1− 1√

m
, 1) so that the upper bound of the MMD would not be larger

than the one of α-MMD in the perspective of the order of magnitude.

7 Experiments

In this section, we first explain the implementation details of our method RDSS in Section 7.1. Next,
we compare RDSS with other sampling methods by integrating them into two state-of-the-art (SOTA)
SSL approaches (FlexMatch [63] and Freematch [53]) on five datasets (CIFAR-10/100, SVHN,
STL-10 and ImageNet-1k) in Section 7.2. The details of the datasets, the visualization results and the
computational complexity of different sampling methods are shown in Appendix D.2, D.3, and D.4,
respectively. We also compare against various AL/SSAL approaches in Section 7.3. Lastly, we make
quantitative analyses of the trade-off parameter α in Section 7.4.
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7.1 Implementation Details of Our Method

First, we leverage the pre-trained image feature extraction capabilities of CLIP [33], a vision trans-
former architecture, to extract features. Subsequently, the [CLS] token features produced by the
model’s final output are employed for sample selection. During the sample selection phase, the
Gaussian kernel function is chosen as the kernel method to compute the similarity of samples in
an infinite-dimensional feature space. The value of σ for the Gaussian kernel function is set as
explained in Section 6. To ensure diversity in the sampled data, we introduce a penalty factor
given by α = 1 − 1√

m
, where m denotes the number of selected samples. Concretely, we set

m = {40, 250, 4000} for CIFAR-10, m = {400, 2500, 10000} for CIFAR-100, m = {250, 1000}
for SVHN, m = {40, 250} for STL-10 and m = {100000} for ImageNet. Next, the selected samples
are used for two SSL approaches, which are trained and evaluated on the datasets using the codebase
Unified SSL Benchmark (USB) [52]. The optimizer for all experiments is standard stochastic gradient
descent (SGD) with a momentum of 0.9 [44]. The initial learning rate is 0.03 with a learning rate
decay of 0.0005. We use ResNet-50 [16] for the ImageNet experiment and Wide ResNet-28-2 [62]
for other datasets. Finally, we evaluate the performance with the Top-1 classification accuracy metric
on the test set. Experiments are run on 8*NVIDIA Tesla A100 (40 GB) and 2*Intel 6248R 24-Core
Processor. We average our results over five independent runs.

7.2 Comparison with Other Sampling Methods

Main results We apply RDSS on Flexmatch and Freematch to compare with the following three
baselines and two SOTA methods in SSL under different annotation budget settings. The baselines
conclude Stratified, Random and k-Means, while the two SOTA methods are USL [50] and
ActiveFT [57]. The results are shown on Table 1 from which we have several observations: (1)
Our proposed RDSS achieves the highest accuracy, outperforming other sampling methods, which
underscores the effectiveness of our approach; (2) USL attains suboptimal results under most budget
settings yet exhibits a significant gap compared to RDSS, particularly under severely constrained
ones. For instance, FreeMatch achieves a 4.95% rise on the STL-10 with a budget of 40; (3) In most
experiments, RDSS either approaches or surpasses the performance of stratified sampling, especially
on SVHN and STL-10. However, the stratified sampling method is practically infeasible given that
the category labels of the data are not known a priori.

Results on ImageNet We also compare the second-best method USL with RDSS on ImageNet.
Following the settings of FreeMatch [53], we select 100k samples for annotation. FreeMatch,
using RDSS and USL as sampling methods, achieves 58.24% and 56.86% accuracy, respectively,
demonstrating a substantial enhancement in the performance of our method over the USL approach.

Table 1: Comparison with other sampling methods. Due to stratified sampling limitations, the results
are marked in grey. Top and second-best performances are bolded and underlined, respectively,
excluding stratified sampling. Metrics represent mean accuracy and standard deviation over five
independent runs.

Dataset CIFAR-10 CIFAR-100 SVHN STL-10

Budget 40 250 4000 400 2500 10000 250 1000 40 250
Applied to FlexMatch [63]
Stratified 91.45±3.41 95.10±0.25 95.63±0.24 50.23±0.41 67.38±0.45 73.61±0.43 89.60±1.86 93.66±0.49 75.33±3.74 92.29±0.64
Random 87.30±4.61 93.95±0.91 95.17±0.59 45.58±0.97 66.48±0.98 72.61±0.83 87.67±1.16 94.06±1.14 65.81±1.21 90.70±0.79
k-Means 81.23±8.71 94.59±0.51 95.09±0.65 41.60±1.24 65.99±0.57 71.53±0.42 90.28±0.69 93.82±1.04 55.43±0.39 90.64±1.05
USL [50] 91.73±0.13 94.89±0.20 95.43±0.15 46.89±0.46 66.75±0.37 72.53±0.32 90.03±0.63 93.10±0.78 75.65±0.60 90.77±0.36
ActiveFT [57] 70.87±4.14 93.85±1.37 95.31±0.75 25.69±0.64 57.19±2.06 70.96±0.75 89.32±1.87 92.53±0.43 55.57±1.42 87.28±1.19

RDSS (Ours) 94.69±0.28 95.21±0.47 95.71±0.10 48.12±0.36 67.27±0.55 73.21±0.29 91.70±0.39 95.70±0.35 77.96±0.52 93.16±0.41
Applied to FreeMatch [53]
Stratified 95.05±0.15 95.40±0.23 95.80±0.29 51.29±0.56 67.69±0.58 73.90±0.53 92.58±1.05 94.22±0.78 79.16±5.01 91.36±0.18
Random 93.41±1.24 93.98±0.91 95.56±0.17 47.16±1.25 66.09±1.08 72.09±0.99 91.62±1.88 94.40±1.28 76.66±2.43 90.72±0.97
k-Means 88.05±5.07 94.80±0.48 95.51±0.37 44.07±1.94 66.09±0.39 71.69±0.72 93.30±0.46 94.68±0.72 63.22±4.92 89.99±0.87
USL [50] 93.81±0.62 95.19±0.18 95.78±0.29 47.07±0.78 66.92±0.33 72.59±0.36 93.36±0.53 94.44±0.44 76.95±0.86 90.58±0.58
ActiveFT [57] 78.13±2.87 94.54±0.81 95.33±0.53 26.67±0.46 56.23±0.85 71.20±0.68 92.60±0.51 93.71±0.54 63.31±2.99 86.60±0.30

RDSS (Ours) 95.05±0.13 95.50±0.20 95.98±0.28 48.41±0.59 67.40±0.23 73.13±0.19 94.54±0.46 95.83±0.37 81.90±1.72 92.22±0.40

7.3 Comparison with AL/SSAL Approaches

First, we compare RDSS against various traditional AL approaches on CIFAR-10/100. AL approaches
conclude CoreSet [36], VAAL [39], LearnLoss [60] and MCDAL [8]. For a fair comparison, we
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exclusively use samples selected by RDSS for supervised learning compared to other AL approaches,
considering that AL relies solely on labelled samples for supervised learning. The implementation
details are shown in Appendix D.5. The experimental results are presented in Table 2, from which
we observe that RDSS achieves the highest accuracy under almost all budget settings when relying
solely on labelled data for supervised learning, with notable improvements on CIFAR-100.

Second, we compare RDSS with sampling methods used in SSAL when applied to the same SSL
framework (i.e., FlexMatch or FreeMatch) on CIFAR-10. The sampling methods conclude Core-
SetSSL [36], MMA [42], CBSSAL [12], and TOD-Semi [17]. In detail, we tune recent SSAL
approaches with their public implementations and run experiments under an extremely low-budget
setting, i.e., 40 samples in a 20-random-and-20-selected setting. Table 3 illustrates that the perfor-
mance of most SSAL approaches falls below that of random sampling methods under extremely
low-budget settings. This inefficiency stems from the dependency of sample selection on model
performance within the SSAL framework, which struggles when the model is weak. Our model-free
method, in contrast, selects samples before training, avoiding these pitfalls.

Table 2: Comparison with AL approaches under
Supervised Learning (SL) paradigm. The best per-
formance is bold and the second best performance
is underlined.

Dataset CIFAR-10 CIFAR-100

Budget 7500 10000 7500 10000

CoreSet 85.46 87.56 47.17 53.06
VAAL 86.82 88.97 47.02 53.99
LearnLoss 85.49 87.06 47.81 54.02
MCDAL 87.24 89.40 49.34 54.14
SL+RDSS (Ours) 87.18 89.77 50.13 56.04
Whole Dataset 95.62 78.83

Table 3: Comparison with SSAL approaches.
The green (red) arrow represents the improve-
ment (decrease) compared to the random sam-
pling method.

Method FlexMatch FreeMatch

Stratified 91.45 95.05
Random 87.30 93.41

CoreSetSSL 87.66 ↑ 0.36 91.24 ↓ 2.17
MMA 74.61 ↓ 12.69 87.37 ↓ 6.04
CBSSAL 86.58 ↓ 0.72 91.68 ↓ 1.73
TOD-Semi 86.21 ↓ 1.09 90.77 ↓ 2.64
RDSS (Ours) 94.69 ↑ 7.39 95.05 ↑ 1.64

Third, we directly compare RDSS with the above AL/SSAL approaches when applied to SSL,
which may better reflect the paradigm differences. The experimental results and analysis are in the
Appendix D.6.

7.4 Trade-off Parameter α

We analyze the effect of different α with Freematch on CIFAR-10/100. The results are presented
in Table 4, from which we have several observations: (1) Our proposed RDSS achieves the highest
accuracy under all budget conditions, surpassing those that employ a fixed value; (2) The α that
achieve the best or the second best performance are within the interval we set, which is in line with
our theoretical derivation in Section 6; (3) The experimental outcomes exhibit varying degrees of
reduction compared to our approach when the representativeness or diversity term is removed.

Table 4: Effect of different α. The grey results indicate that the α is outside the interval we set in
Section 6, i.e., α < 1 − 1/

√
m, while the black results indicate that the α is within the interval

we set, i.e., 1 − 1/
√
m ≤ α ≤ 1. Among them, α = 0 and α = 1 indicate the removal of the

representativeness and diversity terms, respectively. The best performance is bold, and the second-
best performance is underlined.

Dataset CIFAR-10 CIFAR-100

Budget (m) 40 250 4000 400 2500 10000

0 85.54±0.48 93.55±0.34 94.58±0.27 39.26±0.52 63.77±0.26 71.90±0.17
0.40 92.28±0.24 93.68±0.13 94.95±0.12 42.56±0.47 65.88±0.24 71.71±0.29
0.80 94.42±0.49 94.94±0.37 95.15±0.35 45.62±0.35 66.87±0.20 72.45±0.23
0.90 94.33±0.28 95.03±0.21 95.20±0.42 48.12±0.50 67.14±0.16 72.15±0.23
0.95 94.44±0.64 95.07±0.26 95.45±0.38 48.41±0.59 67.11±0.29 72.80±0.35
0.98 94.51±0.39 95.02±0.15 95.31±0.44 48.33±0.54 67.40±0.23 72.68±0.22
1 94.53±0.42 95.01±0.23 95.54±0.25 48.18±0.36 67.20±0.29 73.05±0.18

1− 1/
√
m (Ours) 95.05±0.13 95.50±0.20 95.98±0.28 48.41±0.59 67.40±0.23 73.13±0.19
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8 Conclusion

In this work, we propose a model-free sampling method, RDSS, to select a subset from unlabeled data
for annotation in SSL. The primary innovation of our approach lies in the introduction of α-MMD,
designed to evaluate the representativeness and diversity of selected samples. Under a low-budget
setting, we develop a fast and efficient algorithm GKHR for this problem using the Frank-Wolfe
algorithm. Both theoretical analyses and empirical experiments demonstrate the effectiveness of
RDSS. In future research, we would like to apply our methodology to scenarios where labelling is
cost-prohibitive, such as in the medical domain.
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A Algorithms

A.1 Derivation of Generalized Kernel Herding (GKH)

Proof. The proof technique is borrowed from [32]. Let us firstly define a weighted modification of
α-MMD. For any w ∈ Rn such that w⊤1 = 1, the weighted α-MMD is defined by

MMD2
k,α,Xn

(w) = w⊤Kw − 2αw⊤p+ α2K,

where K = [k(xi,xj)]1≤i,j≤n, K = 1⊤K1/n2, p = (e⊤1 K1/n, · · · , e⊤nK1/n), {ei}ni=1 is the set
of standard basis of Rn. It is obvious that for any Ip ⊂ [n],

MMD2
k,α,Xn

(wp) = MMD2
k,α(XIp

,Xn),

where (wp)i = 1/p if i ∈ Ip, and (wp)i = 0 if not. Therefore, weighted α-MMD is indeed a
generalization of α-MMD. Let

K∗ = K− 2αp1⊤ + α2K11⊤

we obtain the quadratic form expression of weighted α-MMD by MMD2
k,α,Xn

(w) = w⊤K∗w,
where K∗ is strictly positive definite if the unlabeled data are pairwise different, w ̸= wn and k is a
characteristic kernel according to [32].

Recall our low-budget setting (so w ̸= wn holds) and assumption for kernel, K∗ is indeed a strictly
positive definite matrix. Thus MMD2

k,α,Xn
is a convex functional w.r.t. w, leading to the fact that

minw⊤1=1 MMD2
k,α,Xn

(w) can be solved by Frank-Wolfe algorithm. Then for 1 ≤ p < n,

sp ∈ argmin
s⊤1=1

s⊤(Kwp − αp) = argmin
ei,i∈[n]

e⊤i (Kwp − αp).

Let ei∗p = sp, under uniform step size in Frank-Wolfe algorithm, we have

wp+1 =

(
p

p+ 1

)
wp +

1

p+ 1
ei∗p ,w0 = 0

as the update formula of Frank-Wolfe algorithm, which is equivalent to

i∗p ∈ arg min
i∈[n]

∑
j∈Ip

k(xi,xj)− αp

n∑
l=1

k(xi,xl).

then we can immediately derive the iterating formula in (7).

A.2 Pseudo Codes

Algorithm 2 Generalized Kernel Herding
Require: Data set Xn = {x1, · · · ,xn} ⊂ X ; the number of selected samples m < n; a positive

definite, characteristic and radial kernel k(·, ·) on X × X ; trade-off parameter α ≤ 1.
Ensure: selected samples XI∗

m
= {xi∗1

, · · · ,xi∗m
}.

1: For each xi ∈ Xn calculate µ(xi) :=
∑n

j=1 k(xj ,xi)/n.
2: Set β1 = 1, S0 = 0, I = ∅.
3: for p ∈ {1, · · · ,m} do
4: i∗p ∈ argmini∈[n] Sp−1(xi)− αµ(xi)

5: For all i ∈ [n], update Sp(xi) = (1− βp)Sp−1(xi) + βpk(xi∗p
,xi)

6: I∗p+1 ← I∗p ∪ {i∗p}, p← p+ 1, set βp = 1/p.
7: end for

B Technical Lemmas

Lemma B.1 (Lemma 2 [32]). Let (tk)k and (αk)k be two real positive sequences and A be a strictly
positive real. If tk satisfies

t1 ≤ A and tk+1 ≤ (1− αk+1) tk +Aα2
k+1, k ≥ 1,

with αk = 1/k for all k, then tk < A(2 + log k)/(k + 1) for all k > 1.
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Lemma B.2. The selected samples XI∗
m

generated by GKH (Algorithm 2) satisfies

MMD2
k,α

(
XI∗

m
,Xn

)
≤M2

α +B
2 + logm

m+ 1
(10)

where B = 2K, 0 ≤ maxx∈X k(x,x) ≤ K, M2
α is defined by

M2
α := min

w⊤1=1,w≥0
MMD2

k,α,Xn
(w)

Proof. Following the notations in Appendix A, let pα = αp, we could straightly follow the proof
for finite-sample-size error bound of kernel herding with predefined step sizes given by [32] to derive
Lemma B.2, without any other technique. The detailed proof is omitted.

Lemma B.3. Let H be an RKHS over X associated with positive definite kernel k, and 0 ≤
maxx∈X k(x,x) ≤ K. Let Xm = {xi}mi=1, Yn = {yj}mj=1, xi,yj ∈ X . Then for any α ≤ 1,

|MMDk,α(Xm,Yn)−MMDk(Xm,Yn)| ≤ (1− α)
√
K

Proof.

|MMDk,α(Xm,Yn)−MMDk(Xm,Yn)|

=

∣∣∣∣∣∣ sup
∥f∥H≤1

 1

m

m∑
i=1

f (xi)−
α

n

n∑
j=1

f (yj)

− sup
∥f∥H≤1

 1

m

m∑
i=1

f (xi)−
1

n

n∑
j=1

f (yj)

∣∣∣∣∣∣
≤ sup

∥f∥H≤1

∣∣∣∣∣1− α

n

n∑
i=1

f (yi)

∣∣∣∣∣ =
(
1− α

n

)
sup

∥f∥H≤1

∣∣∣∣∣
n∑

i=1

f (yi)

∣∣∣∣∣
=

(
1− α

n

)
sup

∥f∥H≤1

∣∣∣∣∣∣
n∑

j=1

⟨f, k(·,yj)⟩H

∣∣∣∣∣∣ ≤
(
1− α

n

)
sup

∥f∥H≤1

n∑
j=1

∣∣⟨f, k(·,yj)⟩H
∣∣

≤
(
1− α

n

)
sup

∥f∥H≤1

n∑
j=1

∥f∥H∥k(·,yj)∥H ≤ (1− α)
√
K.

Lemma B.4 (Proposition 12.31 [48]). Suppose that H1 and H2 are reproducing kernel Hilbert
spaces of real-valued functions with domains X1 and X2, and equipped with kernels k1 and k2,
respectively. Then the tensor product spaceH = H1 ⊗H2 is an RKHS of real-valued functions with
domain X1 ×X2, and with kernel function

k ((x1, x2) , (x
′
1, x

′
2)) = k1 (x1, x

′
1) k2 (x2, x

′
2) .

Lemma B.5 (Theorem 5.7 [31]). Let f ∈ H1 and g ∈ H2, whereH1,H2 be two RKHS containing
real-valued functions on X , which is associated with positive definite kernel k1, k2 and canonical
feature map ϕ1, ϕ2, then for any x ∈ X ,

f(x) + g(x) = ⟨f, ϕ1(x)⟩H1
+ ⟨g, ϕ2(x)⟩H2

= ⟨f + g, (ϕ1 + ϕ2)(x)⟩H1+H2
,

where
H1 +H2 = {f1 + f2|fi ∈ Hi}

and ϕ1 + ϕ2 is the canonical feature map ofH1 +H2. Furthermore,

∥f + g∥2H1+H2
≤ ∥f∥2H1

+ ∥g∥2H2
.

Lemma B.6. For any unlabeled dataset Xn ⊂ X and any subset XIm
,

MMD2
k,α(Xn,Xn) = (1− α)2K,MMD2

k,α(XIm
,Xn) ≤ (1 + α2)K,

where K =
∑n

i=1

∑n
j=1 k(xi,xj)/n

2, K = maxx∈X k(x,x).

Lemma B.6 is directly derived from the definition of α-MMD.

15



C Proof of Theorems

Proof for Theorem 5.4. The proof borrows the technique introduced in [37] for decomposing the
expected risk of hypotheses.

Firstly, let us denote thatH4 = H1 ⊗H1 +H1 ⊗H2 +H3, with kernel k4 = k21 + k1k2 + k3 and
canonical feature map ϕ4 = ϕ1 ⊗ ϕ1 + ϕ1 ⊗ ϕ2 + ϕ3.

Under the assumptions in Theorem 5.4, according to Theorem 4 in [41], we have for any x ∈ X ,

h(x) = ⟨h, ϕ1(x)⟩H1
,E[Y |x] = ⟨E[Y |X], ϕ2(x)⟩H2

,

Var(Y |x) = ⟨Var(Y |X), ϕ3(x)⟩H3

where ϕ1, ϕ2, ϕ3 are canonical feature maps in H1,H2,H3. Denote that m = E[Y |X] and s =
Var(Y |X). Now by definition,

R(h) = E [ℓ(h(x), y)] =

∫
X

∫
Y
ℓ(h(x), y)p(y|x)p(x)dxdy =

∫
X
f(x)p(x)dx

where

f(x) =

∫
Y
(y − h(x))2p(y|x)dy

= Var(Y |x)− 2h(x)E[Y |x] + h2(x)

= ⟨s, ϕ3(x)⟩H3
− 2 ⟨h, ϕ1(x)⟩H1

⟨m,ϕ2(x)⟩H2
+ ⟨h, ϕ1(x)⟩H1

⟨h, ϕ1(x)⟩H1

= ⟨s, ϕ3(x)⟩H3
− ⟨2h⊗m, (ϕ1 ⊗ ϕ2)(x)⟩H1⊗H2

+ ⟨h⊗ h, (ϕ1 ⊗ ϕ1)(x)⟩H1⊗H1

= ⟨s− 2h⊗m+ h⊗ h, ϕ4(x)⟩H4

where the fourth equality holds by Lemma B.4 and the last equality holds by Lemma B.5, then
f ∈ H4, and

∥f∥H4
= ∥s− 2h⊗m+ h⊗ h∥H4

≤ ∥s∥H4 + ∥2h⊗m∥H4 + ∥h⊗ h∥H4

≤ ∥s∥H3 + 2∥m∥H2∥h∥H1 + ∥h⊗ h∥H1⊗H1

= ∥s∥H3
+ 2∥m∥H2

∥h∥H1
+ ∥h∥2H1

≤ K2
h + 2KhKm +Ks

where the second inequality holds by Lemma B.5. Therefore, let β = 1/(K2
h + 2KhKm +Ks) we

have ∥βf∥H4
= β∥f∥H4

≤ 1. Then∣∣∣R̂T (h)− R̂S(h)
∣∣∣

=

∣∣∣∣∫
X
f(x)dPT (x)−

∫
X
f(x)dPS(x)

∣∣∣∣
=(K2

h + 2KhKm +Ks)

∣∣∣∣∫
X
βf(x)dPT (x)−

∫
X
βf(x)dPS(x)

∣∣∣∣
≤(K2

h + 2KhKm +Ks) sup
∥f∥H4

≤1

∣∣∣∣∫
X
f(x)dPT (x)−

∫
X
f(x)dPS(x)

∣∣∣∣
=(K2

h + 2KhKm +Ks)MMDk4
(XS ,XT )

where PT denotes the empirical distribution constructed by XT , so does PS . Recall Lemma B.3, we
have Theorem 5.4.

Proof for Theorem 5.6. Following the notations in Appendix A, we further define

w∗ = 1/n,C2
α = MMD2

k,α,Xn
(w∗) = (1− α)2K (11)

ŵ = argmin
1⊤w=1

MMD2
k,α,Xn

(w) = α

(
K−1 − K−111⊤K−1

1⊤K−11

)
p+

K−11

1⊤K−11
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Let pα = αp, we have (pα −Kŵ) ∝ 1. Define

∆α(w) := MMD2
k,α,Xn

(w)− C2
α = ĝ(w)− ĝ(w∗)

where ĝ(w) = (w − ŵ)
⊤
K (w − ŵ). The related details for proving the equality are omitted, since

they are completely given by the proof of alternative expression of MMD in Pronzato [32]. By the
convexity of ĝ(·), for j = argmini∈[n]\I∗

p
fI∗

p
(xi),

ĝ (w∗) ≥ ĝ (wp) + 2 (w∗ −wp)
⊤
K (wp − ŵ) ≥ ĝ (wp) + 2 min

j∈[n]\I∗
p

(ej −wp)
⊤
K (wp − ŵ)

where the second inequality holds with the assumption in Theorem 5.6

(w∗ − ej)
⊤
K (wp − ŵ) = (w∗ − ej)

⊤
(Kwp − pα)

=

∑n
i=1 fI∗

p
(xi)

n
− fI∗

p
(xjp+1

) ≥
∑n

i=1 fI∗
p
(xi)

n
− fI∗

p
(xj) ≥ 0

therefore, we have for B = 2K,

∆α(wp+1)

=ĝ (wp)− ĝ (w∗) +
2

p+ 1
(ej −wp)

⊤
K (wp − ŵ) +

1

(p+ 1)2
(ej −wp)

⊤
K (ej −wp)

=
p

p+ 1
(ĝ (wp)− ĝ (w∗)) +

1

(p+ 1)2
B =

p

p+ 1
∆α(wp) +

1

(p+ 1)2
B

(12)

where wp+1 = pwp/(p+1)+ej/(p+1), and obviously B upper bounds (ej −wp)
⊤
K (ej −wp).

Since α ≤ 1, it holds from Lemma B.6 that

∆α(w1) ≤ MMD2
k,α,Xn

(w1) ≤ (1 + α2)K ≤ B

therefore by Lemma B.1, we have

MMD2
k,α(XI∗

m
,Xn) = MMD2

k,α,Xn
(wp) ≤ C2

α +B
2 + logm

m+ 1

D Additional Experimental Details and Results

D.1 Supplementary Numerical Experiments on GKHR

Consider the fact that GKH is a convergent algorithm (Lemma B.2) and the finite-sample-size error
bound (10) holds without any assumption on the data, we conduct some numerical experiments to
empirically compare GKHR with GKH on datasets generated by four different distributions on R2.

Firstly, we define four distributions on R2:

1. Gaussian mixture model 1 which consists of four Gaussian distributions G1, G2, G3, G4

with mixture weights [0.95, 0.01, 0.02, 0.02],
2. Gaussian mixture model 2 which consists of four Gaussian distributions G1, G2, G3, G4

with mixture weights [0.3, 0.2, 0.15, 0.35],
3. Uniform distribution 1 which consists of a uniform distribution defined in a circle with

radius 0.5, and a uniform distribution defined in a annulus with inner radius 4 and outer
radius 6,

4. Uniform distribution 2 defined on [−10, 10]2.

where

G1 = N
([

1
2

]
,

[
2 0
0 5

])
, G2 = N

([
−3
−5

]
,

[
1 0
0 2

])
G3 = N

([
−5
4

]
,

[
8 0
0 6

])
, G4 = N

([
15
10

]
,

[
4 0
0 9

])
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(a) n=1000

(b) n=3000

(c) n=10000

(d) n=30000

Figure 2: The performance comparison between GKHR and GKH with different m,n over ten
independent runs. The blue line is the mean value of D, the red dotted line over (under) the blue line
is the mean value of D plus (minus) its standard deviation, and the pink area is the area between the
upper and lower red dotted lines.
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To consistently evaluate the performance gap between GKHR and GKH at the same order of
magnitude, we propose the following criterion

D =
D1 −D2

D1 +D2

where D1 = MMD2
k,α(X

(1)
I∗
m
,Xn), D2 = MMD2

k,α(X
(2)
I∗
m
,Xn), X

(1)
Im

is the selected samples from

GKHR and X
(2)
Im

is the selected samples from GKH. Positive value of D implies that GKH outper-
forms GKHR, and negative values of D implies that GKHR outperforms GKH. Large absolute value
of D shows large performance gap.

The experiments are conducted as follows. We generate 1000,3000,10000,30000 random samples
from the four distributions separately, then use GKHR and GKH for sample selection under the
low-budget setting, i.e., m/n ≤ 0.2. The α is set by m/n. We report the results over ten independent
runs in Figure 2, which shows that although the performance gap tends to grow as m grows, when
m is relatively small, the performance of GKHR is similar to that of GKH. Therefore, under the
low-budget setting, GKHR and GKH have similar performance on minimizing α-MMD over various
type of distributions, which convinces us that GKHR could work well in the sample selection task.

D.2 Datasets

For experiments, we choose five common datasets: CIFAR-10/100, SVHN, STL-10 and ImageNet.
CIFAR-10 and CIFAR-100 contain 60,000 images with 10 and 100 categories, respectively, among
which 50,000 images are for training, and 10,000 images are for testing; SVHN contains 73,257
images for training and 26,032 images for testing; STL-10 contains 5,000 images for training, 8,000
images for testing and 100,000 unlabeled images as extra training data. ImageNet spans 1,000 object
classes and contains 1,281,167 training and 100,000 test images. The training sets of the above
datasets are considered as the unlabeled dataset for sample selection.

D.3 Visualization of Selected Samples

To offer a more intuitive comparison between various sampling methods, we visualized samples
chosen by stratified, random, k-Means, USL, ActiveFT and RDSS (ours). We generate 5000 samples
from a Gaussian mixture model defined on R2 with 10 components and uniform mixture weights.
One hundred samples are selected from the entire dataset using different sampling methods. The
visualisation results in Figure 3 indicate that our selected samples distribute more similarly with the
entire dataset than other counterparts.

D.4 Computational Complexity and Running Time

We compute the time complexity of various sampling methods and recorded the time required to
select 400 samples on the CIFAR-100 dataset for each method. The results are presented in Table 5,
where m represents the annotation budget, n denotes the total number of samples, and T indicates the
number of iterations. The sampling time was obtained by averaging the duration of three independent
runs of the sampling code on an idle server without any workload. As illustrated by the results, the
sampling efficiency of our method surpasses that of all other methods except for random and stratified
sampling. This discrepancy is likely because the execution time of other algorithms is affected by the
number of iterations T .

Table 5: Efficiency comparison with other sampling methods.

Method Time complexity Time (s)

Random O(n) ≈ 0
Stratified O(n) ≈ 0
k-means O(mnT ) 579.97
USL O(mnT ) 257.68
ActiveFT O(mnT ) 224.35

RDSS (Ours) O(mn) 132.77
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(a) Stratified (b) Random

(f) RDSS (ours)(e) ActiveFT(d) USL

(c) K-Means

Figure 3: Visualization of selected samples using different sampling methods. Points of different
colours represent samples from different classes, while black points indicate the selected samples.

D.5 Implementation Details of Supervised Learning Experiments

We use ResNet-18 [16] as the classification model for all AL approaches and our method. Specifically,
We train the models for 300 epochs using SGD optimizer (initial learning rate=0.1, weight decay=5e−
4, momentum=0.9) with batch size 128. Finally, we evaluate the performance with the Top-1
classification accuracy metric on the test set.

D.6 Direct Comparison with AL/SSAL

The comparative results with AL/SSAL approaches are shown in Figure 4 and Figure 5, respectively.
The specific values corresponding to the comparative results in the above two figures are shown in
Table 6. And the above results are from [8], [12] and [17].

Table 6: Comparative results with AL/SSAL approaches.

Dataset CIFAR-10 CIFAR-100

Budget 40 250 500 1000 2000 4000 5000 7500 10000 400 2500 5000 7500 10000
Active Learning (AL)
CoreSet [36] - - - - - - 80.56 85.46 87.56 - - 37.36 47.17 53.06
VAAL [39] - - - - - - 81.02 86.82 88.97 - - 38.46 47.02 53.99
LearnLoss [60] - - - - - - 81.74 85.49 87.06 - - 36.12 47.81 54.02
MCDAL [8] - - - - - - 81.01 87.24 89.40 - - 38.90 49.34 54.14
Semi-Supervised Active Learning (SSAL)
CoreSetSSL [36] - - 90.94 92.34 93.30 94.02 - - - - - 63.14 66.29 68.63
CBSSAL [12] - - 91.84 92.93 93.78 94.55 - - - - - 63.73 67.14 69.34
TOD-Semi [17] - - - - - - 79.54 87.82 90.3 - - 36.97 52.87 58.64
Semi-Supervised Learning (SSL) with RDSS
FlexMatch+RDSS (Ours) 94.69 95.21 - - - 95.71 - - - 48.12 67.27 - - 73.21
FreeMatch+RDSS (Ours) 95.05 95.50 - - - 95.98 - - - 48.41 67.40 - - 73.13

According to the results, we have several observations: (1) AL approaches often necessitate signifi-
cantly larger labelling budgets, exceeding RDSS by 125 or more on CIFAR-10. This is primarily
because AL paradigms are solely dependent on labelled samples not only for classification but also
for feature learning. (2) SSAL and our methods leverage unlabeled samples, surpassing traditional
AL approaches. However, this may not directly reflect the advantages of RDSS, as such performance
enhancements could be inherently attributed to the SSL paradigm itself. Nonetheless, these experi-
mental outcomes offer insightful implications: SSL may represent a more promising paradigm under
scenarios with limited annotation budgets.
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Figure 4: Comparison with AL/SSAL approaches on CIFAR-10.
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Figure 5: Comparison with AL/SSAL approaches on CIFAR-100.

E Limitation

The choice of α depends on the number of full unlabeled data points, independent of the information
on the shape of data distribution. This may lead to a loss of effectiveness of RDSS on those datasets
with complicated distribution structures. However, it outperforms fixed-ratio approaches on the
datasets under different budget settings.

F Potential Societal Impact

Positive societal impact. Our method ensures the representativeness and diversity of the selected
samples and significantly improves the performance of SSL methods, especially under low-budget
settings. This reduces the cost and time of data annotation and is particularly beneficial for resource-
constrained research and development environments, such as medical image analysis.

Negative societal impact. When selecting representative data for analysis and annotation, the
processing of sensitive data may be involved, increasing the risk of data leakage, especially in
sensitive fields such as medical care and finance. It is worth noting that most algorithms applied in
these sensitive areas are subject to this risk.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We summarize our contributions in the last paragraph of Section 1. The
RDSS framework, including the quantification method and sample algorithm, is illustrated
in Section 4. Theoretical analysis on RDSS is presented in Section 5. Section 6 suggests
the choice for kernel and tuning parameters. The comparison results with other methods
are shown in Section 7.2 and Section 7.3. And we analyze the effect of different α in
Section 7.4.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in Appendix E.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: For the generalization bound in Section 5.1, the required assumptions are
Assumption 5.1, 5.2 and 5.3, the proof is given by the Proof of Theorem 5.4 in Appendix C.
For the finite-sample-error bound in Section 5.2, the required assumption is Assumption 5.5,
the proof is given by the Proof of Theorem 5.6 in Appendix C. Other technical lemmas and
their proofs or references are presented in Appendix B.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We disclose the implementation details of the main experiments for repro-
duction in Section 7.1 and Appendix D.5. We submit the code of our proposed method as
supplemental material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The data used for experiments are all publicly available datasets, as referenced
in the penultimate paragraph of Section 1. And we submit the code as supplementary
material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We specify the implementation details of main experiments in Section 7.1 and
Appendix D.5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Each result of main experiments shows mean accuracy and standard deviation
over five independent runs in Section 7.
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of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We illustrate the compute resources utilized by the experimental implementa-
tion in Section 7.1 and calculate the time of execution in Appendix D.4
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have read the NeurIPS Code of Ethics and ensure that the research
conducted in the paper conforms with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [Yes]

Justification: We discuss the potential societal impacts of our work in Appendix F.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the original paper that produced the assets used in the paper and
ensure that the use of these assets complies with the relevant licenses.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We submit our code and the corresponding documentation as supplementary
materials.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

27

paperswithcode.com/datasets


• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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