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Abstract

Reflectance and shape are two important components in visually perceiving the real world. Inferring the reflectance and
shape of an object through cameras is a fundamental research topic in the field of computer vision. While three-dimensional
shape recovery is pervasive with varieties of approaches and practical applications, reflectance recovery has only emerged
recently. Reflectance recovery is a challenging task that is usually conducted in controlled environments, such as a laboratory
environment with a special apparatus. However, it is desirable that the reflectance be recovered in the field with a handy camera
so that reflectance can be jointly recovered with the shape. To that end, we present a solution that simultaneously recovers the
reflectance and shape (i.e., dense depth and normal maps) of an object under natural illumination with commercially available
handy cameras. We employ a light field camera to capture one light field image of the object, and a 360-degree camera to

capture the illumination. The proposed method provides positive results in both simulation and real-world experiments.

Keywords Light field camera - Natural illumination - Reflectance - Shape from shading

1 Introduction

In the field of computer vision, we need to understand the
geometry and material of an object to obtain information
about the object. The visual perception of the object depends
on the illuminating environment, which poses a challeng-
ing and interesting task for computer vision to understand
three components: the geometry, material, and illumination.
This is in fact an inverse rendering problem, the complex-
ity of which is extremely high (Patow and Pueyo 2003). To
relax this complexity, computer-vision researchers usually
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assume to know one or two components and they then recover
the remaining component(s). As an example, researchers can
assume the reflectance is as simple as Lambertian reflectance,
and the shape can then be recovered knowing the illumina-
tion (Woodham 1980; Vogiatzis and Cipolla 2008) or even
without knowing the illumination (Delaunoy and Pollefeys
2014). Meanwhile, other researchers assume to know the
shape and the reflectance and can then recover the illumi-
nation (Lombardi and Nishino 2016). In our research, we
found that the illumination is not a serious problem and can
be easily captured with a 360-degree handy camera (Ricoh
Company 2016). We can thus relax the illumination and focus
on recovering the reflectance and three-dimensional (3-D)
shape of the object.

3-D shape recovery has been well studied in the field
of computer vision with various approaches and practical
applications. The approaches work under both controlled (der
Jeught and Dirckx 2016; Woodham 1980) and uncon-
trolled (Szeliski 2010; Oxholm and Nishino 2016; Xia et al.
2016) environments. Many methods assume Lambertian
reflectance so that they can recover the scene with (Higo
etal. 2010; Vogiatzis and Cipolla 2008) or without (Delaunoy
and Pollefeys 2014; Barron and Malik 2013) consideration
of the illumination. This also allows the methods to work
with a mobile or handy camera (Tao and Srinivasan 2015).
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Other specific reflectance models, such as those of dielectric
reflectance (Smith et al. 2016; Ngo et al. 2015), mirrored
reflectance (Godard et al. 2015), or a combination of Lam-
bertian reflectance and specular reflectance (Tao et al. 2014),
are also assumed to relax the shape recovery.

However, reflectance recovery is challenging because
real-world material reflectance is difficult to represent mathe-
matically with a model. Researchers therefore try to approxi-
mate real-world material reflectance with a variety of models
for specific types of materials, such as a Lambertian model
for diffuse materials, dielectric model (Wolff 1996) for a
ceramic or plastic, Phong reflectance model (Phong 1975) for
specular material, Torrance-Sparrow reflectance model (Tor-
rance and Sparrow 1967; Oren and Nayar 1994) for a
rough surface, data-driven reflectance model (Matusik et al.
2003), and directional statistics bidirectional reflectance
distribution function (DSBRDF) model (Nishino and Lom-
bardi 2011; Lombardi and Nishino 2016) for more general
reflectance. Measuring a material reflectance is also diffi-
cult. The measurement is usually made in a laboratory under
well-controlled conditions. The widely used method relies
on image-based bidirectional reflectance distribution func-
tion (BRDF) measurement (Matusik et al. 2003; Marschner
et al. 2000; Ben-ezra et al. 2008; Mukaigawa et al. 2011) by
capturing many images of a material sample with different
known light directions.

Moreover, joint shape and reflectance recovery using
images is even more challenging, particularly under uncon-
trolled illumination. To relax the problem, most methods
assume a Lambertian material and try to recover the spatially
varying BRDF and shape of the object (Barron and Malik
2013). Other methods use a specific reflectance model, such
as a mirror model (Godard et al. 2015). A dichromatic model
(a combination of diffuse and specular reflectance models)
is used (Wang et al. 2016) with a known point light source
and thus only used in the laboratory. Oxholm and Nishino
(2016) simultaneously recovered the general reflectance and
shape of an object under natural illumination. Their method
employs a general reflectance model (DSBRDF Nishino and
Lombardi 2011) and thus works with a wide range of real-
world materials. However, it is only used for a well-setup
environment of multiple calibrated cameras or a single cam-
era that moves to several positions about the object. The
method may be hard to employ in practice, which limits
its real-world application. In their work, shape is repre-
sented by the surface normal which is constrained only by
photo-consistency among sparse and wide-baseline stereo
corresponding points. Inspired by this pioneering work, we
present our research with a light field camera to reduce the
preparation effort and encourage practical use. In particular,
we further constrain the shape by introducing depth and refor-
mulate the probabilistic framework to update depth. Because
the depth and normal are formulated according to different
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cues in our framework, they are separately updated. Depth is
directly related to the point correspondences between sub-
aperture images and the depth is optimized directly by a
stereo matching method such as plane sweeping. Meanwhile,
the surface normal is directly related to the shading of a
BRDF and the optimization is performed directly according
to the radiometry. They are therefore efficiently estimated
separately. Moreover, the practical depth and normal maps
may not be equivalent. The numerical surface normal derived
from the depth map and the actual normal map may not be
the same, particularly for a low resolution of sub-aperture
images. However, the depth and normal are strongly corre-
lated, and a new constraint is presented to tighten them. The
constraint is referred to as the depth-normal consistency con-
straint, a geometry constraint, in our paper. As a result, we
can estimate not only the reflectance and normal but also the
depth simultaneously.

The contributions of our paper are summarized as follows.
Our work is the first that recovers the material reflectance
and depth map from a light field camera under natural illu-
mination. The production of a dense depth map has a huge
computation cost. To enhance the robustness and conver-
gence stability, we present a multi-stage algorithm, where
an earlier stage solves a coarser problem with a simpler and
faster solution. The algorithm also relaxes the computational
power. This article is an extension of our previous work (Ngo
et al. 2017), where we revise the geometrical constraints,
describe more technical details, and present more simulation
and real-world experimental results for in-depth analysis.

1.1 Related Works

Since reflectance and shape are tightly coupled in visual
perception of the real world, they are usually estimated simul-
taneously. The estimation methods can be categorized based
on reflectance model and viewpoint.

1.1.1 Reflectance Models

Reflectance recovery under natural illumination is an attrac-
tive research field. The most conventional research trend is
to assume a Lambertian reflectance to relax the modeling
complexity under natural illumination. In this trend, many
approaches, such as outdoor photometric stereo (Abrams
and Christopherand Pless 2012; Jung et al. 2015; Yu et al.
2013; Ackermann et al. 2012; Hold-Geoffroy et al. 2015)
or photometric bundle adjustment (Delaunoy and Pollefeys
2014), simply recover an albedo map on the target scene sur-
face. However, this reflectance model is ideal and unable to
precisely model a real-world scene reflectance, hence more
sophisticated models such as dichromatic model combining
a diffuse and a specular reflectances are employed. There is
a variety of such models have been used in computer vision,
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such as Lambertian and Ward model (Dror et al. 2001),
Lambertian and microfacet model (Xia et al. 2016), or Lam-
bertian and Torrance-Sparrow model (Nishino et al. 2001).
However, these models are still limited to a specific range
of real-world material and hence more general reflectance
models that work with a larger range of real-world mate-
rial are proposed, such a model as DSBRDF (Nishino and
Lombardi 2011; Oxholm and Nishino 2016). In a different
trend, many authors are interested in the spatially varying
reflectance (Goldman et al. 2005; Alldrin et al. 2008; Zhou
et al. 2013; Xia et al. 2016; Hui and Sankaranarayanan
2017) which is a non-parameteric reflectance model that
tries to solve the exhaustive solution of a look-up-table-
based reflectance such as MERL (Matusik et al. 2003) or
example-based reflectance (Hertzmann and Seitz 2005). One
advantage of this model is that it does not require the assump-
tion of homogeneous material and works with a variety of
real-world material. However, it is a data-driven reflectance
and therefore still requires a large number of captured images
to handle a sophisticated material.

1.1.2 3-D Reconstruction with Multiple Viewpoints

The shape recovery under natural illumination can be classi-
fied by number of viewpoints. As a single viewpoint method,
Huang and Smith (2011) and Johnson and Adelson (2011) see
that under natural illumination, Lambertian material appear-
ance can be parameterized and the parametric reflectance
map can be recovered and hence the normal map of the object
can also be recovered. Hertzmann and Seitz (2005) assume
they have a sphere of the same material as that of the target
object so that they can capture a more general reflectance map
as a look-up-table for recovering the 3D shape of captured
object. However, they need a sphere with exactly the same
material as the object. Oxholm and Nishino (2012, 2016)
present a method that can jointly recover both 3D shape
and reflectance from just one capture image using Bayesian
framework. However, these methods do not recover the depth
map of the object.

In the multiple viewpoint approaches, Lambertian
reflectance model is widely used because it has the advantage
that the reflectance of a point on the object remains the same
for different viewpoints. As a result, many of conventional
methods utilize this property (Seitz and Dyer 1997; Delaunoy
and Pollefeys 2014). Oxholm and Nishino (2014) propose a
solution that works with an arbitrary isotropic BRDF given
the natural illumination. Meanwhile, Xia et al. (2016) employ
a spatially varying reflectance model to recovery a real-world
shape without the knowing the natural illumination. How-
ever, the method needs a video sequence of object motion as
input, which can be considered as a method that uses a large
number of viewpoints.

1.1.3 3-D Reconstruction with a Light Field Camera

Using a light field camera is considered a compromising
solution of the single and multiple viewpoints. One advan-
tage of a light field camera is that we do not spend much
effort on taking images while still having rich information
about the scene. Most methods for light field cameras under
natural illumination assume the Lambertian reflectance of
the scene so that they can optimize the consistency between
viewpoints (Tao et al. 2013; Jeon et al. 2015; Wanner
and Goldluecke 2012). To enhance the depth estimation, a
multi-view approach with a light field camera is combined
with single-view approach, such as the depth-from-defocus
or shape-from-shading method (Tao and Srinivasan 2015).
Realizing that the Lambertian reflectance is not always true,
Tao et al. (2014) presented a solution for both Lambertian and
glossy materials in the scene. Although the method works for
natural illumination, the material reflectance remains lim-
ited to Lambertian and pure specular reflectances. Another
method uses a light field camera that can work with general
reflectance, such as the spatially varying BRDF (Wang et al.
2016); however, the method only works for a laboratory envi-
ronment with point light sources. In this paper, our research
solves the remaining problem for a more general reflectance
under natural illumination.

1.2 Assumptions
The following assumptions are made in this research.

(1) Illumination of the natural scene is known at the same
time and place of the captured light field.
(i) The material of the object is homogeneous and its
reflectance is isotropic.
(iii) The surface of the object is smooth.
(iv) The light field camera is calibrated.

The proposed method can be employed to quickly cap-
ture the shape and material reflectance of the target object
for daily-life applications under natural illumination. How-
ever, natural illumination continously changes, and has to
be captured simultaneously with the object light field to ful-
fill the first assumption. Many commericial devices can be
used, such as omnidirectional camera that combines mirrors,
lenses, and cameras. In our experiments, we used a 360°
handy camera because it allows the fastest capture of illumi-
nation that we know. With the second and third assumptions,
we can handle a wide range of smooth objects made of nat-
ural and artificial materials (Matusik et al. 2003), such as
metal, fabric, paint, and plastic. Finally, the last assumption
can be fulfilled because the handy light field camera can be
easily calibrated and made ready in advance.

@ Springer
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2 Generative Model of the Light Field Image

This section first describes the geometry of the camera and
the scene in the world coordinate system and then describes
the generative model of the light field image.

Our system includes a light field camera that captures
the light field image of an object and a 360-degree cam-
era that captures the environmental illumination. The light
field and 360-degree cameras are calibrated and registered
so that their geometrical relationship is known in advance.
The world coordinate system coincides with the coordinate
system of the light field camera, where Oz is the optical
axis. We use the plane and tangent direction presenta-
tion (Zhou and Nayar 2011) for the light field image, where
a scene ray is described by a four-dimensional function,
I(x,y,s,t).(x,y) denotes the parameters of a sub-aperture
that a scene ray passes through, while (x, y, 0) gives the 3-
D location of the sub-aperture on the Oxy plane, and (s, )
represents the tangent direction of the scene ray. The cen-
ter sub-aperture location coincides with the origin O. The
environmental illumination L is captured by the 360-degree
camera and is represented by a panoramic image. Each pixel
is assumed as a directional light source from infinite dis-
tance and the light source intensity is properly weighted by
its solid angle. In the world coordinate system, L is param-
eterized by the incoming light direction ®;, L(w;), where
®; = (sinf cos ¢, sin B sin ¢, cos #), and O and ¢ are respec-
tively the zenith and azimuth angles of the light direction.

The surface geometry of target object is represented by a
function F(P) = 0, where P is a surface point. The homo-
geneous and isotropic reflectance of the object surface is
represented by a single model with parameters R. In our
algorithm, we only consider a set of object points visible in
the center sub-aperture image, 2 = { P}. The object shape is
represented by a depthmap Z = {Zp|P € £} and a normal
map N = {Np|P € 2}.

The surface normal Np of an object point P can be derived
from the first partial derivative:

— (Fu(P), Fy(P), F.(P))"

Np = ,
JE(P) 4 Fy(P)? + F(PY?

ey

where Fy, Fy, and F; are partial derivatives along x, y,
and z, respectively. This object point can be observed on
the different sub-aperture images (x, y) and directions (s, )
depending on its depth such that:

(s.0. N7 = (P = .y, 07) /2p. @

where f is the focal length of the camera. We see that s, ¢
depends on the sub-aperture location (x, y, 0)7; hence, s =
s(x,y)and t = t(x, y). From (2), we obtain a relationship
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s(0,0)

f , P(O) )

Fig.1 Two-dimensional illustration of the world coordinate system and
light field representation. (x, y, 0)7 is the location of a sub-aperture,
while (s(x, y), t(x, y)) is the tangent direction of the scene ray from an
object point P = (Xp, Yp, Zp) through the sub-aperture. The ray is
described by an observing direction @ p (x, y). The surface point P has
a surface normal Np. A sample of the scene illumination L that comes
to P from a direction w; is described by L (w;)

between image points on the center sub-aperture and on a
surrounding sub-aperture image (Fig. 1):

s(x,y) =5(0,0) —x/Zp, t(x,y)=1(0,0)—y/Zp.

3

We define an observing direction wp(x,y) for P from
the sub-aperture (x, y); hence, @p(x, y) and (s, t, f)T are
collinear:

wp(x.y) = —(s@. ). 1(x,y), f)'/

JsGe 9?2 + 16, 7 + £2. 4

Because the direction (s(0, 0), #(0, 0)) of the point P is con-
stant from the center sub-aperture, the observing direction
from a surrounding sub-aperture depends only on its loca-
tion (x, y, 0) and the point depth Zp.

Given the geometry and reflectance function o, the actual
reflectance I (x, y, s, t) on each sub-aperture image captured
by the camera can be modeled mathematically by integration:

E(x,y,s,1)
:/Q(f(wi,wP(x,y),NP);R)L(wi)max(O, Np.w;)dw;,
(5
where t is a function that transforms w; and wp in relation

with the surface normal Np into halfway parameterization
parameters 6 and 6, (Rusinkiewicz 1998).
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3 Probabilistic Estimation Framework

Similar to the work of Oxholm and Nishino (2016), we
use a probabilistic framework to formulate our estimation
problem. The geometry and reflectance estimation can be

formulated as a maximum a posteriori for the whole light
field:

PN, Z,RID o« pIIN, 2, R)pN, 2)p(R), (6)

where p(I|N, Z, R) is a likelihood that quantifies how the
geometry and reflectance match the light field; it can also
be referred to as a measure of photo-consistency among all
sub-aperture images. p(N, Z) is a geometrical constraint
on the shape (normal and depth), and p(R) is a practical
reflectance prior. To cope with the high dynamic range of the
reflectance, we also process reflectance in the log-intensity
domain (Oxholm and Nishino 2016; Lombardi and Nishino
2016). We assume the captured and modeled image inten-
sities differ by a scale v and a random noise n for all color
channels:

log(I(x,y,s,t)) =log(WE(x,y,s,t)+n). @)

Using a Taylor expansion for small n, we can approximate
n

log(I()) = log(E()) + log(n)1 + .

@
The random variable #() consists of image noise and mod-
eling error. In our method, we assume that this random
variable comes from a zero-mean Gaussian noise model with
the same variance o2 for all color channels. Meanwhile, v is
a constant and log(v)1 + #() can then be assumed another
Gaussian noise:

log(I(.)) = log(E(.)) + N (log(»)1, 02), ©
=1log(E(.)) + N(ul, o), (10)

where ;v = log(v) is the mean of this Gaussian noise. In our
iterative optimization framework, (1, o) is updated for each
iteration.

3.1 Image Likelihood

We first describe the first term of (6), the image likelihood for
the light field of the object. It is a joint likelihood of individual
likelihoods for light rays (x, y, s, t) from an object point P.
The individual likelihood is evaluated by a dissimilarity d(.)
between the captured and modeled intensities for the light
ray:

pIp(x,y,s,t)INp, Zp,R)
= N(d(ogIp(x,y,s,1),log E(x,y,s,1); jt,0); 0,07%).

The joint likelihood for the whole object is then computed
for all the object points using all the sub-aperture images:

pUW, 2, R) =[] [] pUp(x,y,5.00INp, Zp, R).
Pef (x,y)

(11)

Although the baselines between camera sub-apertures are
narrow, there are still mismatches between the sub-aperture
images even when the depth map is perfect. We therefore
employ arobust score function for d(.) to compute the match-
ing score between images. The Welsh function is a robust
function that is suited to our situation:

d(I(x,y,s,t), E(x,y,s,1); L, 0)

= \/02[1 — exp ( _ IHog I() —;nOAgaff(-) - ulllz)]’

12)

where n; is the number of color channels, which is three for
R, G, B in our experiment.

3.2 Geometrical Constraints

We use the alternating optimization scheme to estimate all
unknowns. The geometrical constraint is formulated depend-
ing on whether the normal or depth is updated:

pPNIZ)p(2)
P(ZIN)pN)

W. 2) { when updating depth,
p )

when updating normal.
(13)

The detailed constraints are described below, and include (a)
the depth-normal consistency constraint, (b) the smoothness
constraint on the surface normal py, (c) the surface gradient
constraint pg, (d) the occluding boundary constraint pj, and
(e) the reprojection constraint on the depth p,. The prior on
the surface normal is then p(N) = p; Dg Db, While the prior
on depth is p(Z) = p,.

3.2.1 Depth-normal Consistency Constraint

This constraint results from the object surface being smooth
and the surface normal being perpendicular to the surface
gradients. The constraint that quantifies how much the normal
matches the depth is

pEN) o [T T e (—BulWe-P-0)°). 14

Pef2 Qene(P)
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where S, controls the constraint strength and ne(P) is a set
of neighboring points of P in §2. Similarly, the constraint
that quantifies how much the depth matches the normal is

pN1Z) o [T T exp(=u(Ve- P = @)). (15)

Pef Qene(P)

where B,,; controls the constraint strength. Although the main
purpose of this constraint is to keep the surface normals and
surface gradients consistent, it is also to keep the surface
point, such as P, closer to its neighbor surface points (i.e.,
Q) in depth update. As a result, this constraint keeps the
surface smooth and tight even without an explicit smoothness
constraint on the depth.

3.2.2 Normal Smoothness Constraint

(Oxholm and Nishino 2016)

psN) 1_[ l_[ exp {—ﬂs arccos>(Np - NQ)} ,
P Qcecne(P)
(16)

where S, controls the strength of the constraint.
3.2.3 Surface Gradient Constraint

This constraint ensures the resulting gradient is the same as
in the observed image, and it is built on the all sub-aperture
images:

peN) o« [TTT T1

x.y P Qene(P)

_ _ 2
exp (—ﬁg Illog Eg () — log Ep (.)U2 log I9(.) +log Ip()]| ) ’

a7

where 8, controls the strength of this constraint. Here, o is
used to normalize the image gradient noise.

3.2.4 Occluding Boundary Constraint

(Oxholm and Nishino 2016) At the occluding boundary, the
surface normal should be oriented orthogonally to the observ-
ing direction:

PN l_[ exp (—ﬂb arccos” (Np - wp (0, 0))), (18)

PeB

where B is the set of occluding boundary points associated
with the boundary pixels in the center sub-aperture image,
and B controls the strength of this constraint.

@ Springer

3.2.5 Reprojection Constraint

In Oxholm’s work (Oxholm and Nishino 2016), a convex
hull is used to initialize the shape. We also use the convex
hull to constrain the 3-D object so that the reprojections of its
3-D points are located within the object areas on all the sub-
aperture images. However, we employ this constraint only
with the occluding boundary points and hence it can be con-
sidered as an occluding boundary constraint on the object
depth.

P2 o< [T [Texp (= Bph(P.x. ). (19)

PeB x,y

Here h (P, x, y) is zero if P is reprojected into the object area
in the sub-aperture image (x, y), otherwise it quantifies how
far the reprojected point is from the object area. B, controls
the strength of this constraint.

3.3 Reflectance Constraints

We use the DSBRDF (Lombardi and Nishino 2016) to model
anisotropic reflectance of the target material in our algorithm.
This reflectance is modeled as a sum of lobes for each color
channel A:

0184, On; 1, v, €)
= Z Croa (exp [Kr (Od)cos’/"(gd)é’h] — 1) , (20)

r

where «, y respectively control the overall brightness and
specularity of the lobes and chromaticity ¢, = {c, } modu-
lates the color channel A with a constraint that >, ¢, = 1.
There are three lobes and three channels in our case. We thus
need two chromaticity parameters per lobe per channel, and
six parameters for x or y per lobe. Totally, the DSBRDF
is represented by 42 parameters including 6 chromaticity
parameters. In practice, Lombardi and Nishino represented a
DSBRDF with fewer parameters employing functional prin-
cipal component analysis for k¥ and y (Lombardi and Nishino
2016). k and y of each DSBRF can be represented by a point
in a high-dimension subspace ¥ = {y;}|i € {l,...,36}.
The subspace is constructed with a large number of mea-
sured reflectance materials (e.g., using the MERL BRDF
database Matusik et al. 2003). The earlier parameter v; with
smaller i statistically has more power to represent a prac-
tical BRDF. Accuracy and compactness can be traded off
using a subset of the first ny parameters. In experiments
representing the MERL BRDF database with this DSBRDF
model, they showed that with just ng=13 parameters, the
MERL BRDF database could be fitted well (Lombardi and
Nishino 2016). In our experiments, we use ny=14. In this
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Fig.2 Anillustration of the three stage results with an input light field.
In stage 1, we estimate only depth Z. In stage 2, we estimate the normal
N and depth Z. In stage 3, we estimate the normal A/, depth Z, and

compact representation, each reflectance is represented by
R={c.¥}lc={a}, ¥ ={yilli € {l,....nu}.

Further, we use two constraints on the DSBRDF
reflectance, one for the chromaticities and one for the coef-
ficients so that the relectance prior is computed:

P(R) = p(W)™ p(e)P, 21)

where By and B. control the priors’ strength. The coeffi-
cient prior p(¥) = N (W, X) is the same as in Oxholm and
Nishino (2016), where the covariance matrix X is learned
from the MERL database, while the chromaticity prior p(c)
is the same as in Lombardi and Nishino (2016).

The representation of DSBRDF in a subspace prompts
us to employ a coarse-to-fine framework to robustly handle
DSBRDF reflectance. At a coarser level, when the geometry
is less accurate, we use less but most powerful parameters.
After several iterations, when the geometry becomes more
accurate, we add more parameters to more accurately handle
the reflectance. This strategy constrains the search space for
a BRDF and hence improves the robustness and efficiency
at a coarser level and prepares a good start for the next finer
level.

4 Multi-stage Algorithm

There are many unknowns for the depth Z, normal N, and
reflectance R to be estimated simultaneously. It is usually
difficult for the estimation to converge stably. To efficiently
manage the stability and reduce the computational cost, we
make the estimation in stages. The idea for this algorithm
originates from the generative model of the light field image
in (5) with different simplification levels.

In stage 1, the object reflectance is simplified assuming
Lambertian reflectance, and we estimate only the depth Z
by simple stereo matching between sub-aperture images to
find the object with similar pixel intensities. The depth esti-
mated from this stage is used to initialize the surface normal
in stage 2. In stage 2, we still use Lambertian simplification
but we estimate the surface normal N and depth Z using

reflectance R. Rendered images E from (5) using the recovered shape
and reflectance for stages 2 and 3 are also presented

our probabilistic framework. In stage 3, Lambertian simpli-
fication is removed and we estimate all target unknowns (the
normal A, depth Z, and reflectance R). The three stages
are illustrated in Fig. 2 and the details are described in the
following sections.

4.1 Stage 1: Depth Estimation from Plane Sweeping

In the first stage, we simplify the object reflectance by assum-
ing it to be Lambertian and employ plane sweeping to find the
object depth. With the Lambertian simplification, the object
point is constrained to have similar intensities crossing the
sub-aperture images: I (x, y, s, t) =~ 1(0, 0, s(0, 0), (0, 0)).
This constraint allows us to use plane sweeping to find an
optimal depth by matching the intensity between the center
and all other sub-aperture images without considering the
scene illumination.

A graph cut (Kolmogorov et al. 2014) is employed to
obtain a smoother depth map. The energy function for the
problem can formulated as

e(Z2)=)_D(P)+ Y  V(P,Q).I(Zp# Zg).
P Qene(P)
(22)

Here the data and smoothness terms are respectively defined
as

D(P) = Z

(x,y)
d*(logIp (0,0, 5(0,0),1(0,0)), log Ip(x, y, s(x, y), t(x, ¥)): 0,0)

o2

(23)

VP, Q) = 3¢t if |D(I.’) —D(Q)| <t 24)
T otherwise

where d(.) is the distance measure described in (12), T is a
penalty for the difference depth assignment and ¢ is a thresh-
old used to judge the treatment of the penalty. We solve the
optimization by using the alpha expansion algorithm.
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4.2 Stage 2: Depth and Normal Estimation with
Lambertian

We still use the Lambertian reflectance simplification. With
Lambertian reflectance we can significantly relax the com-
putational cost because the reflectance function is constant
for all observing directions. We then alternatively update the
surface normal A/ and depth Z. The probabilistic framework
in (6) is simplified by relaxing the reflectance:

PN, ZID) o pI\N, 2)pN, 2). (25)

This can be done by setting a special case of DSBRDF
reflectance in (20) that there is one lobe is 1 and y and «
are set to 0 and 1, respectively. The estimation method is
similar to that presented in the next subsection with Lamber-
tian reflectance.

4.3 Stage 3: Depth, Normal, and Reflectance
Estimation

In this final stage, we use the DSBRDF to constrain the real-
world isotropic material reflectance. All unknowns (depth,
normal, and reflectance parameters) are updated without
the Lambertian simplification. This is costly to handle, but
the computational cost is reduced appreciably by the first
two stages. An iterative optimization scheme that uses a
probabilistic framework alternates between (a) updating the
Gaussian noise, (b) updating the reflectance, (c) updating the
surface normal, and (d) updating the depth is employed.

(a) Update Gaussian noise To update the Gaussian noise
defined in (9) for current reflectance and shape, we sim-
ply compute the standard deviation o and mean p of all
the errors for object points in the light field.

(b) Update reflectance To update the reflectance R assum-
ing that the geometry is constant, the maximum a
posteriori estimate in (6) becomes

PRI o p(IIN, Z,R) p(¥)P p(c)Fe. (26)

However, we do not use all surface points to update
reflectance. We randomly choose a subset of surface
points and their reflectance samples on all sub-aperture
images in order to reduce the computational cost.

(c) Update surface normal In this step, the surface normals
are updated relying on the photo-consistency among
sub-aperture images, normal-depth consistency, and sur-
face normal prior assuming that the reflectance and
surface depth are known. The objective function in (6)
is formulated as

@ Springer

pWNID) o< p(IIN, Z,R)p(Z|N)
PsN)pgN) ppN). 27)

(d) Update depth
We continue to update the surface depth relying on
the photo-consistency between sub-aperture images and
normal-depth consistency, assuming that the reflectance
and surface normal are known. The objective function
in (6) is formulated as

pP(ZID) < pU|IN, 2, R) pN|Z) p:(2). (28)

Algorithm 1 Multi-stages in the Coarse-to-fine Framework
Require: Light field images I = {I;}, illumination L

Ensure: Optimal N*, Z*, R*

1: Z(') is initialized by plane sweeping {Stage 1}.

2: ’R(l) = {1, 1, 1}{Start stage 2 with Lambertian reflectance }

3: [ := 1 {Coarsest level }

4: repeat

5:  k:=1 {First iteration of the level}

6:  repeat

7: N e Zf!

8: Update w and o given R} ', NF !
9: Update Rf given N

10: Update normal: N;‘ = .N'f*' , Z;‘fl
11: Update depth: Zf‘ = N¥, Zf‘_l

12: k := k + 1 {Next iteration}

13:  until converged.
14: [ :=1+ 1 {Nextlevel}
15:  if 1=2 then

16: {Start stage 3 with DSBRDF reflectance }
7 W= 0,000 =1L L
18:  else

19: v = + {0}

20:  endif

21 Z) < 25,
22: until / reaches the finest level.

In our implementation, we also solve the optimization
with the log-likelihood (Oxholm and Nishino 2016). In all
updates, we use the gradient descent. We employ several
techniques to speed up the iterative optimization. First, a
look-up-table is built after each reflectance update. However,
unlike a 2-D look-up table in Oxholm and Nishino (2016),
we have to built a 4-D look-up-table since we deal with a
perspective camera. Second, we employ a multi-resolution
framework. At a coarser level, lower resolution of light
field image is used along with fewer number of reflectance
parameter ny, as mentioned earlier in Sect. 3.3. The lowest
resolution (e.g., one-third of the original size) comes with
Lambertian reflectance. The second lowest resolution starts
with ny = 4. The multi-stages in coarse-to-fine framework
are summarized in Algorithm 1.
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Fig.3 Natural illuminations in
simulation experiments

(a) Grace Cathedral

5 Experiments

We evaluated the proposed method by conducting several
synthesized and real-world experiments. Because there is no
related work for the light field camera, we did not include
a comparison in our experiment. The synthesis experiments
were quantified by the surface normal error and the depth
error relative to the ground-truths. Meanwhile, the real exper-
iments were evaluated qualitatively.

Parameters in our experiments were set to B = 10, By =
0.05, Bn = 0.1, By, =10, Bp = Bp = 1, and By = B, =
0.001. The resolution of natural illumination was 256 x 128.

5.1 Simulation Experiments

Because the diffusion level of a material and distance from
an object to the camera might affect reconstruction perfor-
mance, we evaluated the proposed method with synthetic
light field images against variations of (1) the diffusion level
of material and (2) the depth from the object to the camera.
The object geometries, reflectance, and natural illumination
were taken from Johnson and Adelson (2011), the MERL
BRDF database (Matusik et al. 2003), and the light probe
gallery created by the Institute for Creative Technologies of
the University of Southern California (USC Institute for Cre-
ative Technologies 2008), respectively. The camera model
and geometry were generated by Pharr and Humphreys
(2010). 5 x 5 sub-aperture images were generated with the
synthesized light field camera, with the minimum baseline
between two viewpoints being 10 mm. The field of view was
30¢ and the sub-aperture image resolution was 640 x 480.
The distance from the object to the camera ranged from 240
to 440 mm.

5.1.1 Diffusion Levels of Material

In the first simulation experiment, we synthesized different
BRDFs in terms of the diffusion level by linearly com-
bining BRDFs of steel and white fabric from the MERL
database (Matusik et al. 2003), while the distance from the
object to the camera was 400 mm. We used Grace cathedral
illumination, which is shown in Fig. 3a. The performances
of the proposed method are summarized in Fig. 4.

The results reveal that the proposed method can work
with a certain range of diffuse or specular materials. For

-

(b) Ennis (c) Pisa

an extremely diffuse material, such as fabric, the narrow
baseline between viewpoints is not wide enough to see par-
allax between sub-aperture images and the surface normal
and depth are thus not recovered so well. The performance
improves when the material is more specular. However, the
proposed method does not work well for an extremely spec-
ular material, such as steel. The problem is that we employ
a low resolution of natural illumination and a precomputed
reflectance look-up table to accelerate the computation. The
limited resolution of these cannot deal well with extremely
specular material with a sharp specular lobe.

5.1.2 Depth from the Camera

In the second simulation experiment, we carried out a
simulation experiment with different distances from the
object to the camera. The synthesized images were gener-
ated with blob7 (Johnson and Adelson 2011), gold metallic
paint (Matusik et al. 2003), and Grace cathedral illumination
which is shown in Fig. 3a. The performances of the proposed
method are shown in Fig. 5.

The results reveal that when the object is far from the cam-
era, the performance is worse, pariticularly for depth, because
the parallax is relatively small. The performance improves
when the object moves closer to the camera. However, there
is appreciable occlusion between viewpoints when the object
is too close the camera. The situation is similar to that of a
wide-baseline multi-view stereo reconstruction (Oxholm and
Nishino 2014). Fortunately, the problem is not practical for
a light field camera and we do not focus on solving it.

5.1.3 Detail Levels of lllumination

In the third simulation experiments, we evaluated the impact
on the detail levels of natural illumination. The synthesized
images were generated with blob6 (Johnson and Adelson
2011), yellow matte plastic (Matusik et al. 2003), and Ennis
illumination (USC Institute for Creative Technologies 2008)
(Fig. 3b). The distance from the object to the camera was the
same as in Sect. 5.1.1. The detail levels were synthesized by
employing different Gaussian kernels on the original illumi-
nation before being down-sampled to 256 x 128. The results
of the experiment are shown in Fig. 6.

The results reveal that accuracy for smoother illumina-
tion with lower information details is better. The results are
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Fig.4 Simulation experiment
with different synthesized 0.25
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reasonable as the fact was already discussed in a signal pro-
cessing framework for inverse rendering (Ramamoorthi and
Hanrahan 2001). In this framework, illumination is consid-
ered in a frequency domain and the representation of a high
frequency illumination requires a large number of spheri-
cal harmonic basic functions. In this case, to improve the
estimation accuracy, we need a higher resolution of the natu-
ral illumination and precomputed reflectance look-up table;
however this leads to a much higher computation cost.

5.1.4 Ablation of Geometrical Constraints

In this simulation experiment, we evaluated the effects on
geometrical constraints by switching the constraints off one
by one while maintaining all other constraints to see the
effect. There is an exception for normal-depth consistency
that we could only switch this constraint off while updating
the surface normal by setting 8,, = 0. Because this is the
main constraint when updating the surface depth, switching
the constraint off would disable the proposed method. These
results are compared with that of the proposed method when

@ Springer

keeping all constraint weight settings as mentioned earlier
at the beginning of the experiment section. The synthesized
images were generated with blob3 (Johnson and Adelson
2011), pearl paint (Matusik et al. 2003), and an outdoor
illumination named Pisa (USC Institute for Creative Tech-
nologies 2008) (Fig. 3c). The distance from the object to the
camera was the same as in Sect. 5.1.1, which was 400 mm.
The results of the experiment are shown in Fig. 7.

The experimental results reveal that when switching off
the reprojection constraint, the depth update was inaccurate
and hence so were the surface normal and reflectance. Mean-
while, switching off the occluding boundary constraint for
the surface normal resulted in an inaccurate surface normal
at the boundary. The surface gradient constraint is originally
proposed for single-view surface normal estimation (Oxholm
and Nishino 2016), but it is still effective for the light field
based surface normal estimation as switching it off would
resultin lower accuracy. Itis also seen that when switching off
the normal smoothness constraint, the estimated surface nor-
mal became rough and the surface normal became inaccurate
and thus so did the depth. When switching the normal-depth
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Fig.5 Simulation experiment
with different distances of the 0.20
object to the camera ’
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consistency constraint off in the normal update, the estimated
normal and depth became less consistent resulting in the
lower accuracies of both the surface normal and depth. The
experimental results show the important effects of these con-
straints. However, it is not fair to compare the effects of the
constraints on the basis of this specific experiment because
the constraints are designed for different situations and their
control parameters are different. For the current parameter
settings, the constraints were tuned so that they could coop-
erate properly.

The proposed method did not achieve proper convergence
when the reflectance constraints were switched off and the
associated experiment is therefore not included.

5.2 Real-World Experiments

We evaluated the proposed method in real-world experiments
with different objects. We employed a Lytro ILLUM cam-

Normal error [Rad]

320 360 400 440
Distance to object[ mm]

Depth error [ mm ]

320 360

Distance to object[ mm]

era and a Theta S camera (Ricoh Company 2016) to capture
and make high-dynamic-range images of objects, and natu-
ral illuminations. The environments of our experiments are
shown in Fig. 9. The light field camera focal length was set at
50 mm. The two cameras were geometrically and photomet-
rically calibrated using a chessboard and a whiteboard. The
sub-aperture image size was 625 x 434. After calibration of
the Lytro camera, the baseline from a viewpoint to its nearest
neighbor was about 0.5 mm. Similar to the simulation exper-
iments, we used 5 x 5 sub-aperture images. An example of
3 x 3 sub-aperture images is shown at the left of Fig. 2.

We performed the real-world experiments with three
objects, a highly specular green plastic bottle, a white ceramic
cup, and a red pottery cup shown in Fig. 8, under three dif-
ferent natural illuminations shown in Fig. 9. The captured
images of the objects look different as shown in Figs. 10,
11, and 12. For the indoor scene, the light came to the object
from behind the camera to the front side of the objects. For
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Fig.6 Simulation experiment
with different detail levels of
illumination. Cropped images of
the window in Ennis
illumination are used to
demonstrate the how much
detail is lost by the associated
blur kernel
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the window scene, the sunlight came from the left and right
sides of the objects. Meanwhile, for the outdoor scene on a
heavily cloudy day, the strong sunlight came from the top
of the objects. The quantitative experimental results were
shown in Figs. 10, 11, and 12.

Asregard to the illumination, we can see that under indoor
scene, the surface normals and reflectance functions of three
objects were recovered well and rendered objects nicely
match the captured images. For the windows and outdoor
scenes, the illuminations were very harsh that resulted in
worse results than that of the indoor scene. Particularly, for
the white ceramic cup, the estimated reflectance is highly
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specular as we can see in the results for the window and
indoor illuminations. However, its reflectance was confused
as diffuse under the outdoor scene. This is reasonable result
because we cannot clearly see specular highlights on the cap-
tured image of the white cup, hence only diffuse lope of the
reflectance was able to be recovered.

As regard to the material of the objects, for more diffuse
material (i.e, that of the red cup), the reflectance and shape
were recovered better. The the strong specular material of
the green bottle was handled not as well as those of the red
and white cups, particularly with harsh illuminations. The
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Fig.8 Three different objects in
the real-world experiments: a
highly specular green plastic
bottle, a white ceramic cup, and
a red pottery cup (Color figure
online)

g 1]

(a) Indoor (b) Windows () Outdoor

Fig.9 Three different illuminations in real-world experiment: a indoor halogen light, b sunlight nearby large windows, and ¢ outdoor. The green
rectangles indicate the whiteboard for photometric calibration of the two cameras (Color figure online)
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Fig. 10 Experimental results for
the green bottle. Top, middle,
and bottom rows show the
results for indoor, windows, and
outdoor illuminations,
respectively. From left to right
are captured image, rendered
image from recovered surface
normal and reflectance function,
recovered surface normal,
recovered depth to the camera,
and recovered reflectance
function, respectively. The
BRDF is visualized using a
sphere made of the recovered
material and a white directional
point light source from different
directions (Color figure online)

Capt. image Ren. image

Juesw:
' 1 | ‘ H?:nz:A
111
=
1A R)

Depth

Capt. image Ren. image Normal
Fig.11 Experimental results for the white cup. Top, middle, and bottom
rows show the results for indoor, windows, and outdoor illuminations,
respectively. From left to right are captured image, rendered image
from recovered surface normal and reflectance function, recovered sur-

WUU"

Capt. image Ren.image Normal

Fig. 12 Experimental results for the red cup. Top, middle, and bottom
rows show the results for indoor, windows, and outdoor illuminations,
respectively. From left to right are captured image, rendered image
from recovered surface normal and reflectance function, recovered sur-
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results are consistent with those in simulation experiments
in Sect. 5.1.1.

6 Conclusion and Future Works

We presented the recovery of the shape and reflectance of an
object with a light field camera under natural illumination.
The advantages of the proposed method are that the method
is practical to deploy with minimal effort to acquire input
images and more information on the object is recovered. We
employ a multi-stage algorithm to handle the high complex-
ity. In experiments, we currently get good results with several
real-world materials.

In future work, we plan to improve the quality of recon-
struction for more extreme specular materials, such as a
mirror and metal to demonstrate that the proposed method
works well with various types of material. We assume a
known natural illumination in the current setting and we will
employ an additional cue such as polarization (Smith et al.
2016) to avoid this assumption and estimate the illumination.
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