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We prove effective density of random walks on homogeneous spaces, assuming that the underlying
measure is supported on matrices generating a dense subgroup and having algebraic entries. The
main novelty is an argument passing from high dimension to effective equidistribution in the setting
of random walks on homogeneous spaces, exploiting the spectral gap of the associated convolution
operator.

1 Introduction

The goal of this paper is to establish effective density of certain countably supported random walks on
homogeneous spaces of general simple Lie groups.

Let G be a connected simple Lie group, A < G a lattice and X = G/A. We consider the height function
ht : X - R.; on X as defined and discussed in Section 3.1. For the purposes of the introduction, we
mention that the height of a point xy € X measures how deep xo is in any of the cusps of X. Moreover, if
X is compact, then ht = 1. For any h > 0, we denote by X(h) the set of x € X with ht(x) <h.

For a subset S ¢ G and xo € X, we define

diam, (X, S, xp) = min{¢ > 0 : S'xg is r-dense in X(r™H},

where we say that the set Sfxq is r-dense in X(r™') if for every y € X(r~?1) there is x € S‘x such that
dx(x,y) <, for dx the metric on X defined in Section 2.

Our first result is an estimate of diam, (X, S, xo) under the assumption that S C G is a symmetric
subset (i.e.,, S = S1) supported on matrices with algebraic entries and generating a dense subgroup. To
formulate our result, denote by g the Lie algebra of G and by Ad : G — GL(g) the adjoint representation.
For the asymptotic notation used, we refer to Section 2.2.

Theorem 1.1. Let G be a connected simple Lie group with finite center, A < G a lattice and X =
G/A.LetS C Gbe a symmetric set generating a dense subgroup of G. Assume further that there
is a basis of g such that Ad(S) consists of matrices with algebraic entries with respect to the
chosen basis of g. Then for xp € X and r > 0,

diam, (X, S, o) <as logr~ +loght(xo), (1.1)

where the implied constant depends on A and S.
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Concrete examples of subsets S in G satisfying the assumptions of Theorem 1.1 can be constructed
by considering an Iwasawa decomposition of G = KAN or by choosing finitely many one parameter
unipotent subgroups that generate G.

We note that Theorem 1.1 is new even in the case G = SL,(R) and is not known to the authors for
any Zariski dense countable set S. On the other hand, for X = SL3(R)/SL4(Z) and certain S generating a
solvable subgroup of SL4(R) and arising from a rational iterated function system, Theorem 1.1 follows
for xp = eI’ € X from the recent effective equidistribution result of Khalil-Luethi [18]. Moreover, if X is
compact, then Theorem 1.1 follows from the quantitative density result on G as established in section
9 of [16].

The implied constant of (1.1) is complicated to compute and depends on the spectral gap (defined in
(2.2)), Diophantine properties, and further growth parameters of the set S. Nonetheless, the asymptotic
behaviour being logarithmic in r~! is optimal.

For compact groups, Theorem 1.1 follows from the spectral gap result established by the Bourgain—
Gamburd method [10] as developed for general compact simple Lie groups by Benoist-de Saxcé [3].
With current techniques, it is necessary to assume that the entries of the matrices in S are algebraic.
Indeed, without this assumption, the corresponding result is not even known for compact groups. For
arbitrary sets S in compact groups that generate a dense subgroup, a poly-logarithmic rate for the r-
diameter of S follows from the Solovay-Kitaev algorithm. As was shown in [1] and [20], the Solovay-
Kitaev algorithm extends to non-compact perfect Lie groups groups, which leads to a poly-logarithmic
estimate of diam, (X, S, xo) for arbitrary finite subsets S C SL4(C) that generate a dense subgroup. The
exponent in the poly-logarithmic rate was improved in [7] and [21]. For all these examples, it is believed
that a logarithmic diameter bound holds.

Recall that a Zariski dense subgroup of G is either dense or discrete. In the case when I' = (S) is
discrete, further difficulties arise as the orbit of I'xo may be finite. If I' is moreover a lattice in G, the
density of the I'xg orbitin G/A can be understood by studying the A(G)(xo, eI')-orbit on the homogeneous
space G/A x G/T, where A : G — G x G is the diagonal embedding. For the latter case, if one assumes
G = SLy(R) and that A and I' are arithmetic lattices, it appears that one may apply the recent results of
Lindenstrauss-Mohammadi [23] to deduce effective density of the I'" orbit at xo.

Let u be a probability measure on G whose support is a finite symmetric subset generating a dense
subgroup. Then the recent result of Bénard [2], using the landmark measure classification theorem of
Benoist-Quint [5], implies that for all xy € X,

W 8y, —> My (1.2)

as n tends to infinity, for my the Haar probability measure on X. Under the additional assumption that
Ad(supp(n)) consists of matrices with algebraic entries with respect to a basis of g, Theorem 1.1 gives
an effective estimate of how dense the support of u*" * 8y, is in X.

Let Z1,Zy, ... be independent u-distributed random variables on G. For xo € X denote by

YH_XO = Zn s Z1X0.
The sequence (Z1,Zy, .. .) is distributed according to the probability measure u®Y, yielding a probability

distribution of the random sequence (Yyx,)n>1. A further result by [5] states that u®V-almost surely the
orbit (Ynx,)n=1 €quidistributes, that is, for all f € C.(X),

) 1 N-1
lim Z{; F(Vn) = / Fdmy. (1.3)

Our second result is an effective density theorem for the orbit (Ynx,)nz1.

Theorem 1.2. Let G, A, X, and S be as in Theorem 1.1 and let u be a probability measure on G
with support S. Then for A > 0 large enough depending on A and u the following holds: for any
Xp € X,

P[(Yixo, ---» Yir41x,) 18 DOt r-dense in X(r~ )] < ht(xo) - "4, (1.4)
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for r small enough in terms of A, and A and for @ = a(A, ) > 0 a constant depending on
A and p. Moreover, u®N-almost surely, the collection of points (Y1, - - - . Yir-a1x,) 18 T-dense in
X(r~1) for r > 0 small enough depending on the sequence.

An r-dense subset of X(r 1) needs to contain at least O(r~4™%) many elements. Therefore by the
pigeonhole principle the constant A > 0 from (1.4) must satisfy A > dim G. We furthermore point out
that Theorem 1.2 is a consequence of Theorem 1.1.

It is a well-known open problem to prove error rates for (1.2) and (1.3). While our methods only
suffice to establish the above discussed effective density theorems, we show, as stated in Theorem 1.5,
effective equidistribution on X with exponential error terms for sequences of measures of the form
uH ugﬁ'” * 8x,, Wwhere up is a measure that satisfies sufficiently strong Diophantine properties and is
supported close enough to the identity in terms of . This is achieved by using the L?-flattening results
of [13] together with a novel argument passing from high dimension to effective equidistribution in the
setting of random walks on homogeneous spaces.

The difficulty in the latter argument is that a Fourier inversion formula on X is either not available
or involves complicated terms and, in contrast to compact groups, the spectral gap of n appears not to
be useful in controlling the arising error terms. On the other hand, our method is related to the ideas by
Venkatesh [27, Section 3.1], which were recently used by Mohammadi-Lindenstrauss [23] to pass from
high dimension to effective equidistribution for unipotent actions. In our setting, for a given measure
uon G and a sequence of measures v, on X, we show (Corollary 3.1), using the spectral gap of u, that
the sequence pu*" * v, equidistributes effectively under the assumption that v, has dimension (see (2.1))
atleastdim G —y for y = y(u) > 0 a constant depending on u. This method is the main contribution of
this paper and allows us to deduce Theorem 1.5, upon which Theorem 1.1 relies.

The current techniques prevent us from proving effective equidistribution of u' x 5, for a measure
up satisfying sufficiently strong Diophantine properties, as we are presently not able to control y (up).

In [19], the second author introduced the notion of a (c1,cz,¢)-Diophantine measure in order to
conveniently capture the flattening results of [13]. We utilize the same definition in this paper and
refer to [19] for a discussion.

Definition 1.3. Let G be a connected Lie group, up a probability measure on G, and let ¢y, ¢y, & > 0.
A measure up is called (c1, ¢z, ¢)-Diophantine if

(1) up is (c1 log %,CQ log %)»Diophantine, that is, for n large enough,

sup up' (B (H)) < £,
H<G

where the supremum is taken over all connected closed subgroups.
(2) supp(up) C Be(e).

The employed flattening results for (cq, ¢z, £)-Diophantine measures (Corollary 4.2 of [13] and stated
in Proposition 3.4 of Section 3) were initiated by Bourgain in his construction of a monotone expander
[8] (see also [12]) and of a finitely supported measure on SL,(R) with absolutely continuous Furstenberg
measure [9]. In [13], the flattening results are used to establish a local spectral gap and, among other
applications, to generalize Bourgain’s examples of monotone expanders. The second author [19] used
these results to prove a local limit theorem for G acting on its associated symmetric space for (c1, ¢z, €)-
Diophantine measures, where ¢ is sufficiently small in terms of ¢; and ¢,. We further mention thatby [22]
and independently [19], these measures have absolutely continuous Furstenberg measure, generalizing
Bourgain’s example [9] to simple Lie groups.

We state a result from [13] showing that there is an abundant collection of examples of finitely
supported (c1, ¢2, ¢)-Diophantine measures for arbitrarily small .

Theorem 1.4. (Theorem 3.1 of [13]) Let G be a connected simple Lie group with finite center. Let
I' < G be a countable dense subgroup and assume Ad(I') consists of matrices with algebraic
entries with respect to a basis of g.

Then there exist ¢1,¢; > 0 such that for every ¢o > 0 thereis 0 < ¢ < g and a finitely supported
symmetric (c1, ¢z, €)-Diophantine probability measure up satisfying supp(up) C T' N B, (e).
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To state our effective equidistribution result, denote for a continuous function f on X by Lip(f) the
Lipschitz constant of f defined in (2.6) and by Lip(X) the space of Lipschitz functions on X. The L*-norm
on X is written as || - [|eo-

For a bounded operator T, the quantity p(T) is the spectral radius of T. Let nx be the Koopman
representation of X. We say that a probability measure . on G has a spectral gap on X if

PErclizo) = Hm il |1 < 1,

thatis, where ||-|| is the operator norm. It follows from Theorem C of [26] that if G is non-compact, then
a measure u on G that is not supported on a closed amenable subgroup has a spectral gap on X (see
Lemma 3.8).

Theorem 1.5. Let G, A and X be as in Theorem 1.1. Let u be a compactly supported probability
measure on G with a spectral gap on X and let ¢;,¢; > 0.

Then there are ¢9 = &o(u,¢1,c2) > 0 and 0 = 6(n) such that for every (ci,c, ¢)-Diophantine
probability measure up with 0 < ¢ < g the following holds: there exists g = B(u,¢) such
that for every bounded Lipschitz function f € Lip(X), Xo € X and n > 1,

/ f(gxo) A M (g) = / fdmy + O s (LIP() + o) |flloc)e™™).

We emphasize that in the statement of Theorem 1.5 p is an arbitrary measure with a spectral
gap on X and that g depends on . In the outline of proofs in Section 2, it is exposed why this is
necessary. Moreover, for convenience, we use the convention to make no notational distinction between
the possibly non-integer number g - n and the closest integer to it. In addition, we mention that we can
give an explicit lower bound (see Theorem 3.9) for the decay rate 6 = 6(n), depending on the spectral
gap of n and on the size of supp(uw).

All the previous results build on Theorem 1.5 as Theorem 1.1 follows from Theorem 1.4 and
Theorem 1.5 if G is non-compact.

Structure of paper

We give an outline of proofs and summarize the notation and constants used in Section 2. In Section 3.1,
we discuss the height function and quantitative non-divergence. Section 3 is devoted to Theorem 1.5
and in Section 4 we prove Theorem 1.1 and Theorem 1.2.

2 Outline and Notation
2.1 Outline of proofs

As Theorem 1.1 relies on Theorem 1.5, we describe the proof of Theorem 1.5 first. It comprises two steps
and for simplicity of this outline we assume that X is compact. First, we use the L?-flattening results by
[13] to show that after a small number of steps, the measure v, = ujj' * 8y, has high dimension. Indeed,
we will show in Proposition 3.3 that for any ci1,¢,,y > 0, and every (c1, ¢z, £)-Diophantine probability
measure up for e sufficiently small in terms of ¢4, ¢2, and y it holds,

vn(BX(x)) < §4imG-r 2.1)

, log §
Olog 1’
high dimension since mx(Bs(x)) =< §49™G and therefore v, behaves comparable to mx after only O(log %)
many steps. The L?-flattening results of [13] imply (2.1) on G (see (3.7)) and we are able to pass from
high dimension on G to high dimension on X using that up is supported close to the identity.

The second step is the main new contribution of this paper and amounts to deducing quantitative
equidistribution from high dimension (2.1). This step can be seen as an analogue of the Sarnak-Xue
trick [25], as used by [10], [11], [15] [3], or of the methods by Venkatesh [27, Section 3.1], as applied by
[23] and [24]. In our setting, we exploit the spectral gap of u on X. Write

for any 8§ > 0 small enough, x € X and n < C where Cj, = Cj(c1,¢2, y). We refer to (2.1) as having

gap(n) = —log p(mx (1W)l1zx)) (2.2)
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such that for f1,f, € L?(X), and any 0 < ¢ < gap(u),

[{mx ()" f1, f2) — (f1, (L, f2)1 < e “MIf1ll2llf2ll2 (2.3)

for sufficiently large n.

The proof of Theorem 1.5 proceeds by reducing to functions with [ f dmyx = 0. We use the spectral gap
of u to upgrade high dimension of v, = ™ « 8, to effective equidistribution of ™ % v,. We introduce
}gi . We then write

the additional parameter g in order to ensure that - n < Cj

/f(@xo) d(u™" ILE'B'”)(Q) = /ﬂ;y(l(u)f dvy.
In order to apply the spectral gap, one approximates the latter integral with the inner product

Bs(x
0 M) = [ o' sy for a0 = D
ma(Bs)
In Section 3.3, it is shown that this approximation is possible up to an error of size

0(8 - Lip(mx (w)"f)) = O(8 - PR . Lip(f))

for R(u) = min{R > 0 : supp(u) C Br}. We then use the spectral gap to bound |(zx (1)"f, hns)| < e~ -|(fll2-
[1hns1]> and finally high dimension (2.1) to show that [|h,s]]» < §~%. Choosing § decaying appropriately
in n, Theorem 1.5 follows. A further difficulty is to show Theorem 1.5 also for non-compact X, which we
deal with results from section 3.1.

A careful analysis of the above error terms reveals that we need to set y <, rnin(g;zi‘)‘) ;1. The latter
choice determines how small ¢ needs to be in order for (2.1) to hold. On the other hand, in [10], [11], and
[3], in order to deduce spectral gap from high dimension, it is necessary to be at dimension dimG — y
for y > 0 an absolute constant depending only on G. In our case, the measure u determines y > 0. This
difference prevents us currently from proving effective equidistribution of uj! x é,, for ¢ small enough
in ¢q, ¢, as this requires us to control the size of gap(up).

All further results in this paper rely on Theorem 1.5. Indeed, Theorem 1.1 follows from Theorem 1.4
and Theorem 1.5. To explain the idea of the proof of Theorem 1.2, we fix y € X and r > 0 and discuss
how to show that at least one of the points Yix,,..., Y41, 1s contained in B(x) with high probability.
Note that by Theorem 1.1 for any x € X and r > 0 there is g € $°48"™) such that gx € B,(y). This may be
used to show that for any x € X,

P[Ziclogr11 -+ Z1X € Br(y)] = 1 (2.4)
for constants B, C > 0. To complete the proof, we consider the sequence

Y‘l,xo, ceey Yrv*f\],xo-

We may split the rather long interval 1,..., [r™] into short intervals of length Clogr~! resulting in
C{g;ll > =24/ many such intervals for r small enough. Applying (2.4) to each of these intervals, we can

—3A/4

bound the probability that none of the points Y1, ..., Y474, are contained in B,(x) by (1 — By <
exp(—r~4/?) for r small enough and A large enough. In the compact case, this argument applies (see
Theorem 4.2). However, if X is non-compact, as we additionally are required to consider non-divergence,
we only arrive at the weaker bound (1.4).

2.2 Notation

Throughout this paper, G denotes a connected simple Lie group with finite center. We use the asymptotic
notation X « Y or X = O(Y) to denote that |X| < CY for a constant C > 0. If the constant C depends on
additional parameters we add subscripts, unless the quantity depends on the fixed group G in which
case we omit additional subscripts for convenience. Moreover, X < Y denotes X € Yand Y » X.
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Denote by d : G x G — R a right invariant metric. For R > 0 and h € G, write
Br(h) ={g € G : d(g,h) <R}.
For x = e, we abbreviate Bg = Bg(e). Moreover, for any closed subset H C G, we define
Br(H)={g € G : d(g,H) <R},

where d(g, H) = infycy d(g, h).
Let mg be a Haar measure on G. Then as Br(x) = By - x, it holds that mg(Br(x)) = mc(Bgr).
We fix a basis of g = Lie(G), inducing the associated euclidean norm || - || on g. For g € G we define

gl := max( Ad(@);, 1Ad(g™ Dy},

where Ad(g); and Ad(g~');; denote the matrix coefficients of Ad(g) and Ad(g~?) respectively with respect
to the basis we fixed. Note that

g™l =1lgll, 191921 < lIglllgall, I Ad@)llop < ligl (2.5)

for any g,91,92 € G, where || Ad(9)llop denotes the operator norm of the adjoint action of g with respect
to the chosen euclidean norm on g.

For a lattice A < G, write X = G/A with the endowed metric dx(x,y) = inf,ea d(gx2, gy) for gx, gy € G
such that x = gxA and y = gyA. For R > 0 and x € X we denote

Bﬁ(x) ={yeX :dx®xy) <R}

For x € X, we denote by inj(x) the maximal injectivity radius at x € X, which is the supremum of r > 0
such that the map g +— gx is an isometry from B, (id) to B/(x).
We say that a function f € C(X) is Lipschitz if its Lipschitz constant

. If&) —fl
L = —_— 2.6
lp(f) x,ysel)?g;éy dX (x, y) ( )

is finite. We denote by Lip(X) c C(X) the space of Lipschitz functions on X.

2.3 Constants

For convenience, we list here the constants used in this paper. We denote by Ej,Ey,... constants
depending only on G and A:

(1) Eq is defined in Proposition 3.1 (1).

(2) E, is defined in Proposition 3.1 (3).

(3) E3 is only used in the proof of Proposition 3.1.

(4) E4 is defined in Proposition 3.3.

(5) Es is the constant depending only G such that mg(By) < €' for all r > 0.
(6) Eg is the constant depending only G such that [|g|| « e5F for all g € By.
(7) E; is defined in Theorem 3.1.

(8) Eg := E;'E; is introduced in Lemma 3.10.

Denote by k1, «2, ... further constants depending only on G and A:

(1) x1 is defined in Proposition 3.1 (1).
(2) k7 is defined in Proposition 3.1 (2).
(3) 3 is only used in the proof of Proposition 3.1.

We often don’t introduce constants for quantities that depend on u or further quantities, yet we do
so in the following cases:
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(1) &0 = eo(c1,Ca, y) is from Theorem 1.5.

(2) Co = Co(c1, o, y) is from the proof of Theorem 3.9.
(3) & = eo(c1,Ca, y) is from Proposition 3.3.

(4) Cy = Cy(cq, ¢, ) is from Proposition 3.3.

(5)

(6)

7)

(8)

Ul

gy = €0(C1,C2, y) 1s from Proposition 3.4.
6) C§ = Cy(c1,co, y) is from is from Proposition 3.4.

7) gap(w) = —log|lmx ()13 x)Il-
8) R(n) = min{R > 0 : supp(u) < Br}.

3 Proof of Theorem 1.5

The reader may recall the outline of the proof of Theorem 1.5 given in Section 2. We first discuss
quantitative non-divergence in Section 3.1. In Section 3.2, we show that v, = u}y %8y, has high dimension
on X for a suitable constant g. This exploits flattening results on G and that up is supported close to the
identity. Then, in Section 3.3, we use the spectral gap of u to deduce effective equidistribution of ©*" vy,
assuming that up has sufficiently strong Diophantine properties and is close enough to the identity in
terms of .

3.1 Quantitative non-divergence

We discuss the height function ht : X — R»; as mentioned in the introduction. If X is compact, we set
ht = 1 and for the remainder of this section we assume that X is non-compact. For the purposes of
the later sections, we need to quantitatively control the recurrence to compact subsets. The following
proposition follows from constructions of ht by [17] and by [4] and [6].

Proposition 3.1. Let G be a semisimple Lie group, A < G a non-uniform irreducible lattice in G,
and X = G/A. There exists a proper continuous function ht : X — R.1 such that the following
properties hold. All the constants in this proposition depend on G and A.

(1) There exist 0 < k1 < 1 and E; > 0 such that ht(x) > E; inj(x)™ for any x € X.
(2) There exists k, > 0 such that for all x € X there is g € G such that x = gA and ||g|| < ht(x)*.
(3) (Log-Lipschitz condition) There exists E, > 1 such that for any g € B(e) and x € X,

E;' ht(x) < ht(gx) < E; ht(x). (3.1)

(4) (Contraction Hypothesis) Suppose that u is a compactly supported probability measure on G whose
support generates a Zariski-dense semigroup. Then there exists 0 < a = a(A,u) < 1,b =b(A, n) > 0,
and N = N(A, u) € Nsuch that forany x € X

/ ht(gx) di™(g) < aht() +b. (3.2)

In particular, Proposition 3.1 gives the following quantitative non-divergence result, which is due to
[17, Lemma 3.1], yet we reconstruct the proof to make the dependence on the height explicit.

Lemma 3.2. Suppose that u is a compactly supported probability measure on G whose support
generates a Zariski-dense semigroup. Then foranyn>1,x e X,andh > 0,

w"({g € G : ht(gx) > h)) <4, h™!-htx). (3.3)

Proof. LetO <a < 1,b > 0,and N € Nbe as in (4) of Proposition 3.1. For any n > 1, we may write n = gN+r
for some q € Z-o and 0 <r < N — 1. By (3) of Proposition 3.1, there exists C; = C1(A, n) > 1 such that

C7ht(x) < ht(gx) < C1ht(x)
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for any g € UM, supp(u*). Thus
wm({g € G : ht(gx) > h}) < W™ ({g € G : ht(gx) > C7*h}). (3.4)

On the other hand, after iterating (3.2) and summing the geometric series, we get
/ht(gx) duw™N(g) < atht(x) + (b +ab + --- 4+ a?7'b) < ht(x) + % (3.5)

for any q € N. It follows that
w™({g € G 1 ht(gx) = C'h)) < (C{lh)"l/ht(gx) du*™(g)
= Gh™(hteo) + Cy),

where C, = ;2. Combining (3.4) and (3.6), we obtain (3.3) as ht > 1. |

3.2 High dimension

In this section, we establish that (c1, ¢, ¢)-Diophantine measures have high dimension on X. We note
that for a fixed (c1, ¢z, £)-Diophantine measure, we can only get to dimension close to dim G, yet not
arbitrarily close to dim G.

Proposition 3.3. (High Dimension) Let G be a connected simple Lie group with finite center and
let A < Gbealattice. Let y, 1, ¢, > 0. Then there exist ) = ¢((c1, 2, ) and C = Cj,(c1, 2, ) such
that every (c1, ¢, €)-Diophantine probability measure up with 0 < & < g satisfies the following.

For v, = uf! * 8y, with xo € X and § > 0 small enough,

v"(Bg(X)) < ht(X)E‘igdimey

log 1 . .
lzgi , where E4 > 01s a constant depending on G.

forn =< Cj
Proposition 3.3 uses the strong flattening results of [13]. To introduce notation, denote

8§ = lBE
mg(Bs)

v(Bs(g~")

and observe that for any symmetric measure v it holds that (v x P5)(g9) = e B

foranyg e G.

Proposition 3.4. (Flattening Lemma, follows from Corollary 4.2 of [13]) Let ¢1,c, > 0. Then for
every y > O thereis ] = &j(c1, 2, ¥) > 0 and Cj = C{(c1,c2, ) > 0 such that the following holds.

If ¢ < ¢f and up is a symmetric and (c1, ¢z, £)-Diophantine probability measure on G, then for § > 0
small enough,

) log 1
[ % Pslloo < 877 for any integer n> cgl gi. (3.7)
og A
Proof. By Corollary 4.2 of [13], there exist &1 = £1(¢1,¢2, ) > 0 and Dy = Do(c1, C2, ¥) > O such that
. log 1
[ % Pslly < 877 for any integer n> Do1 L. (3.8)
ogl

for § > 0 small enough provided that 0 < ¢ < &1 and up is a symmetric and (c1, ¢2, ¢)-Diophantine
probability measure on G.
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We now deduce the claimed L*-estimate for uj' « P;. To establish the latter, we notice that as in
Lemma 2.5 of [10] one shows that

Ps < Ps x Ps < P,

for absolute implied constants depending on G. Notice that as Ps(g) = Ps(g~") for all g € G and, as up is
symmetric, it follows that (' * Ps)(g) = (Ps x u&) (g~ 1). Therefore,

145" # Pslloo <& I8 5 Py # Pslloo = |1y’ # Ps ¢ ' # Pslloo < |l # Psll3 < 6777,

having applied Cauchy-Schwartz in the penultimate inequality. Replacing y by y /4, and choosing ej and
Cg suitably in terms of &; and Dy, the claim follows using that for any two probability measures v1, v, on
G it holds that [|vy * vy * Ps|loo < []v2 * Psllco- |

Notice that (3.7) implies that u#'(Bs(9)) <« §%™C~7 for any g € G and & sufficiently small. The content
of Proposition 3.3 is therefore to show the same conclusion on X. This is achieved by exploiting that up
is supported close to the identity.

We proceed with a few preliminary lemmas.

Lemma 3.5. Let g € G and § > 0 be small enough (in terms of G). Then for y € G with ||y|| < §7%,

¥B5(9) C Bayyis(¥9),  Bs(¥9) C yBayyis(9)-

Proof. As Br(g) = Bg - g, it suffices to prove the claims for g = e. For the first claim, choose ¢ > 0
sufficiently small such that for every element g € B. C G the exponential map has a unique preimage
and %Hexp*l(g)n < d(g,e) < 2||exp~'(g)||. Choose § < c and let h e B;. Then there is a unique X € g
with [|X|| < 28 such that h = exp(X) and moreover for any y € G, it holds that yhy~! = exp(Ad(y)X).
As [|AD(YX]| < IIADW)llop X1 < 11YII11X]], it therefore holds for ||y|| « 571 that [JAd(y)X|| < ¢ and hence
d(yh,y) = d(yhy=1,e) < 2]|JAd(y)X|| < 2||yl|8, showing the first claim. The second claim follows form the
first since y~'Bs(yg) C Bayys (7 '¥9) = Bayyyjs(9)- n

Lemma 3.6. Let A < G be a lattice. Then for any g,h € G,

IBx N gAhl <4 lIg1°Pme(Br).

Proof. As a lattice is discrete, by Lemma 3.5 we may choose ¢ <, [|g|~* such that for every A € A it holds
that B.(grh) N gAh = {grh}. Therefore,

mg (Br N Bc(gAh))

Br NgAh| =
[Br N gAh| e Bo)

<a 191°Pme (Br). -

Proposition 3.7. (High Dimension of Left and Right Translates of Lattice Neighbourhood) Let A be
alatticein G. Let ¢1, o, ¥ > 0. Then there are &) = ¢{(c1, 2, ) and C, = Cy(ca, C2, ) > O such that

the following holds.
Let up be a (c1, ¢z, €)-Diophantine measure for 0 < ¢ < ). Then for § small enough, it holds for all
X,y €G,
15 (Bs (yAX)) <y [ly)|OPs8imE=r
log 1
forn < Célog?

Proof. To prove the claim we first show for all x,y € G that

up'(Bs(YAX)) < / a0 (@ (' * Ps) (™) dma (9).
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i Bs(g™h)

oEy o it suffices to show that

Indeed, using that (ug' % P5)(g) =

me (Bs)up' (Bs(YAX)) S/an(yAx)(g)ﬂﬁn(Ba(g)) dmg(9).

We compute

me Byl (B (YAX)) = / e (B () 1,70 () gty ()
- / / 1,0y @) T3, 0 () dmc @) dpatl ()
= [ [ 12100 1sm000 dug tndme @)
< / / 18;(9) (M 1B 740 (9) duepy' (h)dme (9)
= / 1,5 (yax (9D (Bs(9)) dme (9),

using Fubini's Theorem and in the penultimate line that for fixed g, it holds that 15, (") 15,yax (h) <
15,(9) (M) 18,,7ax (9) @s for h € Bs(g) N Bs(yAx) it holds that g € Bys(yAX).

Denote by &(c1,¢2, §) and Cg(cq, c2, ) > 0 the constants from Proposition 3.4. Since G is simple, there
exists a constant Es > 0 only depending on G such that mg(B,) « €' forallr > 0.Let C) = Co(c1,Co,y) =
Ch(c1,¢2, %) and g)(c1,co, ) = min (gf(c1, 2, §), d’?,e‘l). Employing Proposition 3.4 for 0 < & < &, §

small enough and n < Cj

log 1 .
°g§ , We estimate
log ¢

up' (Bs(YAX)) < / 15, (yax) (@) (1 * Ps)(g™H) dmg(9)
< 57%/ 1B, yax dMc(9)
Bone
= 877G (Bone N Bas(e) - YAX).
Therefore, by Lemma 3.6,

HEN(Bs(YAX)) < 8~ 2 Mg (Bos(€))|Bone N YAX|

«a 88 1y ODme (Bone)

<«a Bdim G-% ”y ”O(l)eZEwS )

2C4Ese
log 1

Forany 0 < ¢ < g}, we have < % hence

20 Ese

15 (Bs(YAX)) <p 89MO—F |y 0D Tl y||FesdimCr

for E; > 0 an absolute constant depending only on G. |
It is straightforward to deduce Proposition 3.3 from Proposition 3.7

Proof of Proposition 3.3. By Proposition 3.1, we may choose go € G and gx € G such that xo = goA
and x = gxA with [lgx|| < ht(x)*?. We notice that if gxo € B¥(x) then ggo € Bs(gxA), or equivalently

) log §
Olog 1

ge Bs(gXAggl). Therefore by Proposition 3.7, for n < C and § small enough,

v (BY () < 1 (Bs(guAgy™)) «a ht()0DsdimG—,
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Upon replacing y by y/2 and choosing § sufficiently small, we can remove the implied absolute constant
in the last inequality and conclude the proof. |

3.3 Proof of Theorem 1.5

In this section, we show how to deduce quantitative equidistribution under the assumption that v, has
a high dimension.
Recall that we say that x has a spectral gap on X if

gap(u) = —log p(mx (W) x) > O

and notice that for f1,f, € L?(X) and 0 < ¢ < gap(u),

[{x () f1, f2) — (f1, (L f)l < e “"fill2lf2 12 (3.9)
for sufficiently large n. We use in this section that gap(u) > 0 for a large class of measures.

Lemma 3.8. (follows from Theorem C of [26]) Let G be a non-compact connected simple Lie group
with finite center, let A < G be a lattice, and denote by nx the Koopman representation on
X = G/A. Let u be a probability measure that is not supported on a closed amenable subgroup.
Then p has a spectral gap on X.

Proof. To apply Theorem C of [26], it suffices to show that the trivial representation 1; is not weakly
contained in i) Recall that there is m > 1 such that ”X@TX) is weakly contained in the left regular
representation ig. If 1 < x|z it would therefore follow that 15 = 1?“” < Ag, Which is a contradiction
since G is non-amenable. |

For a compactly supported probability measure u on G, write
R(n) ;= min{R > 0 : supp(n) < Bg}.

Denote by Es > 0 the constant depending only G such that |lg|| « e%® for all g € Bg. As supp(s*") C Br(un
forn > 1, it follows that |lg|| < eFR®n for any n > 1 and g € supp(u*").

We are now in a suitable position to prove Theorem 1.5. For convenience we restate Theorem 1.5 with
the addition of the below bound on 6.

Theorem 3.9. (Theorem 1.5) Let G, A, and X be as in Theorem 1.1. Let u be a compactly supported
probability measure on G with a spectral gap on X.

Then there are eg = eo(i,¢1,¢2) > 0 and 6 = 6(n) such that for every (ci,cy, e)-Diophantine
probability measure up with 0 < ¢ < g the following holds: there exists 8 = B(u,¢) such
that for every bounded Lipschitz function f € Lip(X), xo € X and n > 1,

/ Flgxo) A % i ™y(g) = / F A + On s (LID(H) + ht(Xo) [ oc)e™™).

Moreover, one may choose 6 > E; min(R(r), gap(r)), where E; is a constant depending only on
Gand A.

In order to apply (3.9), we next prove that we can compare [ f dv, with a suitable inner product.

Lemma 3.10. Let up be a probability measure on G with Zariski dense support. Let xo € X and
vy = puf % 8x,. For§ > 0,0 < n < 1,and n € N, let hy5,, : X - Rxg be the function defined by

1
Mo () = s Vn (BY (%)) Lne<Ea -7y (X). (3.10)

c(Bs)
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Then for any f € Lip(X) and § > 0 small enough,

/X f+ Unt<ggssny dvp = /X FNy s, (x) dmx (x)

+ O up (8 - LID(H) + ht(x0)8“ " |[f lloo), (3.11)

where Eg := E;'E;.

Proof. Note that if ht(x) < E;677 then inj(x) > §” > 2§ by (1) of Proposition 3.1 for § small enough in
terms of n. Therefore, using Fubini’s Theorem,

/X SO o s, () dmx(y)
1
= m/X/Xf()’)1B§<(y)(x)1(ht5}slw1")(y) dvp (x)dmx(y)

1
:/X(m A f(@%) Lint<p,s-<11(g%) de(Q)) dvn(x).

For convenience, write

1
Asp(X) = m /Bﬂf(gx)l(htgrz]rﬂv)(gx) dme(9).

If ht(x) < Egd~*1", then ht(gx) < E;§71" for any g € Bs by (3) of Proposition 3.1. We thus have for x with
ht(x) < Egd~*",

£(9%) Lint<k 57411 (9%) = f(X) Lne<pgo-any (X) + O - Lip(f)),
implying
/ As () dvg(x) = / f+ Tintzgss—n Ao (X) + O(S - Lip(f)). (3.12)
(ht<Egs—*17} X

On the other hand, as [|As )l < I|f ||, by Lemma 3.2,

/ Asy(X) dun(0) < vn({x € X - ht() > Es5 ") [f o
(ht=Egs~*17)

Ko DL [f [loo- (3.13)

Combining (3.12) and (3.13), we get (3.11). |

Proof of Theorem 3.9. Upon replacing f by f — [fdmy it suffices to show the claim for a bounded
Lipschitz function f € Lip(X) satisfying [ f dmx = 0 and therefore it suffices to show

‘ / f(g%0) A * 1w (@) Kapw LIPE) +ht@o)l[flle)e™",

where g is a parameter that will be determined below and for convenience we make no notational
distinction between possibly non-integer number g -n and the closest integer to it.
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Denote F = nx(10)"f and vy = uif " % 8, such that

] / Flgxo) du™ *uzﬁ'”xg)} = } / F dv|. (3.14)
Set
. gap(n) Euq
= o . 1
y = min (16E6R(u) ) (3.15)
Then by Lemma 3.2 it holds that
/de" = /Fl(hthga’%; dvn +/F1(ht>585’%) dvn
(3.16)
- / FLo e, o O (ntx0)8™ [Fll).
Letn = g/~ sothat0 <y < 1 and # =«in. By Lemma 3.10 and (3.16) we have
[ Fdun = [ PG00 A0 + O 8- Lip(P) + o) [Fl).
X
Recall that supp(u) C Br,. Then for some absolute constant Eg > 0,
Lip(F) < ( sup IIQII)LiP(f) < BRI LIDE), Pl < [f lloo-
gesupp(u*")
Hence,
[ rav. = /X P OR300 My (X) + Oy (BEFRHMLiD(F) + ht(X)8 % o). (3.17)

Let &,(c1,C2,¥) and Cy(c1,Co, y) be the constants from Proposition 3.3. We write Co = Co(c1,C2,¥) =
Cy(cy,co,v) and

. 3 —2EsCoRi
0(C1,C2, ) := min(e)(cy, Cz, y), e 2RI,

Let up be a (c1, ¢y, €)-Diophantine probability measure with e < eo(c1, ¢, ¥) and set

_ 2CoEeR(w)
logl -~

€

B =8¢

Then we claim that forn < ﬁw) log 1 it holds that |[hys,ll2 <« 8727, Indeed, with this choice of nit holds
that

log
log 1

1
5

ﬂ~HXCo

and hence by Proposition 3.3, for all x € X,

log
logl”

&

Sl

w(BX(x) < ht(x)Bs4mE~7 a5 g.nx Co

Therefore |[hy,s,lle < 872 for n < 7= log §, hence

Mnsnll < Mnslle < 874
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Applying (3.9) with f1 = f and f> = hys,,,

' [ P00 dmco)| = ' [ 105000 Ao
< EBPOE (318)
& e 8aPWN/25-2y ”f”2
for n sufficiently large.
Combining (3.14), (3.17), and (3.18),
’/fdw*" *w)' - '/den
Ko 3 ROMLIP(F) + ht(x0)8 % [f oo + € 8P T2572 |, (3.19)
Choosing § = e2EsRi" and as y = min (é;f;{(‘;), Eua ) we can bound (3.19) by
< e—EeR(M)HLip(f) +h(xo)e~ min( gngl/u yEﬁKlR(M))VIHfHOO +e ga{’l““}q”f”z
for sufficiently large n. Therefore setting
. a a .
6 = min (EgR(M),EglqR(;L), %(4”), & i(“ )) > E; min(R(u), gap())
for E; an absolute constant depending on G and A we conclude
| [ 560 a0 0| r e M) + BtCO 1) (320

for nlarge enough in terms of of Es and R(n) and therefore § small enough. Thus to get a bound holding
for all n, the implied constant additionally depends on p. |

We furthermore mention the following corollary of our method concerning quantitative equidistri-
bution of u*" x 8x,. We note that the assumption (3.21) is satisfied by [3] for compact simple Lie groups
and p a symmetric measure supported on finitely many matrices with algebraic entries and generating
a dense subgroup. For the latter case, we mention that the Lipschitz norm appears in (3.22) instead of
the Sobolev norm, as is common in the literature.

Corollary 3.1. Let G, A and X be as in Theorem 1.1. Let u be a compactly supported probability
measure on G with a spectral gap on X, let xg € X, and denote v, = pu*" * y, .

Then there exists y = y(u) such that the following holds. Assume there exists constants Co, E4 > 0
such that for any § > 0 small enough, x € X, and n < Colog 3

v (BX(x)) < ht(x)ksdimG-r (3.21)
Then there exists 6 = 6(r) such that for every bounded Lipschitz function f € Lip(X) and n > 1,

/ f(gx0)du*(g) = / fdmy + O pu.co .. (LIP(F) + Iit(x0)|[f11o0)e™™). (3.22)

Proof. The proofis similar to the one of Theorem 3.9. Indeed, we write n = m+ng form = a-nandng = g-n
with e, B > 0 fixed constants to be determined and satisfying e+ 8 = 1. For a bounded Lipschitz function
f € L3(X) denote F = mx(w)™f and then [ f(gxo) du**(9) = [ F(x) dvy, (x). One then proceeds as in the proof
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of (3.19) to deduce that | [ Fdvy,| can be bounded for any y > 0, for which (3.21) holds, by
K 8EERIMLID(F) + hit(x0)8 | f||og + e EPU 2572 f] 5, (3.23)
assuming that n = Colog .

We proceed with choosing a suitable y. Indeed if § = e™*" for A > 0 a constant to be chosen, then
(3.23) is bounded by

K ERIMANLID(£) 4 ht(Xo)e || oo + €27 ANTERWMI2 | £ (3.24)
assuming that gn =ng < A - Co - n or equivalently 1 =< %.

0
Therefore, in order for (3.24) to decay as claimed in (3.22), we require 1 < A'TCO as well as

EsR(uym —An <0 and 2yAn-gap(u)ym/2 <O,

which is equivalent to

LéR(M) < ! < gap(u) and 1x A CO.

n
A m « 4y A B

Choosing y,« and A suitably the claim follows. Indeed, we may choose the parameter y as in the proof
of Theorem 3.9 as

o gap(n) Euq
v = (16E6R<m' 2
Further we choose o« > 0 small enough such that % < %{E“) and finally A = 2EgR(u)a. With these
choices, (3.22) holds for a suitable 6. |

4 Proof of Theorem 1.1 and Theorem 1.2
4.1 Proof of Theorem 1.1

By [14], a dense subgroup of G contains a finitely generated dense subgroup, so we may assume that S is
a finite set. Let 1 be the uniform probability measure on the finite symmetric set S ¢ G. We distinguish
the case when G is compact and non-compact. If G is compact, then by [3], (3.21) is satisfied and hence
(3.22) holds. For compact G, the latter straightforwardly implies the conclusion of Theorem 1.1.

We assume for the remainder of the proof that G is non-compact. By Lemma 3.8, since u generates
a dense subgroup of G and since G is non-amenable, x has a spectral gap on X. Let ¢1,c; > 0 be the
constants from Theorem 1.4 for I' = (S), and let &g = eo(u,c1,¢) and @ = 6(u) be as in Theorem 1.5.
By Theorem 1.4, there exists a finitely supported symmetric (c1, ¢2, £)-Diophantine probability measure
up With 0 < & < g satisfying supp(up) C T N B, (e). Let B = B(u, &) be the constant from Theorem 1.5.
Since up is finitely supported and its support is contained in I', there exists an integer ko € N such that
supp(uj)) S supp(u) = sk

By Theorem 1.5, for any f € Lip(X) and n > 1,

/ FAQ™ % P w 8y) = / Fdmy + O u(Lip(f) + ht(xo)|[flls0)e ). (4.1)

Using (1) of Proposition 3.1, for r sufficiently small, inj(y) > r% fory e X(r™1). Recall 0 < k1 < 1and
let us write r; = ri for simplicity. For each y € X(r1), we may choose a bounded Lipschitz function
fry € Lip(X) such that Loy 0 < fry < 1, Lip(fry) < 177, and [ fiy dmx > 1$™C where the implied
constants only depend on G. Choose

{4dimG
n=

(logr=* + loght(xo))—‘ )
K19
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then the error term in (4.1) is bounded by
O (Lip(H) + ht(xo)[flls)e™™) <y (7" + ht(xo))e ™™ Ky, 17 4RO,
It follows that

/ﬁ,y A 5 WP 5 8) > 1EMG 4 0, (2EME-1) S o

for sufficiently small r depending on A and . Therefore for any y € X(r~?!) there exists x € supp(f,,) C
B, (y) with

X e SUPP(IL*H * M’Bﬁﬂ * 5x0) c Supp('u*(koJrl)n % axo) — Sn(ko+1)X0’

hence we conclude that for r sufficiently small depending on A and u,

c}(”: G (ko + 1)(og 4 loght(xo)).
1

diam, (X, S, x0) <

The proof of Theorem 1.1 is complete.

4.2 Proof of Theorem 1.2
For any given r > 0 we may choose a maximal r-separated subset & of {ht < r7'}. Let E = {x4,..., Xz}
Note that |E] < r~4mG and X(r~1) is covered by the balls BX(x), ..., BX(Xg)).

Throughout the proof we fix a constant A > 2dim G. By Theorem 1.1, there is a constant C depending
on A and S such that for N = [Clogr=?*7 and any y € X(r~?4) there is h(y, N, 1) € SN such that h(y, N, )y €
Br(x;). We use here that y € X(r~24) and therefore the contribution of the height of y in Theorem 1.1 is
at most of size logr—24.

We claim for any y € X(r=2%),

wN(h(y,N, i) > r® (4.2)

for B = B(A, i, A) a constant depending on A, x4 and A. Indeed, if S is finite, then if every atom of x has
mass at least 0 < p < 1, it follows that w*N(h(y,N,1) > pN|S|™N > B forB=4-A- Clog(‘%‘) If Sis not
finite, then it must be countable as Ad(supp(n)) has algebraic entries. Therefore, again by [14], there is
a finite ' ¢ S with u(S") > 1 and such that S’ generates a dense subgroup of G. (4.2) then follows by
applying the above argument to S'.

For xo € X and k € N denote by Py; the set of elements (g1, ..., gen) € Supp(u®) such that the set
{gj---91%0 : 1 <j < kN} does not intersect BX(xy).

Lemma 4.1. Let A > 2dimG and let 1 < i < |E|. For r small enough in terms of A and u the
following holds. If u®N(Py;) > ht(xg) - rA+4mG for some k > 1, then

M®(k+1)N(Pk+1,i) <@1- 73/2) M®kN(Pk’i)‘

Proof. Let Q, be the set of elements (g1, ..., gry) € Supp(u®?) such that
Gen - - G1Xo ¢ X(r~A+2dimO)y
By Lemma 3.2,

n®N Q) = (g € G : ht(gxo) = r A+ dmOY)

Lap TA+2 dim G ht(Xo).

If (g1,...,9) € Supp(u®N) \ Q, then writing y = g - - - g1Xo, there exists h(y,N,i) € SV such that
h(y, N, 1)gn - - - g1X0 € BX(x)). It follows that

pO®INE ) < uB NP — u® NP\ Q) inf wN(h(y, N, D)
yeX(r-24)

< uBNP) — rPuCN P\ Q).
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Since we assume u®N(Py;) > ht(xo)rA*4m6, choosing r sufficiently small in terms of 4,

1
NP\ Qo) = p® N (Pep) — n®N(Q) > EMWN(Pk,i),

showing the claim. |

Proof of Theorem 1.2. Let A > 2dim G and let M, = [16r~24] for D a constant to be chosen sufficiently
large depending on A and u. Since log(1—x) < —x/4 (for x small enough), we have for sufficiently smallr,

1 1 .
M;log (1 - §VB) < _grBMr < -1 <21 dimG - logr,

choosing D sufficiently large such that B— DA < —A. Notice that we may choose D to only depend on A
and u.
Hence (1 - %YB)M' < exp(—r~4/2)rdimG Tterating Lemma 4.1, we deduce that

uEMN Py ) < ht(xo) - rArEme
forany 1 <i<|E|. Let & := Uﬂ Py, i. Then we have
pEN(E) < ht(xo) - rAHIME L ] « ht(xo) - 14,

and for any (g1,---,gun) € Supp(e® ™M)\ € and 1 < i < |g| there exists 1 < j(i) < M,N such that
Gy - - 91X0 € BY(x), that is, the set {gj---g1%o : 1 < j < M,N} is r-dense in X(r!). The proof of (1.4) is
complete as M;N < r=2P4 for r small enough in terms of A, u and A upon replacing A by 54 and thus
setting a = ,%5. With this replacement, for the above argument to apply we require that 45 > 2dimG.
To pass from (1.4) to an almost sure statement about the orbit (Y, x,)n=1 We apply the Borel-Cantelli

Lemma for A > 0 large enough. Indeed, for n > 0 write r, = n~# and consider the set
Fo=1{(91,92,..) € GN : gy ---g1X0 is not rp-dense in X(ry H}.
Then 3, P[Fn] < oo for A large enough and hence by the Borel-Cantelli Lemma the claim follows. W

We note that in the cocompact case, we can improve the error rate in Theorem 1.2 to an exponen-
tial one.

Theorem 4.2. Let G, A, X, and S be as in Theorem 1.1 and let u be a probability measure on G with
support S. Assume that X is compact. Then for A > 0 large enough depending on A and u the
following holds: for any xo € X,

P[(Yixg, - -+, Yir41x,) 18 nOt r-dense in X(r™)] < ht(xo) - exp(-r—=*), (4.3)

for r small enough in terms of A, x and A and for @ = a(A, n) > 0 a constant depending on A
and u.

Proof. The proof is as the one of Theorem 1.2 without requiring to deal with quantitative non-
divergence. Indeed, we may drop the lower bound on u®kN(Pk,i) in Lemma 4.1 and proceed otherwise
as in the proof of Theorem 1.2. |
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