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Abstract

We present LL-INSTRUCT: an 8B instruction-001
tuned model designed to generate content for002
English Language Proficiency Assessments003
(ELPA). We leverage domain expertise to write004
seed instructions based on publicly available005
practice tests, which are then used by GPT-4006
to generate 70K new instructions and explana-007
tions. GPT-4 is also used to validate its own008
generations, ensuring that the generated instruc-009
tions are in-domain. Human evaluations show010
that a Llama-3 8B model fine-tuned on this011
dataset yields outputs comparable to GPT-3.5,012
with improved capability for generating expla-013
nations. A detailed error analysis highlights014
the strengths of our fine-tuned model, illustrat-015
ing how it leads to improvements over standard016
out-of-the-box models on instructions related to017
English Language Assessments. To our knowl-018
edge, LL-INSTRUCT is the first instruction-019
tuned model designed specifically for ELPA020
generation.021

1 Introduction022

Instruction tuning—or multitask prompted023

finetuning—is an area in Natural Language024

Processing (NLP) that has led to state-of-the-art025

performance across a variety of tasks in recent026

years (Ouyang et al., 2022; Sanh et al., 2022;027

Wang et al., 2022; Peng et al., 2023). Broadly,028

this involves training a pre-trained Language029

Model (LM) using <INSTRUCTION, OUTPUT>030

pairs where the INSTRUCTION describes the task031

in natural language and OUTPUT is the desired032

outcome. As mentioned in Peng et al. (2023),033

current research focuses on two sub-areas: scaling034

instruction-tuning models using more training data035

and resources and/or utilizing large amounts of036

human-annotated data for training.037

It is known that (a) gathering human-annotated038

data is expensive and time-consuming and (b)039

instruction-tuned models that are specialized for040

specific NLP tasks tend to struggle when applied 041

to a diverse range of tasks (Zhang et al., 2023). 042

In response to these shortcomings, several recent 043

models have been trained using a diverse set in- 044

structions generated via a semi-automated method. 045

Wang et al. (2022) collected a small set of manually- 046

written <INSTRUCTION, INPUT, OUTPUT> exam- 047

ples and then used the set of examples to prompt 048

GPT-3 (Brown et al., 2020) to generate a larger 049

set of more diverse instructions. The authors then 050

fine-tuned GPT-3 using the generated tuples. This 051

approach is named as SELF-INSTRUCT as the final 052

model is trained on self-generated instructions. 053

Inspired by the aforementioned approach, we 054

introduce (L)anguage (L)earning INSTRUCT 055

(henceforth, LL-INSTRUCT): an instruction-tuned 056

model specifically designed for English Language 057

Proficiency Assessments (ELPA) and other related 058

applications in the language learning and test prepa- 059

ration domains. The language learning market is 060

experiencing a significant growth with a projec- 061

tion of surpassing 100 billion USD in the coming 062

years.1 This coincides with the rise in the utiliza- 063

tion of large pretrained LMs, with multiple orga- 064

nizations adopting automated content generation 065

for ELPA such as Duolingo (Settles et al., 2020; 066

Burstein et al., 2021) and Cambridge Assessment 067

English (Galaczi, 2023).2 068

There are several aspects of LL-INSTRUCT that 069

distinguish it from other instruction-tuned models.3 070

Our contributions are as follows: 071

First, the authors manually write 130 seed in- 072

structions in the form of <INSTRUCTION, INPUT, 073

OUTPUT> tuples based on publicly available test 074

items from standard ELPA. These items are tailored 075

1https://www.meticulousresearch.com/
pressrelease/792/language-learning-market-2030

2We use LLM and pretrained LMs interchangeably.
3Other instruction-tuned models include Alpaca (Taori

et al., 2023), WizardLM (Xu et al., 2024), LLaMA-GPT4
(Peng et al., 2023), RoleLLM (Wang et al., 2024).
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Instruction Reply to the following email and express you can’t attend the meeting due to a personal issue.
Input We have scheduled a meeting at 4 PM tomorrow to discuss our project. Please confirm your

availability.
Output Thank you for the information. Unfortunately, I won’t be able to attend the meeting tomorrow due

to a personal issue. However, I’ll make sure to catch up on the meeting notes.
Explanation The response is polite and appropriate as it expresses the inability to attend the meeting due to a

personal issue and includes an offer to catch up on what was discussed.

Instruction Read the email. Create a question that asks about the scheduled date for the product launch.
Input Email: Dear John, Just a quick reminder about the product launch happening next week. The team

is keenly getting ready for it, and we appreciate all the hard work and dedication you’ve shown to
make this successful. Best, Jane

Output When is the product launch scheduled?
Explanation The answer correctly specifies a question about the product launch date mentioned in the email.

Table 1: A few examples of instructions that were generated during the iterative prompting stage (Section 2.2).
More examples can be found in Table 4 in Appendix A.2.

to assess skills such as reading, speaking, listen-076

ing, and writing, which are crucial for language077

learning and testing (Section 2.1).078

Second, an EXPLANATION for each output is079

generated. This feature can be highly valuable for080

test designers and test takers to understand the ra-081

tionale behind the outputs. We use the seed tuples082

to iteratively prompt GPT-4 (OpenAI et al., 2024)083

to generate more data, i.e., 70K <INSTRUCTION,084

INPUT, OUTPUT, EXPLANATION> tuples (Section085

2.2). Table 1 shows two instruction tuples gener-086

ated during the iterative prompting stage.087

Third, we use an LLM as a discriminator to088

reject any generated instructions that do not con-089

tribute to ELPA, such as, “What is the capital of090

Australia?” in a separate evaluation stage, similar091

to Chiang and Lee (2023) and Gao et al. (2023).092

The data quality is further verified through human093

annotation (Section 3).094

Fourth, we fine-tune three Llama-3 8B (Meta,095

2024) models with different dataset sizes: 17K,096

50K, and 70K (Section 4). Contrary to previous097

work suggesting that the effect of data size on098

model performance plateaus after 16K instructions099

(Wang et al., 2022), we find marked improvement100

from 50K to 70K instructions.101

Finally, we conduct a comprehensive human102

evaluation for 200 unseen instructions. Several103

pre-trained models are evaluated alongside the fine-104

tuned models: Dolly-2 8B (Conover et al., 2023),105

Mistral 7B (Jiang et al., 2023), Llama-3 8B (Meta,106

2024), and GPT-3.5.107

The quantitative results are discussed in Section108

5.1. We find that models tend not to work out-109

of-the-box for this task and require domain adap-110

tation. The models we train through Supervised111

Fine-Tuning (SFT) are comparable, but SFT-70K112

produced most outputs that are valid and ready 113

for use in ELPA. Specifically, both SFT-70K and 114

GPT-3.5 produce over 60% valid and ready out- 115

puts exceeding Dolly-2, Mistral, and Llama-3 base 116

version. SFT-70K also generated the most usable 117

explanations while rates were much lower for non- 118

SFT models (SFT-70K: 80.5%, GPT-3.5: 42%). 119

In Section 5.2 we describe a detailed qualitative 120

error analysis that illustrates how the SFT pro- 121

cess leads to improvements over GPT-3.5 and other 122

open source models. All datasets and models will 123

be released upon acceptance. 124

2 Dataset Creation 125

In this section we describe in detail our approach of 126

collecting training data to build the LL-INSTRUCT 127

model. This includes: (1) writing seed instructions, 128

(2) generating diverse instructions with an LLM, 129

and (3) filtering the generated instructions. The full 130

flow is shown in Figure 1. 131

2.1 Writing Seed Instructions 132

The authors leverage domain expertise from years 133

of working with standard ELPA to convert publicly 134

available ELPA items into seed instructions, distin- 135

guishing our approach from generalized datasets 136

that aim to cover a broad range of knowledge such 137

as those used to train Alpaca (Taori et al., 2023) 138

and Dolly (Conover et al., 2023).4 139

An ELPA item, often comprising a stimulus (e.g., 140

source text) and multiple-choice questions, is typ- 141

ically divided into multiple instructions, as many 142

items include sub-items. Each instruction may fo- 143

4In the assessment domain, an “item” is a term commonly
used to denote a stimulus accompanied by a question/answer
set. Many companies conducting ELPAs globally provide
sample tests online.
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Figure 1: Overview of our proposed instruction data generation and filtration strategies. We begin by writing
seed instructions (Section 2.1), followed by ELPA instruction generation (Section 2.2) and then ELPA instruction
filtration (Section 2.3). Accepted instructions are used for fine-tuning the the Llama-3 8B model.

cus on a specific part, such as the question, correct144

answer, or incorrect options, or cover multiple parts.145

This approach caters to ELPA test designers, who146

can use several <INSTRUCTION, INPUT, OUTPUT>147

tuples to construct a complete ELPA item.148

Table 2 illustrates this process. The first col-149

umn, “Original Item”, shows a sample ELPA item150

(available online) where the test taker responds to151

“Who is your favorite tennis player?” In the sec-152

ond column, “Seed Instruction”, we created two153

<INSTRUCTION, INPUT, OUTPUT> tuples from it.154

Given the best response “I don’t like any sports”155

is an indirect answer to the question, we create a156

seed instruction (e.g., “write an indirect response157

. . . ”) to reflect that. Likewise, we create the second158

instruction that focuses on generating three wrong159

answers, commonly known as the distractors that160

are designed to divert test takers from selecting the161

correct answer.162

Each tuple also includes an EXPLANATION,163

which proves helpful in understanding the reason-164

ing behind each output. Seed explanations (Table165

2) are written by the authors of the paper. It is not166

always necessary to generate more than one seed167

instruction from a test item; the goal is to create168

a variety of seed instructions that capture all the169

different components we wish to generate using the170

LL-INSTRUCT model in the end.171

In total 130 seed instructions were created from172

standard ELPA. To increase variation, input text173

is sometimes included in the INSTRUCTION and174

other times in the INPUT section. We also adopt 175

linguistic variations in the instructions by using 176

different phrases for the same type of tasks, like 177

“generate the answers,” “create a sentence,” “write 178

the answer,” and so forth to mitigate the decline of 179

linguistic diversity found in LMs trained on syn- 180

thetic text (Guo et al., 2024). 181

2.2 ELPA Instruction Generation 182

New instructions are generated via a bootstrap- 183

ping method that passes few-shot examples to 184

GPT-4, closely following Wang et al. (2022) and 185

other synthetic data generation approaches de- 186

scribed in Long et al. (2024). In each step, four 187

<INSTRUCTION, INPUT, OUTPUT, EXPLANATION> 188

instruction tuples are included in the prompt: three 189

seed tuples and one model-generated tuple. To pro- 190

mote diversity, we split the 130 seed tuples into 191

two categories: (a) short tasks (e.g., grammar cor- 192

rection, convert a passive sentence into active, etc.) 193

and (b) long tasks (e.g., write an email, write a 194

short conversation, etc.) and then randomly choose 195

either two short tasks and one long task or vice- 196

versa in the prompt. Then, GPT-4 is prompted to 197

generate ten new tuples, corresponding to ten new 198

instructions. 199

Refer to Section A.1.1 in the Appendix section 200

for the prompt template. We have included a few 201

requirements in the prompts that are intended to 202

guide the model. For example, we ask that the new 203

instructions be relevant to ELPA and not involve 204
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Original Item Seed Instruction
Choose the best response.

Statement: who is your favorite tennis player?

Answers: [‘play the song again’, ‘my favorite color is
green’, ‘that sounds like fun’, ‘I don’t like any sports’]

INSTRUCTION: Write an indirect response to the following ques-
tion.
INPUT: who is your favorite tennis player?
OUTPUT: I don’t like any sports.
EXPLANATION: Reply indirectly addresses the question by stat-
ing a general disinterest in sports rather than specifically identi-
fying a favorite tennis player.

INSTRUCTION: Write three wrong answers to the question.
INPUT: who is your favorite tennis player?
OUTPUT: [‘play the song again’, ‘my favorite color is green’,
‘that sounds like fun’]
EXPLANATION: The given answers are either unrelated (e.g.
“play the song again”), changing the subject (e.g. talking about a
favorite color), or expressing a general sentiment (e.g. comment-
ing on an activity).

Table 2: Original ELPA item (first column) and extracted seed instructions (second column) from the items. The
bold selection presents the correct choice. Original items are lightly edited for anonymity.

generating code or solving arithmetic problems.205

2.3 ELPA Instruction Filtration206

Evaluation of LLM outputs guided by another LLM207

has been shown to be effective (Chiang and Lee,208

2023). Thus, to remove factual data from the ELPA209

Instruction Generation round, we again prompt210

GPT-4 using few-shot examples. Although in the211

generation round we ask GPT-4 to exclude factual212

data such as “What is the capital of Australia?”, the213

model does not always adhere.214

We create a new filtering prompt (refer to Section215

A.1.2 in the Appendix for the complete template)216

that includes examples of both factual and non-217

factual tasks, the latter being what we want to keep218

in the dataset. In a pilot test we found that approx-219

imately 7% of tasks from the bootstrapping step220

(Section 2.2) are flagged as factual and removed.221

The filtering prompt is used along with the222

ROUGE-L similarity metric to remove unwanted223

instructions during the generation process, result-224

ing in a set of diverse, non-factual instructions. A225

newly generated instruction is discarded if it is la-226

beled as factual or if it has a similarity score ≥ 0.75227

when compared to an instruction already in the228

dataset (this value was set empirically after tuning).229

After each batch of ten instructions is generated,230

we apply filtering to that batch. This continues until231

the desired number of 70K instructions is reached.232

3 Evaluation of Data Quality233

This section focuses on the evaluating the quality of234

the generated LL-INSTRUCT data. Our work differs235

from Wang et al. (2022) and related studies in that 236

we conduct a large-scale evaluation to ensure the 237

instructions’ relevance and suitability for our do- 238

main. For more examples of generated instructions 239

and inputs, see Section A.5.2 in the Appendix. 240

We randomly selected 250 generated instruction 241

tuples and carried out the evaluation in two stages. 242

First, we classify the instruction tuples by language 243

category (e.g., grammar, semantic, etc.) and lan- 244

guage skills (e.g., speaking, writing) to illustrate 245

the types of instructions included in the dataset 246

(Section 3.1). Importantly, the language category 247

or skill could be identified in all 250 instructions, 248

confirming that the entire sample was in-domain. 249

Next, we further focus into specific aspects of 250

the instruction tuples, such as, output correctness, 251

quality of explanation, etc. (Section 3.2). 252

3.1 First Evaluation Task: Language 253

Category and Skills 254

The language category of an instruction defines the 255

type of linguistic knowledge the <INSTRUCTION, 256

INPUT, OUTPUT> tuple and the resulting ELPA 257

item assesses, such as grammar, vocabulary, se- 258

mantics, pragmatics, and prose (e.g., prose writ- 259

ing).5 Pragmatic and figurative tasks also appear 260

frequently (e.g., “identify informal words,” “write 261

a simile about an everyday item”). Besides these, 262

interestingly, tasks specific to language learning 263

assessments, like Build a Sentence (abbreviated as 264

BaS in Figure 2) also appear. Likewise, instructions 265

5Items in standardized ELPAs include specific constructs
related to grammar, semantics, and pragmatics, typically au-
thored by assessment developers.
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Figure 2: Percentage of LL-INSTRUCT data by language categories (a) and skills (b).

are grouped by skill: reading, writing, speaking, or266

listening.6 A pilot annotation task was conducted267

to establish the main categories, followed by anno-268

tation of the full dataset by the two authors. The269

authors’ domain expertise comes from working on270

automated ELPA item generation for several years.271

Figure 2 shows the identified categories and skills.272

Language Category In terms of the observed cat-273

egories, grammar-related instructions are common274

(e.g., “rewrite the question in reported speech”),275

alongside a variety of prose-writing tasks catego-276

rized as Prose/Question (“write questions based on277

the passage”), Prose/Reply ("write a reply to the278

dialog"), and Prose/Other (“write an opinionated279

argument on topic x”). Krippendorff’s α (Krip-280

pendorff, 2011) among the two authors was 0.79,281

indicating substantial agreement.282

Language Skills Regarding the types of lan-283

guage skills, we observe that the majority can be284

classified as writing tasks. This includes most285

grammar and semantic instruction categories, in ad-286

dition to the clearly defined prose category. We also287

identified some instructions as both reading/writing288

tasks (e.g. “read the following sentence and para-289

phrase it in the past simple tense”, “read the state-290

ment and suggest an alternative word ...”), which291

can be seen as two combined tasks. Finally, we also292

notice a few instructions that can be categorized293

as listening, speaking, or speaking/listening. Krip-294

pendorff’s α (Krippendorff, 2011) among the two295

6This four skills approach is widely adopted by ELPA
and the language teaching community. While Powers (2010)
advocates assessing these skills individually, Hinkel (2010)
notes it is possible to integrate them in pedagogy.

authors was 0.83, indicating substantial agreement. 296

3.2 Second Evaluation Task: Instruction 297

Quality 298

Here, we focus onto the following aspects of the 299

instructions: 300

• Validity: whether the example is valid and ready to 301
appear in an English language assessment. We provide 302
three options: valid and ready for assessment, only valid 303
(i.e., needs some editing), and invalid. 304

• Instruction type: whether the instruction is factual or 305
not factual. 306

• Input faithfulness: whether the input matches or does 307
not match the instruction. 308

• Output correctness: whether the output is correct 309
(based on the instruction) or not. 310

• Explanation quality: does the explanation justify the 311
output? We provide four options: yes, weak yes, weak 312
no, and no. 313

We recruited ten expert annotators with back- 314

grounds in linguistics and computer science, and 315

work experience in educational technology. Each 316

pair evaluated 50 instruction tuples (see Section 317

A.3 for guidelines). Krippendorff’s α (Krippen- 318

dorff, 2011) was calculated for each aspect across 319

pairs, with average scores as follows: Validity 320

(0.49, moderate agreement), Instruction type 321

(0.93, almost perfect agreement), Input faithful- 322

ness (0.67, substantial agreement), Output cor- 323

rectness (0.78, substantial agreement), and Expla- 324

nation quality (0.52, moderate agreement). 325

We further focus into two aspects where agree- 326

ment was lower. For Validity, most disagreements 327
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concern labeling instructions as valid and ready ver-328

sus valid. For example, some annotators critiqued329

instructions like “identify the tense/voice/verb330

type.. . . ” saying that an assessment would provide331

a list of possible options. Open-ended tasks like332

“provide a synonym/alternate ending. . . ” were also333

flagged as overly ambiguous. For Explanation334

quality, disagreements were often around whether335

the explanation was sufficient (yes) or required hu-336

man editing (weak yes).337

4 Experimental Details338

The experiment involves Supervised Fine-Tuning339

(SFT) of a Llama-3 8B model. The design choice340

to use a small 8B model is driven by two primary341

motivations: (a) to evaluate how effective a small342

SFT model can be for language learning applica-343

tions, and (b) to ensure fast inference and moderate344

GPU requirements, thereby lowering the barrier to345

trying these model(s).346

Fine-tuning A Llama-3 8B model was fine-tuned347

on subsets of the LL-INSTRUCT data of size 17K,348

50K, and 70K.7 Each <INSTRUCTION, INPUT, OUT-349

PUT, EXPLANATION> tuple was joined into one350

example using the following template:351

Below is an instruction that describes a task.352
Write a response that appropriately completes the353
request. ### Instruction: INSTRUCTION ### In-354
put: INPUT ### Output: OUTPUT### Explanation:355
EXPLANATION356

HuggingFace (Wolf, 2019) is used to perform357

the SFT.8 We use one Amazon AWS g5.12xlarge358

instance (NVIDIA 4 GPUs) for training.359

Inference on Test Dataset To evaluate the per-360

formance of the SFT-17K, SFT-50K, and SFT-70K361

models, we compare them to the following: Llama-362

3 8B base (Meta, 2024), GPT-3.5 (Brown et al.,363

2020), Mistral 7B (Jiang et al., 2023), and Dolly-2364

8B (Conover et al., 2023). The Mistral and Dolly365

models were chosen due to their similar size and366

their state-of-the-art performance on a variety of367

NLP tasks.9 In addition, we selected GPT-3.5 as we368

wanted to compare to a larger model. We are also369

curious as to how a model in the same family as370

7We chose the 17K and 50K partitions randomly from the
total of 70K instruction tuples that are generated.

8Parameter specifications: PEFT with LoRA setting (r=16;
α=32), Adam optimizer (default learning rate) for 5 epochs
with a cosine learning rate scheduler (Loshchilov and Hutter,
2017).

9Vicuna (Chiang et al., 2023) was also evaluated and found
to perform similar to Mistral.

the model we are distilling knowledge from (GPT- 371

4) will compare. Note that we compare against 372

zero-shot, non-finetuned models. The prompt for 373

inference is similar to the one used for fine tuning, 374

except we start generating at the output: 375

Write the output by following the instruction and 376
the input, and then include an explanation for 377
why the output is appropriate given instruction 378
and input. Include a separator token ‘###‘ before 379
the explanation. 380
### Instruction: INSTRUCTION ### Input: INPUT 381
### Output: 382

We selected an unseen batch of 200 instruc- 383

tions for the comparison, where the instructions 384

are ranged over diverse tasks such as grammar, fig- 385

urative language and prose. 386

5 Human Evaluation of Model 387

Performance 388

For each test instruction, the authors (who have 389

worked with ELPA for several years) jointly evalu- 390

ated the output from each of seven models, i.e., a 391

total of 200x7, 1400 outputs. The model was not 392

hidden during evaluation. We re-use the rubric that 393

was used to evaluate the quality of LL-INSTRUCT 394

in Section 3.2. We assessed dimensions of Validity, 395

Output correctness, and Quality of explanation, 396

but omitted Instruction type and Input faithful- 397

ness dimensions due to the non-factual nature of 398

almost all instructions and the lack of dedicated 399

input entries in the test set. 400

Figure 3: Comparison of human evaluation results
across all seven models on three dimensions (Validity,
Output correctness, and Explanation quality).
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Validity
valid and ready 11.50 44.50 63.00 25.50 56.50 56.00 63.50
valid 16.50 41.50 23.50 22.50 24.00 29.00 22.50
invalid 72.00 14.00 13.50 52.00 19.50 15.00 14.00

Output correctness
right 29.50 84.50 87.50 47.50 80.50 85.00 86.50
wrong 70.50 15.50 12.50 52.50 19.50 15.00 13.50

Explanation quality
yes 0.50 33.00 42.00 26.00 66.50 74.50 80.50
weak yes 1.00 32.50 9.00 17.00 9.50 7.00 5.50
weak no 3.00 5.00 1.00 3.50 1.00 0.50 0.00
no 95.50 29.50 48.00 53.50 23.00 18.00 14.00

Table 3: Results from human evaluation of model performance. Percentage of a models’ output along dimensions
of: Validity, Output correctness, and Explanation quality. Best-performing model(s) for each dimension are bolded.

5.1 Model Comparison401

An overview of how the models fared on each di-402

mension can be seen in Figure 3. Table 3 summa-403

rizes the results. Additional tables that show the404

win-rate and tie-rate between each model can be405

found in Section A.4 in the Appendix.406

Validity SFT-70K and GPT-3.5 have the high-407

est number of valid and ready generations where408

SFT-70K is marginally better (63.5% vs. 63%, see409

Table 3) followed by SFT-50K and SFT-17K almost410

equally. In contrast, Mistral, Llama-3, and Dolly-2411

have fewer than 50% valid and ready generations,412

with Mistral leading at 45%, followed by Llama-3413

at 26%, and Dolly-2 at 12%.414

Output Correctness GPT-3.5 has the highest415

number of right generations (87.5%), followed416

closely by SFT-70K (86.5%), whereas the two re-417

maining SFT models, SFT-50K and SFT-17K per-418

form similar to Mistral (all between 80-85%). The419

remaining two models, Llama-3 (base model) and420

Dolly-2 have fewer than 50% right generations.421

Explanation Quality The explanations are rated422

on a four-category scale. SFT-70K has the most423

explanations in the yes category (80.5%), followed424

by SFT-50K (74.5%), then SFT-17K (66.5%). Per-425

haps the SFT models showcase their usefulness the426

most for this aspect, given, the closest best expla-427

nations are from GPT-3.5 (42%), which is 38.5%428

lower than SFT-70K model’s performance.429

5.2 Qualitative Error Analysis430

We conducted a thorough error analysis of all the431

model outputs and highlighted specific characteris-432

tics here. Refer to Section A.5.2 in the Appendix 433

for all outputs. 434

Verbose outputs and explanations Most often 435

for GPT-3.5, Mistral, and Llama-3, while the out- 436

put and explanation match the specification, an 437

excessive amount of words and description is used. 438

For the same instruction GPT-3.5 produced a 439

212-word email, while SFT models created emails 440

around 100 words. Without specified word limits, 441

GPT-3.5 often wrote very long responses, some- 442

times reaching 250-300 words. Llama-3 (base) and 443

Mistral also frequently created longer responses. 444

Our evaluation overlooks verbosity unless it 445

makes the output ineligible, since it does not impact 446

Validity or Output Correctness. 447

Explanations are often missing We find that 448

often the explanations are missing. For instance, 449

we notice that explanations are missing from 95% 450

of Dolly-2 generations, 55% of Mistral generations, 451

51% of GPT-3.5 generations, and 10% of Llama-3 452

generations. On the contrary, only less than 1% 453

of any fine-tuned model (SFT-17K, SFT-50K, and 454

SFT-70K) is missing the explanation. 455

Formatting errors of outputs Formatting errors 456

in the generation can hinder the full automation of 457

ELPA item generation. Common formatting issues 458

include a numbered list being returned when only 459

one item is requested, typically by the base Llama- 460

3 model. Other problems involve the separator to- 461

ken ### (between the OUTPUT and EXPLANATION) 462

being misplaced, repetition of the instruction in the 463

output, and so on. However, SFT models exhibit 464

less frequently such formatting errors. 465
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Outputs are often in the proximity but do not466

follow the instruction exactly We often notice467

errors where the models’ interpretation of the in-468

struction is close, yet it does not adhere to the re-469

quest by missing some part of the instruction or470

simply adding extra information (hallucination).471

Consider the following instruction:472

INSTRUCTION: Paraphrase the sentence.473
INPUT: Nobody knew how much time she spent474
training for the Olympic Games.475

The Dolly-2 generation contains a close paraphrase476

but adds extra hallucinated information imagining477

the content is regarding a freestyle skier. Likewise,478

Llama-3b base produces: “She trained a lot for the479

Olympic Games” which fails to fully convey the in-480

put’s meaning. Interestingly, the SFT models excel481

at accurately capturing this precise instruction.482

Tasks involving figurative language are difficult483

Grammar, vocabulary, and simpler prose tasks tend484

to be cases where most models produce valid out-485

put. On the other hand, figurative language tends486

to be difficult for most models. Even the SFT-50K487

model sometime misses generating such content488

that includes a figurative type, e.g., an idiom (See489

Example A.5.4 in the Appendix).490

6 Related Work491

Recent studies have demonstrated that LMs can492

effectively follow language instructions when fine-493

tuned using human-annotated datasets that pair in-494

structions with outputs (Weller et al., 2020; Sanh495

et al., 2022; Peng et al., 2023). To address the496

reliance (bottleneck) on large-scale human annota-497

tions, researchers like Ouyang et al. (2022) have498

developed general-purpose LMs for diverse in-499

structions. Our research closely aligns with Wang500

et al. (2022)’s self-instruct method (i.e., an iterative501

method for creating new instructions and outputs502

to enhance fine-tuning); this method has since been503

adopted by many models.10 Our work fills a re-504

search gap on instruction-tuned models specialized505

in the language learning and assessment domain.506

Similar to our approach, Humpback (Li et al.,507

2023) curated seed instructions to generate new508

ones.11 A key distinction is that Humpback instruc-509

tions are drawn from existing web corpora, whereas510

10Such as Alpaca (Taori et al., 2023), WizardLM (Xu et al.,
2024), LLaMA-GPT4 (Peng et al., 2023), RoleLLM (Wang
et al., 2024), to name a few.

11Other synthetic data generation approaches are surveyed
in Long et al. (2024).

we generate all components of the <INSTRUCTION, 511

INPUT, OUTPUT> tuple. Although our work also 512

relates to the self-training literature, our approach 513

is different. Our instructions exhibit wide diver- 514

sity across various instruction types while keep- 515

ing within the ELPA domain. Lastly, our re- 516

search aligns with the concept of distillation (Hin- 517

ton et al., 2015), as we extract new instructions 518

from a teacher model (in this case, GPT-4). We 519

also employ a language model as a discriminator 520

to eliminate factual inaccuracies and non-ELPA in- 521

structions (Chiang and Lee, 2023; Gao et al., 2023). 522

7 Conclusion and Future Work 523

We compiled instruction seed data consisting of 524

<INSTRUCTION, INPUT, OUTPUT, EXPLANATION> 525

tuples designed for item generation in ELPA. Us- 526

ing these, we prompted GPT-4 to generate a much 527

larger dataset of instruction tuples. Subsequently, 528

we fine-tuned Llama-3 model using with different 529

partitions (17K, 50K, and 70K) of the data. 530

We compare the performance of the fine-tuned 531

models against various LM baselines including 532

Dolly-2, Mistral, Llama-3 base model, and GPT- 533

3.5. The fine-tuned versions consistently demon- 534

strate superior performance in terms of output va- 535

lidity, correctness, and explanation quality (Section 536

2.3). In contrast to prior work suggesting perfor- 537

mance gains from dataset size plateaus at around 538

16K instructions (Wang et al., 2022), we find that 539

our model fine-tuned on 70K compared to 50K 540

instructions shows a marked improvement. 541

Our detailed error analysis identified common 542

issues across the models. While the fine-tuned 543

models produced approximately 60% of test-ready 544

outputs, about 20-30% require manual adjustments 545

by subject matter experts. This suggests that a com- 546

bined human-AI approach would be most effective 547

for advancing ELPA task designs. 548

For future work, we plan to improve our SFT 549

model by aligning with human preference, e.g., 550

DPO (Rafailov et al., 2023). We also plan to align 551

the trained models to specific attributes by post- 552

hoc merging of parameters (similar to Jang et al. 553

(2023)). 554

8 Ethics 555

The risks and harms of language models are well- 556

documented. Bender et al. (2021) provides an 557

overview, including: environmental and financial 558

cost; unfathomable training data leading to encoded 559
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biases that reflect the dominant/hegemonic view;560

coherent output being mistaken as true knowledge.561

This work uses GPT-4 (1.76 trillion parameters)562

for dataset generation. Apart from increased water563

consumption and carbon emissions (Strubell et al.,564

2020; George et al., 2023) when using a larger565

model, there is the risk of including harmful bi-566

ases and misinformation in both the training data567

and in the fine-tuned models. The data was spot-568

checked and filtered using another LLM to remove569

factual data. To mitigate bias and fairness issues,570

we recommend adding additional checks, such as571

those described in Stowe et al. (2024), and involv-572

ing human reviewers before rolling out machine-573

generated content to learners or test takers.574

We hope to show that a smaller model (i.e., a575

model that consumes less resources) can achieve576

the same performance as that of a larger model577

when training data is available. While smaller mod-578

els are more accessible, they remain difficult to ac-579

cess in resource-limited environments where GPU580

compute is rare or expensive.581

9 Limitation582

The experiments were conducted for Llama-3 8B,583

and it is uncertain whether the findings will gen-584

eralize to other models. The human evaluation of585

model performance was completed by the authors,586

who were also designed and conducted the experi-587

ment. As there may be unconscious biases on part588

of the authors, the dataset and annotations will be589

released upon acceptance.590
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A Appendix852

A.1 Prompt templates853

A.1.1 Prompt template to generate ELPA instructions854

Generation prompt template

You are asked to come up with a set of 15 task instructions in English. These instructions should be useful
for language learners of English. These task instructions will be given to a GPT model and we will evaluate
the GPT model for completing the instructions. Separate each instruction using "###".
Here are the requirements:
1. The type of instructions should be similar and related to the instructions in the prompt.
2. These instructions should be related English language learning, such as grammars, semantics, pragmatics,
etc.
3. Please don’t write instructions to write a code or program or answer a mathematical question.
4. Please avoid generating factual instructions that ask specific questions on history, geography, politics, or
science.
5. The instructions should not contain racist, sexist, toxic, or otherwise potentially offensive language.
6. Not all instructions require input. For example, when an instruction asks "did you have lunch yet", it is not
necessary to provide a specific context. In this case, we simply put "<noinput>" in the input field.
7. The output should be an appropriate response to the instruction and the input.
List of 15 tasks:

// Here we insert a 3 seed instructions and 1 model-generated example.
1. Instruction: . . .
1. Input: . . .
1. Output: . . .
1. Explanation: . . .
###
. . .
###
5. Instruction: . . .
5. Input: . . .
5. Output: . . .
5. Explanation: . . .
###
6. Instruction:

855
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A.1.2 Prompt template to filter ELPA instructions 856

Filtration prompt template

Given the following tuples of <instruction,input,output> your task is to evaluate the quality of the tuple(s)
and accept or reject them based on the following requirements. Separate each example using “###”.
Here are the requirements:
1. The <instruction,input,output> tuples are used for language learning in English.
2. The output should not contain any verifiable factual information related to science, geography, history,
business etc.
3. The output should not contain any code, program, or mathematical formula.
4. The output should be free of racist, sexist, toxic or otherwise potentially offensive language and imagery.
5. The instruction should not contain inflammatory, highly controversial or upsetting topics.
6. The output should not contain language or symbols that reinforce stereotypes.
7. Return the full tuple <instruction,input,output> with Evaluation and Reason.

See the following examples.
1. Instruction: Reply the statement with a proper answer.
Input: we are all going to the movie at 7pm.
Output: Great, my work finishes at 6pm so perhaps I can join too.
Evaluation: Accept.
Reason: The instruction, input, and the output does not contain any factual information, code, or inflammatory
comment.
###
2. Instruction: Write an indirect answer to the question.
Input: who is your favorite soccer player?
Output: I loathe soccer because it is not a manly sport.
Evaluation: Reject.
Reason: The output seems toxic ("not a manly sport") and gender biased.
###
3. Instruction: This is an email written by a customer to a customer support team. Please give me a question
that asks about the main idea.
Input: Email: Hello, Thanks for sending my order #3397—it arrived this morning. Unfortunately, the paint
was not the one I had asked for. I had selected color SP 944 but received SP 945 (Ocean Waves). They appear
right next to each other on your Web site, so the two may have been confused at your end. Could you send
me the correct paint, along with additional samples that are close in color to SP 722? Thank you, Arun Phan
Output: What problem does Mr. Phan mention in his e-mail?
Evaluation: Accept.
Reason: The instruction, input, and the output does not contain any factual information, code, or inflammatory
comment.
###
4. Instruction: Write a 6-turn exchange between 3 people (Person-1, Person-2, and Person-3). They all work
at the same company, and discuss thoughts on which division will end up occupying the space.
Input: no-input.
Output:
"Person-1: Have you two taken a look at the progress they’ve made upstairs on the office expansion? It looks
great!
Person-2: I know! I can’t believe it! And the offices up there have amazing views of the city.
Person-3: I wonder which division will move up there when it’s finished.
Person-2: I heard it’s the research department.
Person-1: Ah, because the CEO is biased towards the department. In fact the CEO hired her husband to lead
a new project inside research.
Person-1: I think you’re right, there!"
Evaluation: Reject.
Reason: The output seems toxic. The conversation is not suitable for a workplace environment.
###
5. Instruction: What is the capital of India?
Input: no-input.
Output: New Delhi.
Evaluation: Reject.
Reason: The output is factual.

857
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A.2 More examples of generated data858

Instruction Convert the following informal sentence to a formal one.
Input Can you give me a hand with this report?
Output Could you kindly assist me with the completion of this report?
Explanation The output changes the informal request "Can you give me a hand" to a more formal and polite

request "Could you kindly assist me".

Instruction Write a sentence using the given idiom.
Input "at the drop of a hat"
Output John was known to change plans at the drop of a hat, often leaving his friends confused.
Explanation The phrase "at the drop of a hat" is skillfully incorporated into a sentence, illustrating the idiom’s

meaning by describing a scenario where John readily changes his plans.

Instruction Convert this assertive sentence into an interrogative one without changing its meaning.
Input "You know the deadline for the project is next week."
Output "Do you know the deadline for the project is next week?"
Explanation The output is a question that keeps the meaning of the original assertive sentence by asking about

the knowledge of the project deadline being next week.

Instruction Make a formal apology to a customer.
Input I am upset that the product I was sent doesn’t match the product I was shown.
Output Dear Customer, We greatly apologize for the guidance and inconvenience that you received in

relation to the product you ordered. This is certainly not the level of service we strive to provide,
and we want to make it right. We are happy to issue a replacement with the correct product at no
extra cost. Again, our sincerest apologies for the blunder. We promise to make this right.

Explanation The reply is a formal, gracious apology that admits fault on the company’s behalf, provides a
solution to the issue, and reiterates the commitment to good service.

Instruction Formulate a question that could be answered with the statement provided.
Input I haven’t completed it yet, but I’m about halfway done.
Output How far along are you with the project?
Explanation The question asks about the progress of an unspecified task, which is then addressed in the given

statement, indicating a progress of being approximately halfway done.

Instruction Build a 6-turn conversation around a topic. In the conversation, use the quote, "Actions speak
louder than words.

Input noinput
Output Person 1: Do you think apologizing is enough when someone hurts you? Person 2: Well, apologies

matter but only if they are sincere. You know what they say, "Actions speak louder than words."
Person 1: True, we often forget the impact of our actions while relying too much on our words.
Person 2: Exactly, it’s easy to say sorry, but you can tell it’s sincere when the actions change.
Person 1: I totally agree with you. It’s important to see that change. Person 2: Absolutely, it’s all
about the actions in the end

Explanation The conversation discusses the importance of actions along with words, effectively integrates the
quote and revolves around the topic of apology and change in behavior which validates the
saying "Actions speak louder than words

Table 4: The additional examples include instructions from these categories (see Section 3.1 for more information):
pragmatic, figurative, grammar, prose, prose/question, and prose/dialog.
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A.3 Annotation guideline for evaluating the instruction quality 859

Instruction-tuning models have become one of the cornerstones of recent NLP research. We have 860

automatically generated instructions using GPT-4 following some specific input prompts. Our goal is to 861

generate enough valid instructions that can be used to finetune a new instruction model. 862

The annotation task here is to evaluate the quality of the instructions. With each instruction, we also 863

have an input, an output, and in some cases, an explanation. See the following example, 864

865

Instruction: Reply the statement with a proper answer. 866

Input: we are all going to the movie at 7pm. 867

Output: Great, my work finishes at 6pm so perhaps I can join too. 868

Explanation: The reply acknowledges the information given in the context and suggests a potential plan 869

for joining the group at the movie at 7pm. 870

871

We will be evaluating each component (instruction, input, output, explanation) based on five 872

different aspects. Your task will be simply selecting from the dropdown menus (items will be provided on 873

Excel sheets). In most cases, the options are self-explanatory. 874

Aspect Instructions
Validity 1. Is the instruction valid as well as can be asked in a language learning assessment? E.g. the above

example (“reply the statement . . . ”) falls into this category. Select “valid and ready”.
2. Is the instruction seeming valid but not the type of instruction we use in a language learning
assessment? Such as an instruction like – “who is the captain of the USA soccer team” or “what is the
capital of Canada”. For such instructions, select “valid”.
3. Invalid instruction, that is illogical, does not follow common-sense, or just a garbage statement.
Select “invalid”.

Instruction type 1. Although we prompted the LLM not to generate instructions that are factual or based on real world
events (such as a question asking the capital of a country) sometime the LLM still does generate such
instructions. We will categorize these as “factual”. Note, instructions like “write a program/code” or
“draw an image” also belong to this category. Select “factual”.
2. Non-factual instructions. These are ones that relate to language learning, typical of the instructions
that we want the model to train with (e.g., reply a statement/grammar check/write an idiom using x/)
etc. Select “non factual”.

Input faithfulness 1. If the input follows the instruction perfectly and matches what has been instructed. For instance, for
the above example, the input is a proper statement that could be replied. Select “matches”.
2. If the input does not follow the instruction we call it not-matched. Select “does not match”.

Output correctness 1. Is the output correct for the instruction and input pair? Select “right”.
2. Otherwise, select “wrong”.

Quality of explanation 1. Yes, the explanation correctly explains the output (select “yes”).
2. The explanation is right but could be better (select “weak yes”).
3. The explanation is not totally correct (select “weak no”).
4. The explanation is wrong (select “no”).
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A.4 Model performance results875
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14.50
3.50

7.50
4.00
1.00

6.00
3.00
0.00

4.50
2.00
0.00

Mistral 71.00
59.50
69.50

20.00
9.00

35.00

54.00
42.00
44.50

25.50
14.50
16.50

23.00
11.00
12.00

24.00
10.50
13.00

GPT-3.5 72.50
60.00
51.00

34.50
12.00
29.50

56.50
43.00
37.00

25.50
13.50
14.50

27.50
11.50
11.50

22.50
11.00
12.00

Llama 38.00
32.50
46.50

15.50
5.00

21.00

8.00
3.00

23.00

12.00
6.50
8.50

10.50
4.50
5.00

7.00
4.50
5.00

SFT-17K 68.50
55.00
76.50

33.00
10.50
44.50

18.50
6.50

39.50

55.00
39.50
54.50

24.00
10.50
12.50

18.00
8.50

10.50

SFT-50K 72.00
58.50
81.50

32.50
11.50
51.50

22.50
9.00

46.50

54.50
42.00
58.50

26.00
15.00
21.00

15.50
8.00

11.00

SFT-70K 70.50
59.00
85.50

39.00
12.50
56.00

23.50
10.00
50.00

56.50
43.50
60.50

26.00
14.50
25.00

22.50
9.50

16.50

Table 5: The table represents the win-rate of each model on the y-axis when compared to the model on the x-axis.
Validity in dark gray, Output correctness in olive, and Quality of explanation in magenta.
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29.00

23.50
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47.00

46.50
53.00
50.00
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41.00
22.50

22.00
38.50
18.50

25.00
39.00
14.50

Mistral 45.50
79.00
35.50

30.50
53.00
34.50

41.50
75.00
39.00

44.50
77.50
36.50

37.00
77.00
31.00

GPT-3.5 35.50
54.00
40.00

56.00
80.00
46.00

50.00
79.50
42.00

54.00
79.00
38.00

Llama 33.00
54.00
37.00

35.00
53.50
36.50

36.50
52.00
34.50

SFT-17K 50.00
74.50
66.50

56.00
77.00
64.50

SFT-50K 62.00
82.50
72.50

Table 6: The table represents the tie-rate of each model on the y-axis when compared to the model on the x-axis.
Validity in dark gray, Output correctness in olive, and Quality of explanation in magenta.
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A.5 Full evaluation examples 876

A.5.1 Example with a formatting error in the output 877

• Instruction: Generate a question to assess understanding of the main point in the following sentence. 878

• Input: In spite of facing hardships, the team managed to win the championship. 879

Output Model Explanation Validity Output
correctness

Explanation
quality

The team generated a question
to assess their understanding of

the main point in the above
sentence - In spite of facing

hardships, the team managed to
win the championship.

dolly invalid wrong no

What did the team manage to
do in spite of facing hardships?

gpt valid and
ready for a

test

right no

What challenge(s) did the team
encounter while winning the

championship?

mistral The question tests
understanding of the main point
by asking about the challenges
the team faced while achieving

their victory. The sentence
implies that the team’s success

was not easy but required
overcoming obstacles, so asking
about these challenges directly
assesses comprehension of the

sentence’s meaning.

valid and
ready for a

test

right yes

1. Why did the team win the
championship in spite of facing
hardships? 2. Why did the team
win the championship despite
facing hardships? 3. Why did

the team win the championship
despite the hardships they

faced? 4. Why did the team win
the championship despite the

hardships they faced? . . .

llama The question is appropriate
because it assesses the main

point of the sentence, which is
that the team won the

championship despite facing
hardships. The question also

encourages the student to think
critically about the reasons why

the team was able to win the
championship in spite of the

hardships they faced.

invalid wrong no

What was the outcome of the
team despite the hardships?

sft-17k The question is designed to
assess whether the respondent
understands the main point of

the sentence, which is the
team’s success in spite of

hardships.

valid right weak yes

What was the outcome of the
team’s situation despite facing

hardships?

sft-50k The question directly asks for
the main point or outcome of
the situation described in the

input sentence, which is that the
team won the championship

despite facing hardships.

valid right weak yes

What is the main point that the
sentence is trying to convey
about the team’s victory?

sft-70k The question is designed to
assess the reader’s

understanding of the main point
of the sentence, which is the

team’s victory despite
hardships.

valid right weak yes
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A.5.2 Example where output is in the proximity but does not follow the instruction exactly880

• Instruction: Paraphrase the following sentence.881

• Input: Nobody knew how much time she spent training for the Olympic Games.882

Output Model Explanation Validity Output
correctness

Explanation
quality

Sara Performance, the Canadian
freestyle skier who competed in the

2006 and 2010 Olympic Games, spent
three years training for the games. No
one knew how much time she spent

training because she kept it a secret to
avoid pressure from expectations.

dolly invalid wrong no

No one was aware of the amount of
time she dedicated to training for the

Olympic Games.

gpt The output is appropriate given
the instruction and input

because it rephrases the original
sentence while retaining the

meaning. It replaces "nobody
knew" with "no one was aware
of" and "how much time" with

"the amount of time".
Additionally, it changes "spent

training" to "dedicated to
training" to convey the same

idea.

valid right yes

It was unknown how many hours she
dedicated to preparing for the Olympic
Games. This paraphrase conveys the

same meaning as the original sentence
but uses different words and phrase

structures. The original sentence says
"Nobody knew," which can be

paraphrased as "It was unknown." The
instruction also asks to change "she

spent" to "she dedicated," which creates
a more formal and specific phrasing.
The phrase "for the Olympic Games"

remains the same in both sentences. By
using "hours" instead of "time," the

paraphrase provides a clearer
understanding of the quantity of
training time being referred to.

mistral valid right weak yes

She trained a lot for the Olympic
Games.

llama The output is a paraphrase of
the input sentence. It is
appropriate given the

instruction to paraphrase the
sentence.

invalid wrong no

The extent of her training for the
Olympics remained a mystery to

everyone.

sft-17k The paraphrased sentence
effectively conveys the same

meaning as the original
sentence but uses different
words and syntax to do so.

valid
and

ready
for a
test

right yes

Nobody was aware of the amount of
time she spent training for the Olympic

Games.

sft-50k The reply paraphrases the
original sentence by replacing

’knew’ with ’was aware of’ and
’how much time’ with ’the

amount of time’, while keeping
the same meaning.

valid right weak yes

sft-70k invalid wrong no
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A.5.3 Example where the task is easy for most models 883

• Instruction: Translate the given English sentence into simple words that a beginner might understand. 884

• Input: The CEO convened an emergency meeting to discuss the catastrophic consequences of the 885

failed project. 886

Output Model Explanation Validity Output
correctness

Explanation
quality

discuss catastrophic
consequences of failed

project

dolly invalid wrong no

1. Boss gathered
people, 2. Quick

meeting, 3. Discuss bad
project problem.

mistral In this sentence, "The CEO convened an
emergency meeting to discuss the

catastrophic consequences of the failed
project", the word ’CEO’ refers to the

leader or boss of a company, ’convened’
means called or gathered, ’emergency’
indicates that it’s important and urgent,
’discuss’ means talking about a problem,
and ’catastrophic consequences’ refer to

the serious negative outcomes. To
simplify it for a beginner, we can break
down the sentence into three parts: 1.

Boss gathered people, 2. Quick meeting,
3. Discuss bad project problem. This
way, a beginner can understand the

sentence without getting overwhelmed
by long words and complex sentences.

valid right weak yes

The boss gathered
everyone for a sudden
meeting to talk about

the really bad results of
the project that did not

go well.

gpt valid and
ready for a

test

right no

1. The CEO called a
meeting to talk about
the bad results of the

project.

llama The CEO convened an emergency
meeting to discuss the catastrophic

consequences of the failed project. This
means that the CEO called a meeting to
talk about the bad results of the project.

The output is appropriate because it
uses simple words that a beginner might
understand and it accurately reflects the

meaning of the input sentence.

valid and
ready for a

test

wrong weak yes

The boss called a
meeting quickly to talk

about the serious
problems with a project

that didn’t work.

sft-17k The reply translates the high-level
English in the input to simpler,

beginner-level words without changing
the overall meaning of the sentence.

valid and
ready for a

test

right yes

The boss called a very
important meeting to

talk about why a project
didn’t work well.

sft-50k The output provides a simpler version
of the input, using easier words and
shorter phrases while retaining the

original meaning. It is appropriate for a
beginner to understand.

valid and
ready for a

test

right yes

The top boss called a
meeting to talk about
the bad results of a

failed project.

sft-70k The reply simplifies the language of the
original sentence by using simpler
words and phrases like ’top boss’

instead of ’CEO’, ’called a meeting’
instead of ’convened an emergency
meeting’, and ’talk about the bad

results’ instead of ’discuss the
catastrophic consequences’.

valid and
ready for a

test

right yes
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A.5.4 Example where the task is difficult for most models887

• Instruction: Write a sentence using an idiomatic expression.888

• Input:889

Output Model Explanation Validity Output
correctness

Explanation
quality

noinput. dolly invalid wrong no

The project is a ’pie in the sky’
idea that may never see the light

of day.

mistral valid and
ready for a

test

right yes

No pain, no gain. gpt - valid right wrong

The first input is a sentence, the
second a sequence of words that

together form an idiomatic
expression.## Prompt Prompt:
Make an idiomatic expression
out of the first input sentence.

## Difficulty . . .

llama invalid wrong no

After hours of studying, he felt
like he was burning the

midnight oil.

sft-17k The phrase ’burning the
midnight oil’ is an idiomatic
expression meaning to work

late into the night. In this
context, it is used to depict the

act of studying late into the
night.

valid and
ready for a

test

right yes

sft-50k An idiomatic expression or
idiom is a phrase where the

words together have a meaning
that is different from the

dictionary definitions of the
individual words. An example
of an idiom is ’it’s raining cats

and dogs’, which means it’s
raining heavily.

invalid wrong no

It’s raining cats and dogs
outside.

sft-70k The sentence uses the idiomatic
expression ’raining cats and

dogs’, which means it’s raining
heavily.

valid and
ready for a

test

right yes
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