Sample-Efficient Tabular Self-Play for
Offline Robust Reinforcement Learning

Na Li Zewu Zheng Wei Ni
Zhejiang University The Chinese University Edith Cowan University
nlee@zju.edu.cn of Hong Kong and University of New South Wales
zhengzw@link. cuhk.edu.hk wei.ni@ieee.org
Hangguan Shan Wenjie Zhang Xinyu Li
Zhejiang University University of New South Wales Huazhong University
hshan®@zju.edu.cn wenjie.zhang@Qunsw.edu.au of Science and Technology

lixinyu@hust.edu.cn

Abstract

Multi-agent reinforcement learning (MARL), as a thriving field, explores how
multiple agents independently make decisions in a shared dynamic environment.
Due to environmental uncertainties, policies in MARL must remain robust to
tackle the sim-to-real gap. We focus on robust two-player zero-sum Markov games
(TZMGs) in offline settings, specifically on tabular robust TZMGs (RTZMGs).
We propose a model-based algorithm (R7Z-VI-LCB) for offline RTZMGs, which
is optimistic robust value iteration combined with a data-driven Bernstein-style
penalty term for robust value estimation. By accounting for distribution shifts
in the historical dataset, the proposed algorithm establishes near-optimal sample
complexity guarantees under partial coverage and environmental uncertainty. An
information-theoretic lower bound is developed to confirm the tightness of our algo-
rithm’s sample complexity, which is optimal regarding both state and action spaces.
To the best of our knowledge, RTZ-VI-LCB is the first to attain this optimality, sets
a new benchmark for offline RTZMGs, and is validated experimentally.

1 Introduction

Multi-agent reinforcement learning (MARL), which focuses on developing algorithms that enable
multiple agents to learn and make decisions in dynamic environments, has garnered significant
attention in gaming [35]] and autonomous driving [4]. Offline MARL, addresses the high cost
of interacting with the environment by leveraging historical data collected from past interactions
generated under unknown or biased behavior policies [22]. The dynamic and non-stationary nature of
real-world environments introduces critical uncertainties. Robustness becomes important in ensuring
stable decision-making, because standard MARL algorithms under ideal conditions are highly
sensitive and prone to catastrophic failures when faced with even minor adversarial perturbations [48|
435, 146]. In this sense, robust guarantees are particularly vital in offline MARL, highlighting the core
of offline robust MARL. Two-player zero-sum Markov games (TZMGs) represent a compelling setting
of MARL, giving rise to the field of robust TZMGs (RTZMGs) from robust MARL.

A key challenge in offline RTZMGs is addressing environmental uncertainties with as few samples
as possible under partial and limited coverage. Historical data often only offers partial and limited
coverage of the state-action space, leading to poor estimates of model parameters and unreliable
policy. Besides, environmental uncertainties arise from model mismatches, system noise, and the
disparity between simulation and real-world scenarios. To address uncertainties, RTZMGs incorporate
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Table 1: A comparison between RTZ-VI-LCB and P2M?PO [3] on finding an -
optimal robust Nash policy in finite-horizon offline RTZMGs with f(ot,07,H) =

min { (HU+_(1:+()1;U+)H), (H(’i_l;(l;ai)H%H}, where the uncertainty set is quantified by to-
tal variation (TV) distance. The sample complexities omit all logarithmic factors.
Algorithm Sample complexity Uncertainty level
P2M2PO [[] LEQAB not considered
RTZ-VI-LCB (Ours) S5U4D) p(5+ - ) full range
Lower bound w min{oc*, 07} < &
Lower bound % min{oc*, 07} > &

equilibria not only between the two players but also with their adversarial strategies, considering
worst-case environments selected from predefined uncertainty sets for each player.

Despite recent efforts [21, 5] 48, [29], there remains a fundamental gap in learning effectively in
offline RTZMGs, primarily due to high sample complexity. For a tabular RTZMG (formal definition
in Section 2) with horizon length H, states S, actions {A, B}, and uncertainty levels {c ", 0}
for the two players, the best sample complexity for e-optimal robust Nash equilibrium (NE) in the

offline setting to date is 9) (C"Hi#) achieved by P2M2PO [[5]], which demonstrates near-optimal

sample complexity in H, S, and A, B, but overlooks the influence of uncertainty levels and faces the
curse of multiagency [40]]. Hence, the key research question addressed in this paper is

Can we design an efficient algorithm for offline RTZMGs with partial state-action
coverage while ensuring robustness to uncertainties?

1.1 Contribution

In this paper, we design a novel model-based algorithm R7Z-VI-LCB for offline RTZMGs, which is
an optimistic variant of robust value iteration. RTZ-VI-LCB involves a data-informed Bernstein-style
penalty for robust value estimation to effectively capture the variance structure, and a two-stage
subsampling method to suppress the statistical dependencies of the historical data. Notably, this
is the first fime that the optimal dependence of sample complexity on S and {A, B} and the best
dependence on H has been achieved for offline RTZMGs. Table [I|compares the sample complexity
between our approach and the status quo. The main contributions are outlined as follows.

(i) Robust unilateral clipped concentrability: With this new criterion, we define a measure C €
[m, o0) for the quality of historical data. It captures the distribution shift between the behavior
policy (u",v") and the single optimal robust policies (u,»*) and (u*,r) under environmental
uncertainty in the partial coverage, and offers a tighter measure of distribution mismatch than C;

used in P?M?PO [J3]. The introduction of C* improves sample complexity.

(ii) Near-optimal sample complexity upper bound: RTZ-VI-LCB can provably find an e-optimal

robust NE policy as long as the sample size exceeds 9] (w flot, 07, H )) with an e-
independent burn-in cost. This significantly improves upon the prior art [5] on state S and action

{A, B}, and further delineates the impact of the uncertainty levels {o ", 0 }.

(iii) Information-theoretic sample complexity lower bound: We establish a tight lower
bound for RTZMGs, revealing at least 2 (CySH*(A + B)/e?) samples are needed for an

g-optimal robust NE policy under the uncertainty level min{oc*,0c7} < %, and at least
Q (CrSH*(A+ B)/(e*min{o",07})) samples are needed under min {oc*,0~} > . Com-
paring these upper and lower bounds confirms the optimality of RTZ-VI-LCB w.r.t. state S and

actions {4, B} in sample complexity across uncertainty levels.

(iv) Extension to multi-agent RL: We generalize RTZ-VI-LCB to Multi-RTZ-VI-LCB for ro-
bust multi-player general-sum Markov games, and achieve an e-optimal robust NE policy for
O (CrH*S 3", Amin {{(Ho; — 1+ (1 - o)) /(0:)% ., H}/e?) samples with M players,
A; actions, and uncertainty level o; per player.



1.2 Related Work

This section reviews a curated selection of related research focusing on provably tabular RL.

Finite-sample studies of standard TZMGs. Markov games (MGs), or stochastic games, were
proposed in the early 1950s [32]. Then, extensive research has been conducted, and MARL has
gained significant attention [30], particularly around Nash equilibrium [27, 23]]. Numerous MARL
algorithms with provable convergence and asymptotic guarantees have been developed [31]. More
recent work has focused on creating algorithms for standard MARL with non-asymptotic guarantees
through finite-sample analysis. In this area, most efforts to compute Nash equilibria are focused on
TZMGs. The studies in [2] and [41] were the first to provide non-asymptotic sample complexity
guarantees for model-based (e.g., VI-Explore and VI-ULCB) and model-free algorithms (e.g., OMNI-
VI). Further improvements in sample complexity have been explored [[10} 18} 28} [13} 26].

Robustness in MARL. Although progress has been made in MARL, existing algorithms may
struggle when faced with environmental uncertainties, leading to significantly deviated equilibria.
MARL robustness against uncertainties has drawn attention in different parts of MGs [38]], includ-
ing state [49]], environment (reward and transition dynamics), agent types [47], and other agents’
policies [20]. A typical method to address robustness against uncertainties of the environment is
distributionally robust optimization (DRO), which is a method predominantly explored in supervised
learning [3|[14}[6]. The application of DRO to manage model uncertainty in single-agent RL [[17]
has attracted considerable attention. However, when extended to MARL, researchers formulated the
problem as robust MGs armed with DRO and developed a relatively understudied field with only a
few proved algorithms [5, 21} |29} 48| 134]]. Thus, relevant algorithms based on partial coverage of
datasets while considering the uncertainty level are lacking.

Single-agent robust offline RL. In single-agent offline RL, addressing uncertainties of environ-
ments using DRO—such as robust Markov decision processes (MDPs) and distributionally robust
dynamic programming—has attracted considerable interest in both theoretical research and practical
applications [[16]. Recent work has focused on the finite-sample performance of provable robust
offline RL algorithms, exploring different divergence functions for uncertainty sets, various sampling
mechanisms, and related challenges [5]. It has been shown that addressing robust MDPs does not
demand more samples compared with those needed for standard MDPs [33]]. However, RTZMGs
present additional complexities beyond those in robust single-agent offline RL.

2 Problem Formulation

This paper focuses on offline RTZMGs, which is a robust version of standard offline TZMGs by taking
environmental uncertainties into consideration. RTZMGs form a broader class than standard TZMGs,
accommodating various prescribed environmental uncertainty sets. In RTZMGs, the dynamics extend
standard TZMGs by incorporating two players, as well as their respective situations that determine
the worst-case transitions. We investigate an efficient algorithm to achieve robustness and optimal
sample complexity on state S and actions { A, B} under partial coverage of the state-action space.

An RTZMG under the finite-horizon setting can be defined as MG, =
{S,.A,B,L{/ﬂ"+ (P°),Ug (P°),r,H}, where S = {1,---,S} is the state space of size S;
(A={1,---,A},B:={1,---, B}) denotes the action spaces of the max-player and the min-player

with sizes A and B, respectively; H is the horizon length; r = {rh}hH:1 represents the immediate
reward obtained at time step h. Specifically, r,(s,a,b) is assumed to be deterministic on a
state-action pair (s, a, b) and falls within the range [0, 1]. This reward can represent both the gain

of the max-player and the loss of the min-player. Here, L{g+ (P°) and U7 (P°) represent the
uncertainty sets for the max-player and min-player, respectively.

Unlike standard TZMGs that assume a fixed transition kernel, these uncertainty sets account for
bounded perturbations in the transition kernel and enable modeling of environmental uncertainties.
These uncertainty sets are centered on a nominal kernel P° : § x A x B — A(S), with their size
and shape defined by a distance metric p and radius parameters o+ > 0 and ¢~ > 0. Considering

players’ individual properties, both players can independently define their uncertainty sets U/ i (PY)



and U7 ~(PY), by specifying different sizes (¢ > 0 and 0~ > 0) and potentially using distinct
divergence functions (p) to shape these sets. For illustration convenience, we consider the same
divergence function for both players in this paper.

Uncertainty set with two-player (s, a, b)-rectangularity. According to the transition kernel un-
certainty sets Z/{;,’Jr (P°) and Uy (P°) defined above, we adapt the rectangularity condition to a
two-player setting inspired by [33] [I7], termed two-player-wise (s, a,b)-rectangularity. The adapta-
tion enhances computational tractability and facilitates the robust version of Bellman recursions. It
permits each player to select its uncertainty set independently, which can be decomposed for each

state-action pair into a product of subsets. Thus, the uncertainty sets Z/lg+ (PY) and U3~ (PP) for the
two players, adhering to two-player-wise (s, a, b)-rectangularity, are mathematically defined as

ug+ (PO) =Q Ug+ (Pi(L),s,a,b) ) Z/{g_ (PO) =Q ug_ (Plg,s,a,b) ) (1)

where Z/{g+ (PO

h,s,a,b) = {Ph’s,a,b EAS):p (Ph’s,a,b, P};s,a,b) < 0+}, ® represents the Carte-
sian product, and U (P;Els?a’ b) can be defined similarly. We define a vector of the transition kernel
P or P at any state-action pair (s, a, b) as

Phsab = Pu(-|s,a,b) e RS P = P)(-|s,a,b) € RS, )

Here, the distance function p for each player’s uncertainty set can be selected from various options that
quantify differences between probability vectors. These include f-divergences (e.g., KL divergence,
TV distance, and chi-square) [44], the Wasserstein distance [42]], and £, norms [9].

Offline dataset. Let D be a dataset consisting of K episodes under independence, with
each episode produced by implementing a behavior policy {u?,27}Z  in a nominal MDP
MY = (8,A,B,H,P° = {P}L {rp}fL,). For 1 < k < K, the k-th episode
(sh,af, bf, ..., sk, ak, bY, sk, ) is generated as follows:

SIfNan aﬁ~ﬂ2('|sﬁ)7 blfi NV}:('lsﬁ)’ SZJrl NP}?('|S];L’a§7bZ)7 1<h<H. @3

Throughout this paper, o" denotes the initial distribution related to a historical dataset. We use the
short-hand notation for the occupancy distribution with respect to (w.r.t.) the behavior policy (u", ")
as: V(h, s,a,b) € [H] xS x A X B,

n_n 0 n_n 0 n_n po
dy " (s) =P(sn=sls1~ o 1o PO); d T (s,a,0) = i () (al s) v (b)), (4)

which are simplified to """ (s) = d*"*"*" (s) and d""" (s, a,b) = d""""" (s, a,b). Similarly,
for any product policy (u, v), we define: V(h, s,a,b) € [H] x S x A x B

diy"" (s) = Plsn = 5|51~ 0, v, P); di" " (s,0,0) = dy " (s)un(al ) vi(b] 5). (5)
Robust value functions. In RTZMGs, players seek to optimize their worst-case performance

across all possible transition kernels within their respective uncertainty sets Z/{;)’Jr (PO) and Z/{g_ (PO).

For any product policy (1 X v) € A(A x B), the max-player’s worst-case performance at time
. . . + . +
step h is measured with the robust value function V}*"7 and the robust Q-function Q|7 ,

V(h,s,a,b) € [H] x S x A x B, as given by
;L,l/,a'Jr R v, P ;4,1/,0'Jr . w,v, P
Vi (s) = mfPeMg*(PO) Vi (s), Q@ (s,a,b) = mfPeug*(P% QY (6a)
V}fhy’oi (8) = SuPpeupa* (P9) V;ihwp(s)y QZ7V707 (57 a, b) = Suppeuﬁr* (PO) QZW’Py (6b)
where

Vi (s)

|
H

H
v, P |:Zt—h Tt(st’a“bt) | sh = 5} ;
H
|:Zt=h Tt(st’at’bt) | sh=s,ap =a,by, = b:| .

|
=

Qi (s,a,b) :

4



Robust Bellman equations. Based on the robust value functions in @, RTZMGs include a robust
version of the Bellman equation, dubbed robust Bellman equation. The robust value functions

Vh“’”’0+(s) for the max-player with any product policy (1, v) satisfy: V(h, s) € [H] x S,

v,ot . ,1170'+
Vi (s) =E(a,b)~<uh<a>,uh<a>)[rh(&a’b)+mfpeug+(P“, o PV } @

h,s,a,

Likewise, V}/*>? (s) can be obtained for the min-player. Note that the robust Bellman equations are
intrinsically connected to the two-player-wise (s, a, b)-rectangularity condition (see ) applied to
the uncertainty set. This condition separates the dependencies of uncertainty subsets among different
time steps, the players, and state-action pairs, thus leading to the Bellman recursion.

Optimal robust policy. Again, based on (6)), we define the maximum robust value function of the
max-player under the fixed opponent policy as: V(h, s) € [H] x S,
v,ot L,l/,zfJr : 4,V
Virt? (s) = max,.sx m)-aa) Vi (s) = max,.sx (a4 lnfpeug+(p0) Ve (s).
The maximum robust value function for the min-player can be obtained similarly.

As proved in [3]], there is at least one policy, denoted by pf(s) : S x [H] — A(A) (for the max-
player) and v} (s) : S x [H] — A(B) (for the min-player), corresponding to the robust best-response

policy. These policies can simultaneously achieve V;* ot (s) (for the max-player) and V;/**7 ()
(for the min-player) for all s € S and h € [H].

Robust Nash equilibrium. We introduce the robust variant of standard solution concepts—robust
NE for RTZMGs. A product policy (1, v) is considered a robust NE if: V(s) € S
Vit () = VT () Vi () = 0 (s). ®)

A robust NE signifies that given the product policy (i, V) of the opponents, no player can enhance
their outcome by deviating from their current policy unilaterally when each player accounts for the

worst-case scenario within their uncertainty set Ug+ (P%)ortdg (P).

Since finding exact robust equilibria can be complex and may not always be feasible, practitioners
often seek approximate equilibria. In this context, a product policy (1 x v) € A(A x B) can be
termed an e-robust NE if

v,ot ot o Jk,0
Gap(p, v) = max{V;""7 (o) =Vi"7 (o), V"7 (o) = V""" (o)} <¢, ©)
where
*,v,0T x0T *,0F *,0F
Vl (9) = ]Es~gvl (S)a Vi (Q) = IEswgvvl (8)
The definitions of V/**7 () and V;"? () can be obtained similarly. The existence of a robust NE

has been proved for general divergence functions in the uncertainty set in [5]].

Our Goal With a dataset collected from the nominal environment, our objective is to find a solution
yielding an e-robust NE for RTZMG w.r.t. a specified uncertainty set 2/ (P°) around the nominal
kernel, minimizing the number of samples required under partial coverage of the state-action space.

3 Algorithm Design

In this section, we propose an efficient model-based algorithm, RTZ-VI-LCB, to learn a robust NE
policy. Notably, RTZ-VI-LCB achieves a near-optimal sample complexity with robustness, which is
designed for offline RTZMGs within the finite-horizon setting.

3.1 Building an Empirical Nominal MDP

According to the empirical frequencies of state transitions, we can construct an empirical estimate
PO = {PPH1 | of P° where V(h,s,a,b,s') € [ H| x Sx Ax BxS

R =N IL{(sq-,,ai,bi,s,'i)=(s,a,b,s/)} . .
P;?(S’Is,a,b){ WGl » i NL(s,0,5) > 0;

(10)
1/8, if Nj, (s,a,b) =0,



~ Th (Sa a, b) ; if Nh (S’ a, b) Z 07
b) =
Th (Saa7 ) {O’ lho (Svaab) :07

where Ny, (s, a, b) represents the total number of sample transitions from (s, a, b) at step h, and
N
Ni(s,a,b) = 1{(si,a5,b:) = (s,a,b)}. (12)

Although it is feasible to decompose the historical dataset D into sample transitions, the dependencies
between transitions within the same episode introduce significant complexities to the analysis.

(11

Algorithm 1 Two-stage subsampling for RTZ-VI-LCB.

input Dataset D, probability .
1: Step 1: Data Partitioning. Split D into two equal-sized subsets, D™ and D?, each containing
K /2 trajectories.
2: Step 2: Defining Transition Bounds. For step & and state s, denote the number of transitions
from D™ (resp. D?) as N;"(s) (resp. N2 (s)). Construct the trimmed count as:

H
Ni(s) = max{N,al(s) — 104/ N7 (s) log (SS,O}; (13)
3: Step 3: Generating Subsampled Dataset. Randomly sample transitions (quadruples of the form
(s,a,b, h,s’)) from D™ uniformly. For each (s,h) € S x [H], include min{Nj (s), Nj"(s)}
transitions in the new dataset D*.
output Set Dy = Dt

Inspired by [24], we design a new two-stage subsampling method for RTZMGs, as shown in
Algorithm[T] This method effectively reduces statistical dependencies, resulting in a distributionally
equivalent dataset Dy composed of independent samples. The property of Dy is summarized in the
following lemma and formally proved in Appendix [C]

Lemma 3.1. The dataset produced by the two-stage subsampling method is distributionally identical
to Dy with probability of at least 1 —85, where { Ny, (s, a, b) } are independent of the sample transitions
in D° and obey: V(h, s,a,b) € [H] x S x A x B,

>Kd2(s,a7b) B

Nh(S,(l?b) )

5\/Kd;‘L(s,a,b)logK;5H. (14)

By applying the two-fold sampling method, we can treat the dataset Dy as having independent
samples, simplifying the analysis significantly as supported by Lemma [3.1]

3.2 Optimistic Variant of Robust Value Iteration with Lower Confidence Bounds

We propose a model-based algorithm, RTZ-VI-LCB, for solving RTZMGs using an approximate PO
for P, which is the nominal transition kernel. Specifically, we introduce value iteration with lower
confidence bounds for RTZMGs to compute a robust NE for two players, along with a data-informed
penalty, as summarized in Algorithm 2]

Our algorithm begins at the final time step h = H and proceeds backward through h = H — 1, H —
2,...,1. Following from single-agent offline RL algorithms [24,[19], we design an optimistic robust
Q-value for all (h, s,a,b) € [H] x S x A x B as
@2‘ (s,a,b) = min {?h (s,a,b) + inf g0+ (B2, ) P?};:_l + Bn (s, a,b, ‘717—,:1) , H}; (15a)
CA),: (s,a,b) = max {?h (s,a,b) + SUP peyo (B, ) P‘A/h_+1 — Bn (s, a,b, ‘A/hjrl) , O}, (15b)

to estimate the robust Q-function at time step h € [H| as @Z and @;.

Dual problem. Solving directly is computationally intensive because it requires optimizing
over an S-dimensional probability simplex, which becomes exponentially more difficult as the state



space size .S increases. Fortunately, strong duality for TV distance allows us to tackle this problem
by solving its dual [17] as

inf PI/}ht_l = max {ﬁ;?’s’afb [f}hﬁ_l} oz_J+ (a—rr;i/n [‘7;;1] N (S/)>}7 (16)

+(po O o+
pPeu° (Ph,s,a,b) ae[msan,L+1,msaxVh+1]

where {17,;;1} denotes the clipped versions of V. | € R based on some level @ > 0, as follows.

V] (9 =19% if Vil (s) > o (17)
htl], V,h1(s), otherwise.

Moreover, sup p; o~ (BY >P1A/h_+1 can be defined similarly. See Appendix [B|for details.

,8,a,b

Penalty term. We design a data-driven penalty term, (s, a, b, ‘A/), to account for uncertainty in
value estimates, resulting in an optimistic robust Q-function estimate. To achieve this, we utilize a
Bernstein-style penalty, which effectively captures the variance structure over time [24]). In particular,

for any (s,a,b,h) € S x A x B x [H] and § € (0,1), the penalty term B4 (s, a, b, V) is defined as

5.7 = mi Cnlog%v % QCnHlog% o 18
/Bh (Sa a, v, ) = Imin 4 max N, (S, a, b) arP}?’S.’a’b( )7 Ny, (S, a, b) ) ’ (13)
where C,, is some universal constant, and

Varﬁ)?,,s,a,b <‘7) = ﬁ£75,a,b‘772 B (ﬁ}?asxa,b‘?)2' (19)

Note that we choose P° in the variance term Var po (V'), as opposed to PP, since we have no

h,s,a,b
access to the true transition kernel P°. The penalty term 3, ( s, a, b, V) is crafted to address the

unique structure of RTZMGs, distinguishing it from the penalty terms used in standard offline TZMGs
[LOL 24]. In particular, it provides a tight upper bound on statistical uncertainty, considers the non-
linear and implicit dependency introduced by the uncertainty set /(P°), and addresses challenges
not present in standard MDPs.

Policy estimation. We update the policies using the estimated Q-functions with uncertainty, as
described in line 5 of Algorithm[2] For any matrix N € R4*Z | the function ComputNash(IN) returns
a solution (@, ) to the minimax problem max,,c A (4) Min.ea(B) w ' Nz [11]. In other words, for
each s € S, we compute the NE policies (1 (s), v (s)) and (uy, (s), v;, (s)) € A(A) x A(B)
for the robust zero-sum matrix games with payoff matrices @; (s,-,-) and @; (s,-,-), respectively.
Solving robust zero-sum matrix games is generally PPAD-hard as the players can potentially choose
different worst-case transition kernels.

4 Performance Guarantees

We provide the theoretical guarantee of RTZ-VI-LCB, including the upper and lower bounds of
sample complexity. We also validate the theoretical guarantee through numerical experiments;
see Appendix[A}

Robust unilateral clipped concentrability. For offline RTZMG:s, it is essential to measure the
distributional discrepancy between the historical data and the target data. Drawing on the single-policy
clipped concentrability in the single-agent RL [24], we propose a novel criterion, robust unilateral
clipped concentrability, to measure the distributional discrepancy for RTZMGs:



Algorithm 2 Value iteration with lower confidence bounds for RTZMGs (RTZ-VI-LCB).

1: Initialization: Set uncertainty levels o~ and o*; set ‘7{ (s) =0and 17h+(s) = H forall (s,h) €
Sx[H +1];setQ; (s,a,b) = 0and Q; (s,a,b) = H forall (s,a,b,h) € Sx AxBx[H +1].

: Compute the empirical reward function 7 with and empirical transition kernel Py with .

cforh=H H-1,...,1do

Update the robust Q-value estimate as with 3, (s,a,b, V) defined in (18).

Compute Nash policy for each s € S as

(,u: (s) 71/2' (s)) = ComputNash (@Z (s, )) ;
(1, (s), vy (s)) = ComputNash (@; (s,-, )) .
6:  Update the robust value estimate for each s € S as

Vv]; (S) = anug(s),bfvll;(s) |:Q}: (s,a,b)} ) Vth (8) = EaNMI(s),bNV:(s) I:QZ (8,&,b):| .

7: end for
output The policy pair (1i, 7), where fi = {p;, L and U = {v; }_,.

Definition 4.1 (Robust unilateral clipped concentrability). We define C* € [m, o] as the
smallest value that satisfies

. v, P
{ min {df, (s,a,b), m}
max
(

sup 5]
n, P
11,5,a,b,h, PYEA(A) x S x Ax Bx [H] x4~ (PY) dy (s,a,b)

)

. W v, P
min {dﬁl (s, a, b)vis(Al-s-B)}
sup

PO
(v,5,a,b,h, P)EA(B)x S x Ax Bx [H] xUo+ (P0) dy" (s, a,b)

} <CF Q0

for the behavior policies of the historical dataset D satisfies, and refer to it as the robust unilateral
clipped concentrability coefficient. For consistency, we define the convention “0/0 = 0”.

Notably, if dﬁ’”*’P(s,a, b) or d’g*’”’P(s, a,b) is larger than 1/(S(A + B)), the robust unilateral
clipped concentrability assumption does not require the data distribution dr;L’PO (s, a,b) to scale with
djy P (s a,b) or d‘}f*’”’P (s, a,b) proportionally. Estimating the concentrability coefficient C} from
offline data is generally information-theoretically impossible, as demonstrated even in the single-agent

case by the example construction in Section 3.4 of [24]]. Fortunately, this does not affect the execution
of our algorithm.

Next, we outline the principal theoretical findings concerning the sample complexity of learning
robust NE in RTZMGs, including an upper bound for RTZ-VI-LCB (Algorithm[2) and an information-
theoretic lower bound. We start with the finite-sample guarantee for RTZ-VI-LCB, with the proof
provided in Appendix

Theorem 4.2 (Upper bound for RTZ-VI-LCB). Under the TV uncertainty setU°" (-) and U° (")
defined in (2) with o+, o= € (0, 1], define d}, = ming s 4.5 {d})(s,a,b) : d} (s,a,b) > 0}, and let
floT,07)=min{(Hot =1+ (1 —0")?)/(c")? (Ho™ =1+ (1 —0")#)/(c7)?, H}. Con-
sider any 6 € (0,1) and any RTZMG MG, = {S, A, B,ue" (P°),u° (PY),r, H}. For sufficient
large constants cy, c1 > 0, with probability of at least 1 — 6§, we can achieve

C*xH3S(A + B)log £
Gap(ﬁﬁ)ﬁcl\/ ST BT fot 0 ) e

with the total number of samples T exceeding

H?S(A+ B KH _
(d” )log 5 flot, 07, H). (22)

T=KH>c



Remark 4.3. Under a generative model with uniform sampling, the visitation distribution becomes

explicit; that is, d}’ Po(s a,b) = <i5. In this case, it is sufficient to choose C} = min{A4, B},
which can be readﬂy Verlﬁed to satisfy Eq. (20). This choice leads to the sample complexity

9] (W flot, o7, H )) , which matches the bound established in [34] and confirms the effi-
ciency of our approach in the generative model setting.
We derive an information-theoretic lower bound of sample complexity, with its proof in Appendix [E]
Theorem 4.4 (Lower bound for RTZMGs). Consider any tuple MG, =
{S, A, B,u°" (P%),u° (P°),r, H} obeying H > 16log2 and o, o= € (0,1 — co] with
any small efficiently positive constant 0 < cy < %. Let

‘< 5, ifmax'{a o} < 5% (23)
1, otherwise,

forany co < i. With an initial state distribution g, we can construct a set of RTZMGs {M% fe
F={0,1,---,SA -1}, ¢ = [¢n]i<n<m € ® C {0, 1}H}. For any dataset with K independent

sample trajectories of length H per trajectory satisfying C < C} < 2C, we have

inf = max o {Py(Gap(,v) > ¢)} > 1/8, (24)

provided that

2
€
Here, c is an efficiently small constant. The infimum is obtained over all estimators ([i, D).

T=KH<

(25)

These theorems offer the following key implications:

(i) Theorem [4.2] demonstrates that the proposed RTZ-VI-LCB algorithm can attain an e-robust NE
* 74

solution when sample size exceeds 0] (%Q(AJFB) flo*t, 07, H )), suggesting that the sample

efficiency for robust offline TZMGs is strongly influenced by the dataset quality (quantified by C})

and problem structure of RTZMGs (reflected in the occupancy distributions dJ). If C is as small

S 5A1E) A B the upper bound of the sample complexity exhibits a weaker dependency on actions
{A, B} and state S. Combining this upper bound with the lower bound in Theorem- 4.4] shows that

RTZ-VI-LCB’s sample complexity is optimal w.r.t. key factors S, A, B and . This is the first optimal
sample complexity upper bound for offline RTZMGs, regarding state S and actions { A, B}.

(ii) Theorem [ZIE] conveys two important points. When the uncertainty level is small (i.e.,
min{oct, 07} < H) no algorithm can find an e-optimal robust policy with fewer than

Q (W) samples for all offline RTZMGs, matching the complexity requirement for non-

robust offline TZMGs [18]]. This implies that robust TZMGs are at least as challenglng as standard
TZMGs for low uncertainty. When the uncertainty level satisfies min{oc™*,0~} 2> H, no algorithm

can find an e-optimal robust policy with the numbers of samples fewer than 2 (%) . To

this end, RTZ-VI-LCB is the first provably optimal algorithm on .S and { A, B} for RTZMGs without
requiring full coverage assumptions.

Moreover, our algorithm can be extended to multi-player general-sum MGs with m players and A;
actions and uncertainty level o; per player; see Appendix [F} We can obtain the following theoretical
guarantee for this extended algorithm, named Multi-RTZ-VI-LCB:

Theorem 4.5 (Upper bound for Multi-RTZ-VI-LCB). Consider any § € (0,1) and any robust
multi-player general-sum MGs MG, = M(S,{A;i}i%y, H {UJ (P°)}72 ), {ri}{~,). Under the
TV uncertainty set U%(-) defined in with o; € (O 1] fori = 1,2,--- ,m. Define d, =
ming, s q {d}(s,a) : d}(s,a) > 0}, and f({o;}";, H) = min {<H“7—1+<1 - H}
For sufficient large constants cg, cy > 0, with pVObablllTy of at least 1 — §, we can achieve -

CrH3SY " A;  KH
Gap(s) < cryf FEIZE A 1o, K7 ity ),

—




with the total number of samples T exceeding

i KH
log == F({o} 2y, H). 6)

Theorem demonsAt/rate§ tliat Multi-RTZ-VI-LCB can attain an e-robust NE solution when the
sample size exceeds O (%22:1’4’ f{oi H )), breaking the curse of multiagency.

5 Numerical Experiments

To effectively evaluate our algorithm, we have conducted numerical experiments on randomly
generated transition kernels, following the code proposed by [39]. In particular, we adopt the
parameter setting as S = 50, A = B = 2, and H = 100, averaged over 100 seeds. Experiments
are conducted on PyTorch 2.0.0 with a single NVIDIA RTX 4090 24GB GPU. In our experiments,
the robust NE at each state and timestep is computed using standard NE solvers, i.e., the Python
package nashpy. Our algorithm is compatible with any exact or approximate NE solver, including
computational relaxations or sampling-based methods.

As shown in Figure the case of K = 148 ~ ¢® demonstrates that our proposed algorithm
consistently outperforms the baseline value iteration for robust TZMGs (RTZ-VI) across all states and
all sample sizes. This trend remains consistent across other values of K as well. Moreover, we have
plotted the sub-optimality performance gap of RTZ-VI-LCB w.r.t. the sample size on a log-log scale
to corroborate the scaling of the sample size on the performance gap. Fitting using linear regression
leads to a slope estimate of —0.4877. This nicely matches the finding of our theoretical guarantee.

T urs —— RTZVI-LCB (Ours) v e
= :é:: LCB (Ours) 7 RTZVI 2 ? —_— sze:r‘ :(\:OED(EO:[’YU 48772834]
—6 =
z oF S
s 3 S
> 0
| 4 | 4 ,I\ ™~
° 3. s, A
Pl + ©
o ° 2 -> . \
S > N =
= —_ o
= 3,
0
10 20 30 40 51 107 107 10* 4 5 6 7 8 9 10 11
Index of states S Sample size K log(sample size K)
(a) Value gap versus states (b) Value gap versus sample size (c) Value gap dependency w.r.t. K

Figure 1: The performances of RTZ-VI-LCB and RTZ-VI in the stochastic TZMG problem.

6 Conclusion

In this paper, we design an efficient robust model-based algorithm for offline RTZMGs, which is
value iteration with lower confidence bounds for RTZMGs. Our algorithm integrates robust value
iteration with the principle of pessimism. By imposing a tailored assumption (robust unilateral clipped
concentrability) on the historical dataset to account for the distribution shift, we address robustness
in the worse-case scenario of the shared environment, analyze the finite-sample complexity of the
proposed RTZ-VI-LCB algorithm, and establish an information-theoretic lower bound to evaluate its
optimality across various uncertainty levels. To the best of our knowledge, this is the first provably
optimal algorithm for offline RTZMGs that addresses the dependency on states .S and actions { A, B},
while accounting for model perturbations and partial coverage. Furthermore, we extend RTZ-VI-LCB
to multi-agent general-sum MGs, demonstrating a breakthrough in breaking the curse of multiagency.

Broader Impacts This paper presents work whose goal is to advance the field of Reinforcement
Learning. There are many potential societal consequences of our work, none of which we feel must
be specifically highlighted here.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction precisely reflect the contribution and scope of
this paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in Section [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We explicitly list all key Theorems in Section[d} and provide complete proofs
in the Appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide a detailed illustration of our proposed algorithm in the Appendix[A]
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code is available at https://github.com/NLeel0/RTZ-VI-LCB.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide full details in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report the average results across 100 seeds with standard deviations.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We point out the specific compute resources in Appendix [A]
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our paper obeys the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: There is no societal impact of the work performed since this work focuses on
theoretical analysis.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We respect the Licenses for existing assets that we use.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We will release new assets proposed in our paper once the paper is accepted.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This paper does not use LLM to impact the core methodology, scientific
rigorousness, or originality of the research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Numerical Experiments

Tog(KH) 6 7 8 9
RTZ-VI-LCB | 3.1699 | 2.1498 | 0.2324 | 0.0819
PZMZPO | 3.5970 | 2.2503 | 0.2404 | 0.0890

These results highlight the superiority of our method across varying dataset sizes and validate the
theoretical claims under controlled experimental conditions. While we focus on tabular settings in
this work, our algorithm can serve as a theoretical foundation for scalable extensions based on linear
or kernel-based function approximation.

B Preliminaries

In this appendix, we introduce the dual equivalence of robust Bellman operators and key facts about
RTZMGs and their empirical counterparts, laying the foundation for our theoretical analysis.

B.1 Dual equivalence of robust Bellman

We can compute the robust Bellman operator by solving its dual formulation rather than the original
form, as long as the predefined uncertainty set is in a benign form (e.g., utilizing TV distance as the
divergence function) [17}133]. Taking TV distance as an example, we describe the equivalence under
strong duality between the robust Bellman operator and its dual form as Lemma|[B.1]

Lemma B.1. Consider any TV uncertainty set U°" (P)andU° (P) associated with fixed uncertainty
levels o+ 0~ € (0,1] and any probability vector P € A(S). For any vector V. € RS obeying
V >0, one has

inf PV = max {P V], —o" (a — min[V], (s’))} ; (27a)
Peuet (P) a€[ming V(s),max, V(s)] s’

sup PV = min {P V], — o (a—max V], (s’ )} (27b)
Peus~ (P) a€[ming V (s),max, V(s)] [ } s’ [ ] ( )

where [V, is defined in

Lemma [B.T|can be proved similarly to Lemma 4.3 in [[17]. Compared the standard Bellman operator,
this lemma guarantees that no additional computing cost is required when applying the robust Bellman
operator.

B.2 Facts of RTZMGs and empirical RTZMGs

Recall the definition of any RTZMG MG, = {S,A, B,Ug+(PO),Ug_ (P%),r, H} According
to robust Bellman equations in , one has: for any product policy (u,v) and any (h,s,a,b) €
[H] xS x Ax B,

Q7 (s,a,0) =7i(s,a,b) + inf o PV (282)
Peugt (PR )
QU7 (s,a,0) =mu(s,ab)+  sup PV (28b)

PEM;}’(P,?’S’&’E))

where

v,ot ot
v (8) = Eampn(s),bmvn(s) [QZ (s,a, b)} :

Vh,u.,V,a’ (5) = EGNM;L(S)J)NV;L(S) [QZ’U707 (57 a, b)} .

Considering the offline setting, we use J\//IT_J, = {S, A, lS’,Z/{g+ (ﬁo),ug’ (]30), T, H} to represent
the empirical RTZMG, which is established along with the estimated nominal distribution PO
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in . Therefore, for any product policy (u, ), we define the empirical robust value function (resp.
empirical robust Q-function) in MG, as V“”’ " and V“”’ 7 (resp. Q” »o" and Q“ ), which
are analogous to (6). Moreover, we can 51m11arly define the optimal empirical robust value function
for both players over MG,: Vs € S,

- + SF + =~ +
Ve (s) = VT (s) = max VirT () = inf VPP (s);
=T (s) wSx[H|SAA) " (s) = WS IHISAA) peyet (Bo) (5)
(29a)
Vo (s) = TP (5) = max Vo (s) = max inf VAP (s).
h (s) = Vi (5) viSx[H|sAB) " () viSx[H|SAB) peys— (Bo) " (5)
(29b)

+
Notably, for all s € S, there exists at least one robust best-response policy that can achieve V* N )

and V“ iadl ( ), as proved in [5]. Therefore, we can obtain the empirical robust Bellman equation
31m11ar to (7) as: for any product policy (i, V),

Q7 (s,0,0) =ra(s,ab) + inf - PUELT (30a)
Peug+ (Pi(:,s,a,b)
@Z,wo’i (570,7{)) = rh(s,a,b) + sup PV;{:_’;U 7 (30b)
PEU™ (P, )
where
Gu,v,ot Spuvot )
Vi (8) = Eqrpp (5),bmovn () [ @, (s,a,b)];
Vio" 7 (8) = Bampp (s),brovn (s) [Q“’VU (s,a,b)].

C Proof of Lemma[3.1]

C.1 Independence property

Let us examine two distinct data-generation mechanisms, where a sample transition quadruple
(s,a,b, h,s") represents a transition from state s with actions (a, b) to state s at step h.

Step 1: Creating D%? based on D*. To construct the augmented dataset D%?, for each (s, h) €
S x [H], we first include all N} (s) sample transitions in D" originating from state s at step h in
D% If N (s) > N;*(s), we supplement D% with additional [N} (s) — N*(s)] independent sample

transitions { (5 ahl)s, b;i)s, h, 5;1(?) } as follows:

3) ii.d. 7) i.i.d. ) i.d.d. m .
apg KR Cls), b R R Cls), s R B fsaal ), NP(s) < i < N (s).

Step 2: Constructing DU, For each (s, h) € S x [H], we generate N} (s) independent sample
transitions { (s, a;, )S, bgf’)s, h, 3;1(;)) }, as follows:

i. d i) i.i.d. 11d .
ag) KR Cls), b R b (), s D B s ab), 1< < Ni(s).

The resulting dataset is defined as:

D= { (5,00, b0 by D) |5 € S, 1< h < H1 <3 < Nis) }.
Establishing independence property. The dataset D%* deviates from D" only if N} (s) > N*(s).
This augmentation ensures that D% contains precisely N} (s) sample transitions from state s at
step h. Both D% and DY comprise exactly N £ (s) sample transitions from state s at step h, with
{N}(s)} being statistically independent of random sample generation. Consequently, given { N} (s)},
the sample transitions in D%# across different steps are statistically independent. As a result, both Dt
and DY can be regarded as collections of independent samples.
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C.2 Proof of N} (s) < N (s)

Since D? is generated by half of the sample trajectories in line 2 in Algorithm[T} we have

K
Ni(s) = Z ]l{slﬁ:s},VSES,lSth.
k=K/2+1

Thus, we can view N (s) as the sum of //2 independent Bernoulli random variables with mean
dj; " (s). According to the Bernstein inequality and the union bound, we derive

ZNO}

P {a(s, h) €S x [H]: ’N;(s) _ gdg"v””(s)

: Z{H]P{

sES,hE

K non
M) - a0 = o

N2 /2

SQHS exp <_Z\7h-i—jvo/3

>7 VNOZ(Jv

where

Ka™ () (1= 4" () _ K" (s)
2 - 2 ’

Therefore, with probability of at least 1 — 29, we have that: Vs € Sand V1 < h < H,

H 2 H n o H H
< \/4Nh)slogTS+§logTS < \/QKdZ v (s)logTS+logTS.

3D

K
Np,s = EVar(]l{sz =s}) =

a K non
M) - ()

Since D™ and D? are generated in the same way, we obtain that with probability exceeding 1 — 26,

‘N}:‘(s) - Edl}z Y(s)| < \/QKdZ v (s)logTS+logTS, VseS,1<h<H. (32)

By combining (3T) and (32), it follows that

n n H H
INp(s) — Ni(s)| < 2\/2Kd’,i M (s) logTS + 2log TS, Vs eS8, 1<h<H. (33)

Now, we prove N} (s) < NJ"(s) by considering two cases. In the first case, N§(s) < 100log %.
According to the definition in (I3), we obtain

Nj (s) = max {Nf;(s) — 104/ N3(s) log HTS, O} =0 < Np'(s). (34)

In the second case, N{(s) > 1001log £5. From , it follows that

K nn n.pn HS HS a
Ed‘; Y(s) + \/ZKd’,;L‘ i (s) logT +logT > Nj(s),

which leads to

Kd"" (s) > (9v2)? log HTS > 100 log HTS (35)
By substituting (33) into (1)), we obtain
K non n pn H H K non
NZ(S) > ?dz v (S) — \/QKdZ v (S) log TS — IOgTS > Zdl}z v (S) (36)
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Consequently, in the case of N g(s) > 1001og %, we have

N} (s) = max {Nf;(s) — 104/ N3 (s) log HTS, 0}

®) n n H
< Nj(s) — 5\/Kdﬁ ) logTS

(iD) " H HS | (i)
< Nj(s) — {2\/2Kdﬁ v (s)logTS +210g55} < Nj*(s), 37

where (i) holds under condition (36), (ii) holds under the condition (33)), and (iii) comes from the
inequality (33) with probability of at least 1 — 24.
Combining and (37), we establish N} (s) < Nj(s).

As proved in Appendix[C.3] we have: V(s,a,b,h) € S x A x B x [H], with probability exceeding
1— 296,

KH KH
Ni(s,a,8) = Ni(s)u(a] ) (b s) - \/4N;5,(8)u2(a )R (b] $)log == —log == (38)

Employing the fact N} (s) < Nj"(s) and lb we can prove l| in two cases, i.e., Kd;:n’”n (s,a,b) <
1600log K and Kd}"" (s, a,b) > 1600 log &2

In the case of Kal’,fbn’”n (s,a) <16001log %, we can readily obtain

K n_n n ,,n KH
gd’,i Y (s,a) — 5\/Kd’}f (s, a) logT <0< Ni(s,a). (39)
In the case of Kd’,;n’”n (s,a,b) = Kd’}zn’”n (s)up(a|s)vp(b|s) > 16001og EH, we obtain
K non KH
Ni(s) =2 ZdZ " (s) > 400log W (40)
which can be derived following the same line of . Then, and the definition of N} (s) together

yield
KH
Nj(s) > Nj(s) — 104/ Nj(s)log 5

K nyn K n pn KH K ",Vn
As a consequent,
K o0
Ni(s)ui(al s)v(bls) = —dy " (s)up(al s)vi(b] s) 41
K no_n KH
= gd’}f Y (s,a,b) > 2001log 5 42)

where the last inequality holds under the assumption of the second case. Combining (#I)) with (38)
yields

K
8

KH KH

n n K n n
Nj(s,a,b) > —dy " (s,a,b) — \/2dZ (s, a,b) logT - 10gT

)
Combining the result above with (39) and referencing (38)), we conclude the proof of Lemma[3.1]

K oo 0 pn KH
> gd’g Y (s,a,b) — 2\/Kd§i "V (s,a,b)log —.
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C.3 Proof of (38).

To prove , we analyze two cases, ie., Ni(s)ub(a|s)vp(bls) < 4log&E and
Nji(s)uh(al s)vi(b| s) > dlog £

In the first case of N (s)uf(a|s)vp(b|s) < 4log E we conclude the right-hand side of is
negative, leading to . In the second case of N (s)uh(a|s)vi(b|s) > 4log £E, we compose a
special set D' as

D' = {(s,a,b7 h) € S x Ax B x [H] ’ Ny (s)up(al|s)vp(b]s) > 4log K(SH} (43)

Given the fact that

> Ni(s)up(als)nbls)= > Ni(s) Y whlals)i(b]s)

(s,a,b,h)ESX AXBX[H] (s,h)ESX[H] (a,b)eEAXB
KH
= t < A(g) = ——
Z Np(s) < Z Ni(s) 5
(s,h)eS%[H] (s,h)eSx[H]

the cardinality of D' can be bounded as:

> (s,ab) Na(s)up(a] s)vp (bl s)
< KH
410g o

D'| < KH/2. (44)

Moreover, we can view N (s,a) as the sum of N} (s) independent Bernoulli random variables
with mean g (a | s)vp (b | s), due to Nj(s) < N;"(s) with high probability and conditioned on
N} (s) and NJ'(s). Analogous to based on the condition N} (s) < NJ"(s), we can repeat the
Bernstein-type argument and obtain that for any fixed triple (s, a, b, h), with probability of at least
1-20/(KH),

" N N N KH KH
Ni(s,a,b) =Ni(s)pah(a| )b s) - \/4N,5<s>uh<a |$)A(b] $)log == —log == (45)
With probability exceeding 1 — 4, holds (s, a, b, h) € D' by utilizing the union bound of

over all (s,a,b,h) € D'. Combining the two cases, we conclude that (38) holds V(s,a,b,h) €
S x A x B x [H] with probability of at least 1 — 0.

D Proof of Theorem 4.2]

Theorem [4.2] can be proved in three steps.

D.1 Step 1: Decoupling statistical dependency

Before bounding Gap(ji, V), we introduce an important lemma, quantifying the difference between
P and P when projected in the direction of the value function.

Lemma D.1. Instate the assumptions in Theorem[4.2| Consider any vector V€ R with ||V |0 < H
forall (h,s,a,b) € [H] x S8 x A x B satisfying Ny, (s,a,b) > 0. With probability of at least 1 — 6,
one has

KH  HlogEZ

1
inf PV — inf PV|<Cy4| ——Vars V)lo +C
Peust (P, . b) PeU (PP, .p) 4\/1\7;:,(57@,[7) P’?vsﬂ*”( ) 575 4Nh (s,a,b)
(46)
for some sufficiently large constant Cy > 0, and
H? KH
Varﬁf(z),,s,a,b (V) S 2varP}(LJ‘S’a‘b (V) + O <Nh (S, a7 b) 10g 5 ) (47)
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Proof can be found in Appendix [G.T}

In simple terms, (#6) provides a Bernstein-type concentration bound, while ensures that the
empirical variance estimate (i.e., the plug-in estimate) closely matches the true variance. Notably,
Lemmadoes not require V' to be statistically independent of P,? .a.p» Which is essential given the

complex statistical dependencies in RTZ-VI-LCB. Under the leave-one-out analysis (see, e.g., [1[7,
24, 25])), we prove Lemma|[D.T]to decouple statistical dependencies, as illustrated in Appendix

With Lemma [D.1] we now have: for any (h, s,a,b) € [H] x S x A x B satisfying Ny, (s,a,b) > 1,

inf PV — inf PV| < Bh(s,a,b, V). (48)

Peuﬁ(ﬁg_ﬁ,a:b) PeUT (P, .4)

~ . L . . ~ + .
Therefore, we conclude that Q?L' (s, a,b) is an optimistic estimation of Q}""*” (s, a, b), as summarized
below.

Lemma D.2. With probability exceeding 1 — 9, it holds that
Qf (5,0,0) > Q77 (s,a,0)  and  Vi(s) > VT (s); (49)

See Appendix for detailed proofs.

Moreover, we introduce another key lemma highlighting the difference between RTZMGs and
standard TZMGs from the same idea of Lemma 3 in [34]. The range of the robust value function
narrows as the uncertainty level o of its uncertainty set increases, as shown below.

Lemma D.3. Consider the uncertainty set Z/{"+(-) with TV distance and any RTZMG MG, =
{S, A, B, ue* (P), U’ (P),r, H} The optimistic robust value function estimate Vh+.‘

- - H+1)(1—(1—om)H=h
Vh e [H]: maXVh+mith+§min{( +H(-0-07) ),H}
seS s€S ot

See Appendix [G.3]for detail proofs.

D.2 Step 2: Decomposing the error Gap(fi, V')
The goal of RTZ-VI-LCB is to output an e-robust NE policy (7z, 7) satisfying Gap(i, 7) in (9), i.e.,
~ 0,0t w0t *,0 k0
Gap(7i,7) = max { V""" (0) =i (0), W7 (o) VI (o)) <.

Due to the interchangeability between the max-player and the min-player, we assume without

loss of generality that Vl*’”’”+(,g) - Vl*’0+(g) is larger than V}"7 (o) — V¥ (o), leading to
~ o~ Dot ot

Gap(7,7) < {V""7 (0) = 11" (o) }.

According to the relationship in Lemma[D.2] we obtain

—~ + o~ ~
VA2 (s) < ViF(s) = max  min Eiy pye(uls) pis [ * s,a,b}
() S V() = max mit Bapsue)ve) [@n(5:0,0)

< E ~(u(s).v* (s + La,b)], 50
< max B o (u(s) () [Qif (5,a,b)] 50)

where the first equality comes from line 5 in Algorithm [2] Therefore, there exists a deterministic
policy ¢ : S < A(A) satisfying that for any s € S

d . +
= arg max Egp)m(u(s) (s ,a,b)] . 51
pi(s) = arg max, B ue (o) [Qh (5,0, 0)] (1)

We start by defining the following notation:

* The state-action space covered by the behavior policy (u", ") in the nominal transition
kernel P is denoted as

C" ={(h,s,a,b) : d}(s,a,b) > 0}. (52)
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» For any time step h € [H], the sets of potential state occupancy distributions w.r.t. the policy
(1%(s), v*(s)) and the uncertainty set P € U7 (P°) are given by

PP {[d;‘d(s)”’*(s)’P(s)}

D = {[dﬁd(s)’”*(s)’P(s,a,b)]

:Pel’’ (PO)} ; (53)
sES

Peu’’ (PO)} : (54)
(s,a,b)ESX AXB

* For convenience and without ambiguity, we introduce additional notation for h € [H] as
d v* ~
}l; ) (S) = E(a,b)m«(/f'(s),v*(s))ﬁh (S, a, b, Vhﬁ—l) .

d % d %
In particular, the vector 3} " € R is defined with its s-th term given by 3 * (s).

* Similarly, we can define the notation related to rewards for h € [H] as

d l/* R
" (8) = Eap)m(u(s) 0+ (s))Th (5,0, b) -

According to the update rule in line 4 in Algorithm [2]and robust Bellman equality (28), we derive

VP (s) = Vi (s) (55)
~ Ot ot
<V, (s) =V} (s)
~ d v*
<E(a,b)~ () 0 (5)) inf PVl + 85" (s)
peust (PO _ .,
E inf PV
— Ba,b)~(ud(s),v*(s mn 1
(a,b)~(pd(s),v*(s)) peust (P ) h+1
<E inf PVt inf PV
—=(a,b)~(pd(s),v*(s)) 1 h+1 — n htl
g Pyt (P}i{sfa’b) * Peust(PY . . ) +
~ ~ d *
+ inf PVE | — inf PV +8" (s)
Peust(Po, ) 0 peust (P, .. "
gE(a,b)N(ud(s)7V*(s)) inf P‘/}h-z-l - inf Pvffi"ly*’aJr + 2550'1”* (S)
peust (P . ,) PeU (PR, .b)
(11) inf.V —~ J‘d v* n_+ J.d v*
SE (o o) | Prns (Vi = VI )|+ 2887 (9). (56)
Here, (i) holds due to in LemmaD.1]for N} (s,a,b) > 0 and
inf PV — inf PV, | < H =" (s) for Ny(s,a,b) = 0. (57)
P€M°+ (Pfgﬁs,a,b) PEMUJF (ﬁfg,s,a,b
Moreover, (ii) is due to
inf, V., . dv* ot
Ph,s,a,b = argming, . (Pi(z),s,a,b) PV,fle (58)
and consequently,
inf PVt = PRV yelatet and inf PO, < POV TR

PEU”+ (P}?,s,a,b) PEU”+ (P}?,s,a,b)

. - pinf,V inf,V
For ease of exposure, we introduce notation as Py, " = E (4 p)~(ud(s),0% (s)) Pp,s a5+ Furthermore,

we define a sequence of matrices P;Lnf’v € R%*5, We can utilize 1) recursively over the time steps
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h,h+1,---, H and derive

7ot +
V*,u,cr
h

+ ~ d o x
(5) = V™ (s) < Vi (s) = Vi ()
~= ~ d *x _+ d *
< BV (Vb Vi) 280 ()
~ ~ ~ d x4 ~ d o * d o x
< BB (Vs = Vit ™) 2B B 20 )

H 1—1

~ d * d *
<-e<2 > (J]PMV B 280 (s) (59)
i=h+1 \j=h
H i—1 - .
=2 (1T )a (60)
i=h \j=h

For conciseness, we define (H;:; ﬁ;nf’v) = I to simplify notation.

For any d;ﬁda”* € D} (cf. ), taking inner product with ii yields

H i—1 H
d o« ~ + + d o« ~ d x d % d %
n v *,V,0 *,0 n v inf,V pne,v _ p,u° v n v
<dh VAR v >§<dh 23 (T 2 | 8 >_2Z<di 8! >
i=h

i=h \j=h
(61)
where
-
d  * d_x T il ~-
d;):li LA (dg N ) H P;nf,V c D? (62)
j=h

by the definition of DY (cf. (53)) foralli = h+1, -+, H.

d  * d  *
Next, we control (d* " | 8"} by using concentrability. According to lb in Lemma we
first demonstrate that the pessimistic penalty satisfies

A Cplog K2 20, H log K1
(s a.b.1) < I TR YA, A
Bi(s,a,b,V) < max \/Ni (s,a,b) arP}’,s,a,b< ) N (s,a,b)

<0

Cylog £H ~ 2C,Hlog &
< &Varﬁo (V)4 22 98 5
N; (s,a,b) P50, N; (s, a,b)
(i) [Cylog BH ~ CoH? KH 2C, H log K2
<=9 _[2V. 1% 1 0
- \/Ni (s,a,b) ( arP'iOvSvavb( )+ N; (s,a,b) 85 ) + N; (s,a,b)
() (20, log EX . 2C, + /ChCy) Hlog £E
< ﬁv;arpp (V) + ( o) Hlog % (63)
Ni (S,G,,b) 6s,0,0 Nl (S7a7b)

where (i) holds by applying @7) for some sufficiently large C;y and (ii) follows from the Cauchy-
d o *
Schwarz inequality. Therefore, combining the definition of 3! " (s), we obtain
d v* d v* , d,l/* d,l/*
(R, By =y AP ()BT (s)
sES
d v* A
=D A (B (a,pym (o) (0 Bi(8,0,0, V)

seS

= 3 @) L{a = p(s)r (Bls)Bils, a,b,T)

(s,a,b)eSXAXB

d * N
= D @ (s, 1(s),b)Bils, (), b, V), (64)
(s,b)eSxB
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where the last equation holds due to the definition in Then, we observe d} v (s,a,b) €
D?; cf. (54). Thereafter, we divide the bound (64) 1nto two cases. In the first case, ie., s € S

where MAX pey/ot (po) dfd’y*’P(s, w ( ), b) = 0, it follows from the definition that: For any
a2 (s, 44 (s),b) € DI,

4P (s, 18(s), b) = 0. (65)

In the second case, i.e., s € S where max o+ (PO) d” v P( ,1d(s), b) > 0, under the assumption

in (20),

min {d" (5, 14(5), ), skepy )
max

PelyeT (PO) d? (Saud(s)7b)

< CF < oo,

which implies that

d} (s,ud(s)7b) >0 and (i,s,,ud(s),b) eC". (66)

Lemma 3.1]tells that with probability of at least 1 — 84,

K n
Ni(s,pu%(s),0) > CZ(L 5\/Kd” (s,19(s),b) log —— KH

]
i) Kd} (s pd(s),b
16
(i>i) K maxpgo(poy min {dfd’”*’P (8, 14(s), b)’ m}
= 16C}
K min {2 (5,14().b) 5 )
16C; ’

vz

> (67)

Here, (i) holds since, with f(c™,0~, H) = min { Ho'+1-(1—0")" Ho +1-(1—0 )" H}

(o1)2 ) (07)2 ’

HS(A+B). KH

T log ——f(o", 07, H)d} (s, 1(5), )

Kd} (s, 1%(s),b) > o

KH KH
ZCOHS(A+B)10ng(U+,O'_7H) > 160010gT, (68)
where the first inequality follows from condition (22)), and the second inequality follows from

dp = . Hll? {d}, (s, p d(s),b) + dp(s,1%(s),b) > 0} < df (s, n%(s),b). (69)
,5,19(s)

Moreover, (ii) comes from Assumption @1}
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Combining (63) and (64), we arrive at

<d§’#d7u*,/8£"d7u*>
dy* ~
= D A (s, 1%(5),0)Bils, 1 (s), b, V)

(s,b)inSxB

2C, log % ~

P d
< Z ot (s, p (3),17)\/]\72_ (S,Nd(s),b)VarPﬁs,“dm,b(V)

(s,b)eSxB
(2C, + V/CaCy) Hlog EX

b ), D)

(s,b)ESXB
(i) . 32C*C, log £ .
< Z d?ud’y (s, u(s),b) — 0875 Var po (V)
K min { P+ (s, 19(5),b), < 4mr b (),
(s,b)ESXB min 4 a; )k 1 9)y S(A+B)
B
d o * 160: QCn + vV CnCO Hlog KH
+ A (s, u(s),b) —— (p#d — ) 15 . (70)
(s,b)eSxB Kmm{di’ ’ (s,ud(s),b),m}
B>

From lb we need to bound SO, D (sb)esxB df’“d’”*(s, pd(s),b)B;  and
d v*
ZZ'HII Z(s,b)ESXB d?’M ' (57 /’Ld(s)a b)B2:

D.2.1 Bounding ! & (s, 18 (5), b) B
2. ounding 21:1 Z(S,b)est i (s,1(s),b)B1

Combining with 7 2 (s.h)eSxB d?”‘d’y* (s, ud(s),b) By yields

H
SO @ (s (), 0)By

i=1 (s,b)eSxB

H KH
. 32C*C, log &2+ ~
=30 ST @ (s, u8(9),0) 00875 Var po (V)
—1 K min {d>""" (s, 1ud(s),b), sriem bou(s),b
i=1 (s,b)ESxB i yHAS8),0)s stAT B

H
<STONT B (s (s), )

i=1 (s,b)ESxB

320 Cylog B2 s\ [32C;C.S(A+ B)log B2 -
max — ) Var po (V) \/ : (A+ B)log -5 Var po (V) ¢,
KdPH" (s, ud(s), b) i,5,19(5),b K i5,19(5),b

(71)
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Therefore, we have

H
> @ s le).0B

i=1 (s,b)eSxB

H KH
32CFCy log =+ 4
<22 A (s, 19(s), b)Varpo

is,09(s),b
i=1 (s,b)eSxB !

H
2 d s ud(s).)

i=1 (s,b)eSxB

320+C,S(A + B)log KX u 4 %
S\/ S ( HY S0 @ (s, ud(s) b)\Varpo (V)

K ’ i,5,19(s),b
i=1 (s,b)eSxB

H H
D DD A (s p(s), b)Varpo UENRDIEDY d?’“d’”*(s,ud(«?),b)>

~

V)

0 _Var po

320*C,S(A + B)log £H ~
K i,s,19(s),b

i,5,u9(s),b

=1 (s,b)eSxB =1 (s,b)eSxB
128CCoHS(A + B)log KHE I o -
= IR YD A s () Varpe (V) (72)

i=1 (s,b)eSxB

where the last inequality follows from the Cauchy-Schwarz inequality.

Then, we introduce the following lemmaabout 31, 3> ™" (s, u(s), b)Varr, ., (V).
(s,b)ESxB s,ud(s),

with its proof in Appendix [G.4]

Lemma D.4. Considering Vo € (0, 1), with probability at least 1 — §, one has: for any product
policy (7i, ),

H
SN @ (s,48(s),b)Varps (Vigr) < Hmin

i=1 (s,b)eSxB

{2(H0+ - (1;)(21 - a+)H)7H}

H
< (43 ST d Y (s, (5),b)Bi(s 1 (s), b, V) + (H 4 3) ] (73)
1=1 (s,b)eSxB

Armed with Lemma[D.4] can be further bounded as

H
SN @ (s, 6(s),0) By

i=1 (s,b)eSxB

1980 KH + _ _ ~+\H
< 8CrCHS(A+ B)log =5 H min 2(Ho 1+(1—-07) ),H
K (o1)2

H
< a0 DT @ (s, u9(s),0)Bi(s, n3(5), b, V) + (H +3) |. (74)
i=1 (s,b)eSXB
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D22 Bounding "% & (s, 14 (5), b) B
2. ounding Zzzl Z(s,b)eSXB i (s,1%(s), b) B2

Combining with Zszl 2 (s.h)eSxB d?’“d’”* (s, 19(s), b) By yields

H
SoX M (s (). 0B,

i:l(sb)ESXB
16C; (2Cy + +/CoC3) Hlog K2
—Z S (s (), by O L2 4 V) o o
i=1 (s,b)ESxB Kmln{d-’ (s, 1 (s),b),m}

)32C; (2C, + /ChC5) H2S(A + B)log £2 %)
K )

@

IN

where the inequality holds by the trivial fact

A2 (s, 19(5), b)
. dpp. v* b 1
(s,b)eSxpB M § 4; ( ( )a )7 S(A+B)

p,ud v 1 1
< > d (Saﬂd(S)vb)(d?ud,y*(s’ud(s),b)+1/S(A+B)>

(s,b)eSXB
= 3 14SA+B) S & (s, 1(s),b) < 25(A + B). (76)
(s,b)eSxB (s,b)eSxB

D.2.3 Putting all together

Combining and (73)), we obtain

H
Z Z d?’ud’y* (S»Ild(s)vb)ﬂi(&ﬂd(s)ab» ‘7)

i=1 (s,b)eSxB

128C*CL H2S(A + B)log £H +— —ot)H
# FCaH2S(A + >og5mm{2<Ho— 1401 "WH}

K (o1)?

H
LAY DD (s i (s),0)Bis 4 (5), b, V) + (H +3)
i=1 (s,b)eSxB
320* (2C, 4+ v/ChC5) H>S(A + B) log 2 a7
K )
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which can further bound as

SN @ (s, (5),b)Bals, 1), b, )

=1 (s,b)eSxB

128C*CoH2(H + 3)S(A + B)log KE +_ o)A
S\/ : (H +3)S(A + B) log =5 min{z(HJ 1+ (1 0))’H}

K (o-+)2
| 320! (260 + VG, 0h) H*S(A + B)log 54 \/ 512CC, H2S(A + B) log KE
K K

« \lmin{2(H0+(1(:r)(1U+ }Z SO @ (s, (), b)Bis, (s, b, V)

i=1 (s,b)eSxB

128C*C H2(H A+ B)log £2 + _ _ o+\H
g\/ 8C*CoH?(H + 3)S(A + B) log £ min{z(m 1+(1 0))7H}

K (o+)?
. 32C; (2Cy + V/CoC3) H2S(A + B) log K2
K
256C;CoH2S(A+ B)log B2 (9(Hot — 1+ (1 — o))
AT D (B0 )
3 Z S0 (s (5),0)Bils, 1(s), b, V), 79)
i=1 (s,b)eSxB

where the last relation follows from the AM-GM inequality. Rearranging the terms, it follows that

H
ST @ (s, 18 (s),0)Bils 1 (), 5, V)

i=1 (s,b)ESxB

5120+C,H2(H + 3)S(A + B)log £ 2(Hot —1+(1—ot)H
SV : <+><+>og5mm{<a + a>>7H}

K (o0+)2
640* (2C, + v/CoC3) H2S(A+ B)log X
K
512C;CoH2S(A+ B)log £E  (2(Hot — 1+ (1 —ot)H)
i S i vl
512C*C H?2(H + 3)S(A + B) log £& + - —ot)H
< CrC,H?*(H + 3)S(A + B)log =5 min 2(Ho 1+(1-07) ),H
K (o1)2
*CoH2S(A + B)log K2 + —ot)H
K (ot)?

Along with the above analysis, we are ready to bound Vl*’a+ (o) — Vlﬂ ot (0): There exist some
sufficiently large constants C, Co, C3 > 0, and

5 CyC1H3S(A+ B)log B2 2Hot —1+(1—0t)H
Vl*,v,0'+(g)7vl*,a'+(g) g\/ r 1 ( + )Og ) mln{ ( o +( g ) ),H}

K (0F)2
CyCoH?S(A+ B)logZE  (2(Hot —1+ (1 —ot)H)
’ K min{ ) -
_ C*C3H3S(A + B)log %min 2(Hot — 1+ (1 —ot)H) o
— K (0_+)2 ) )

where the last inequality follows from condition (22)).
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D.3 Step 3: Summing up
. 0,0t ao,ot . co.
Consequently, we obtain the upper bound of V"7 (9) — V{*"? (p) in . Similarly,

V7 (o) = VI (o)

* (7 2 KH - _ _g-)H
< CrC3H2S(A + B)log =5 min (H+1)(Ho 1+(1-07) ),H @D
K (07)?
which directly leads to
CyH2S(A+DB)log £E
Gapm,ﬁ)s# PHSUAL D) los 7
K
. [2(Hot -1+ (1 —0ct)H) 2(Ho~ —1+ (1 —0)H)
X \/mln{ o)’ , (o) JH 2, (82)

for some sufficiently large c¢; and

+ _ ot H - _ —_ o )H
KzHS(A—I—B)loin;Hmin{Q(HU 1+(1-0")") 2(Ho 1—5(1 o7) ),H}

(0+)? ’ (07)?

Discussion of (82). For the term 7' = min (f(o+,07), H), considering the interchangeabil-

ity between 0¥ and o~, we define g(ct,H) = Hot — H(1 — ot) — (¢7)?2H. For
H > 2, we derive the first derivative as %ﬁﬂ) = H + H?*(1 — o")H-1 — 2Hot. The
second derivative is given by % = —H?*(H - 1)1 — o")#=2 — 2H < 0, indicat-
ing that g(o*, H) is concave. By evaluating the first derivative at the boundaries, we find
GLIGAR:OY — H?+ H > 0 and 221 = —H < 0, showing that g(c*, H) fi
SoT ot —0 an 9t lot=1 = < 0, showing that g(o™, H) first

increases monotonically, reaches a maximum at some point ¢*, and then decreases monotoni-

cally. Furthermore, since g(c™ — 0,H) — —H < 0 and g(c™ = 1,H) = 0, there exists

0 < 0% < 1 such that g(¢¥, H) = 0. If 0 < min{o",07} < 1, we have T = H. Otherwise,
s (Hot—14(1—ch)) (H07—1+(1—(77)H)}

T = mln{ o)z , )2 .

E Proof of Theorem 4.4

We focus on a simple class of RTZMGs: robust Markov decision processes (RMDPs), which
are single-agent versions of RTZMGs. Recall that an RTZMG with an uncertainty set is MG =
{S, A, B,u°" (P%),u° (PY,r, H}. For illustration convenience, we assume A > B and |B| = 1,
meaning the min-player’s actions do not affect transitions or rewards. Thus, finding a robust NE
in RTZMGs reduces to finding the max-player’s optimal policy in a corresponding RMDP M, =

{S. AU (PO),r, H}.
Thus, we construct the lower bound for finding the optimal policy in RTZMGs, which also implies a

lower bound for finding robust NE in RTZMGs. We start by re-stating a useful property about KL,
divergence from Lemma 2.7 in [36].

Lemma E.1. Vp, q € (0,1), it holds that

(p—q)?

_ 83
q(1—q) (®3)

KL(p [l ¢) <

E.1 Step 1: Constructing a family of hard Markov game instances

The hard instances developed here differ from standard MDP since we need to consider that the
transition kernel can be perturbed in robust MDPs.
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E.1.1 Constructing hard robust MDP instances

We introduce an auxiliary collection ® C {0, 1} comprising H-dimensional vectors. Resorting to
the Gilbert-Varshamov lemma [[15]], there also exists a set ® C {0, 1} such that:

forany ¢, € ® obeying 6 # 3: [l — Bl >

< and |®] > efl/8, (84)

Bearing this in mind, we construct a set of RMDPs as

M(F,®):= {/W’: (S,A,Z/{"+(Pf’¢),r, H)|feF={0,1,--- ,SA—1},¢ = [¢h]1§hSHe¢’},

(85)
where S = {0,1,...,5 -1}, A={0,1,--- , A — 1}, and o+ will be introduced momentarily.
In simple terms, the collection M (F, ®) consists of SA subsets, each containing |®| different

RMDPs associated with some f € F. The state space for each RMDP .Mfﬁ € M(F,®), denoted
as Sone, includes two types of states: M = {m; | i € F} and N = {n; | i € F}. Each state in
M and N has two possible actions, Agne = {0, 1}. Thus, there are a total of 25 A states and 45 A
state-action pairs.

Now, we can define the transition kernels for M(F, ®). For any RMDP Mq; € M(F,®), the

transition kernel P/:¢ = {P}{’¢},€I:1 is defined as follows, for any (s,a,s’,h) € Sone X Aone X
Sone X [HL

. pl(s' =np)+ 1 —p)Ll(s' =s), if s=my,a= ¢p;
P,{’d)(s’\s,a): ql(s' =ngp)+ (1 —)l(s' =), if s=mypa=1—¢p; (86)
1(s' = 9), otherwise,

1
where p > q > 5-

In addition, the reward function is defined as

1, ifseN;
V(h,s,a) € [H] X Sone X Aone :  Tr(s,a) = { 0 l)tlferwise. (87)
E.1.2 Uncertainty set of the transition kernels
Denote the transition kernel vector as
V(h,s,a) € [H] X Sone X Aone 1 P, = Pl(-|5,a) € A(S). (88)

Recall the uncertainty set defined in . U°" (P19) represents
ur (Proy = ue (LS, Ut (L) = {BlS, e AS) o (BLL, — PLL.) <ot}

h,s,a h,s,a h,s,a h,s,a
where ® represents the Cartesian product over (h, s,a) € [H| X Sone X Aone. For the convenience
of the subsequent proof, we analyze the TV distance as an uncertainty set for example, which means
+ ~ 1~

U (PL) = {Pll, e AS) : 5 |Ple. - Pl <ot} (89)
For any RMDP M? € M(F,®) and any (h, s,a,s’) € [H] X Sone X Aone X Sone, We define the
minimum transition probability from (s, a) to s’, determined by any perturbed transition kernel
Ppsa € uct (Pf’¢ ), as

h,s,a

PSS sayi= it P sv0) = max{Pu(s' 5,a) = 0L (90
h,s,a 7 h

h,s,a

where the last equation inherits from the definition of ue" () in , with the remaining probability
distributed to other states. We also define the transition from each s € M to the corresponding state

™7™ e N for any ./\/l(jf): forall h € [H],

formy: pit =P (ng | my, dn) =p—o,
Q}lnf — P}llnf,fﬂﬁ(nf |mf’ 1— ¢h) =q-— ot. ©n
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It is obvious that

inf inf _ inf inf _

Pt =t =l M =g =g (92)

which motivates us to abbreviate them consistently as p'™f := pi*f and ¢'*f = ¢i"f later.

E.1.3 Robust value functions and optimal policies

We now define the robust value functions and identify the optimal policies for RMDP instances. For
any RMDP ./\/l? € M(F,®),let g% ={ u;’f ’¢}f:1 represent the optimal policy, given that v is
deterministic. At each step h, we use V,f‘ 70 and vy 719 to denote the robust value function of

any policy 7z and the optimal policy i*'/>?, respectively, under uncertainty level o . The following
lemma highlights key properties of robust value functions and optimal policies; the proof is deferred

to Appendix [H.1]
Lemma E.2. Consider any M? € M(F,®) and any policy ji. Defining

mil? = p™ i (on [ mp) + ¢ R (1 — ¢ | my), (93)
it holds that
ot f, u,f, fot,f, o, f, ot f,
Vhoe [H]: VPP mp) = mp POVET T (ng) + (1= mip P O)VET T (my),
(94a)

V(s,h) €N x [H]: VI D2(s) = 14 (1 — o)V P2(s) 4+ ot VT 9 (my).  (94b)
In addition, for all h € [H], the optimal policy and the optimal value function obey

it (on my) = it (on | nyg) = 1, 95)
*,0t f, infy 0", f, in wot.f,
Vi PP (my) = pMVET TP (ng) + (L= p™ VT T (my). (96)

E.1.4 Construction of the history/batch dataset

In the nominal environment /\/l‘;i’", abatch dataset is generated with K independent sample trajectories
with length H per trajectory, according to (3)) and based on the initial state distribution " and behavior
policy " = {u? }H_ | satisfying

O =ols) and Ffals) =5, V(s0h) € S x Ao x [Hl. O

We define the nominal transition kernels for M?’", where any state m; € M transitions only to the
corresponding n; € N or remains at itself. For simplicity, for any s = m; € M, we denote the

corresponding state n; € A as s ™. The basic nominal transition kernel is defined as: For all
(h, S,a) S [H] X Sone X AonE»

(p+A)I(s =)+ (1 —p—A)(s' =), %f s € M,a= o¢p;
Pr(s'|s,a) =< pl(s' =s"7")+(1—-p)l(s' =), if seM,a=1-—¢y;
1(s’ = s), if seN.
(98)

In other words, the transition kernel of each ./\/lj? € M(F, ®) differs slightly from the basic nominal

transition kernel M‘jﬁ’” when s = my, making all components within M (F, ®) close to each other.
Specifically, p and q are set according to

0<p<p+A<land0<q=p— A forsomep, A>0. (99)

Without loss of generality, let o € (0,1 — ¢o] for some 0 < ¢y < 1 be the uncertainty level. Taking
cy < i and c; = 9 < %,pandAaresetas

Cc2 C2

p=J 0 fo" <5 g ac{zm, 0TS (100)
(1 + %) o1 otherwise ~ | %o otherwise
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which establishes the fact that

p+A2p2q:p—A2maX{20—]2,{,a+}. (101)

Combined with H > 2, it is easily verified that 0 < p + A < 1 as follows:
o(H —1)

2
when ot > 20 (14 )0t + ot <1+ ot <1- 2 <,
3
whenot < 2: T2 <1 (102)

In addition, let g(s) represent a state distribution supported on the state subset (my,ny) € M x N

1 1
where 1(+) is the indicator function, and C' > 0 is some constant that determines the concentrability
coefficient C} (as we shall detail momentarily) and obeys
1 1

— <z
CSA ~— 4 (104)

As it turns out, for any MDP MZ;, the occupancy distributions of the above batch dataset are the same
(due to interchangeability) and admit the following simple characterization:

, 1
V(s,a) € Sone X Aone, dT’Pd) f(s, a) = 5@(5), (105a)
V(s a,h) € Sone X Aone X [H], @ <d"(s) < 20(s), 2 (48) <d™"(s,a) < 3(s).
(105b)

In addition, we choose the following initial state distribution
1 .
_ =53 ifse M

ols) = {0, if s € N, (106)

With this choice of g, the single-policy clipped concentrability coefficient C}* and the quantity C are
intimately connected:

C <O <. (107)
The proofs of (I05) and are postponed to Appendix and respectively.

E.2 Step 2: Establishing the minimax lower bound

Recall our goal: for any policy estimator ;2 computed based on the empirical dataset, we plan to
control the quantity

*,0T 0t
g AV o) v )} (108)

with initial state distribution defined in (T06)).
E.2.1 Step 1: Converting the goal to estimate ( f, ¢)
As verified in Appendix [H.4] we have

G ifot < 2
<< H? - 2H 109
£= {1, otherwise, (109)

and

=5, ifot < £
A =c5q B - (110)
> otherwise,



which satisfies (100) and leads to that for any policy 1 obeying

H H
D AnC fmg) = 0 pmg)||, > (1
h=1
one has
VT 5 mg) = VT ) > e, (112)

whose proof is postponed to Appendix [H:4] Now, we are ready to convert the estimation of an
optimal policy to estimating (f, ¢). Let Py 4 represent the probability distribution when the RMDP

is M%,Y(f,¢) € F x ®. Forany (f,¢) € F x ®, suppose that there exists a policy /i achieving

i 3
B {0 T4 mg) — VI ) < ) > 2 13
which, in view of (TT2), indicates that
H
~ * H 3

Pro {Z [Fin (- [mg) = 2 [, < 8} > (114)
h=1

Consequently, taking ¢ = arg mingea ZhH En (G my) = u;;’w( |'my)| |» We construct the

estimate of ¢ as ¢ = ¢. If Zthl (- [mys) — u2f¢( | my) Hl 4 for some ¢ € @, then for any

¢’ € @ obeying ¢’ # ¢, one has

H
D 1mg) = fmg)
h=1
H
>3 [ 0 lmg) = e fmp), - Z [ [mg) = 2 fml,
h=1
>H A_H (115)
4 8 8’
where the first inequality holds due to the triangle inequality, and the last inequality follows from the

assumption ZhH:1 (- [myg) — iy e |mf)H1 < & and the separation property of ¢ € ®; see

. Similarly, we have ¢ = ¢ if

H
- * H
> (- [my) — i T my) H1<*<ZHuh [mg) — iyt (- my) |,,V¢' € @, # o,

h=1
(116)
which can be directly achieved when ZhH:1 |an (- [my) — ﬁZ’f"b(- |my)|| L < 4 and further leads
to
- < H\ _3
Pro|0=0] 2 Bro {Z (- mg) = i Img), < 8} >t
h=1

E.2.2 Step 2: Developing the probability of error in testing multiple hypotheses

Next, we address the hypothesis testing problem over ¢ € ® and derive the information-theoretic
lower bound for the probability of error. Specifically, we define the minimax probability of error as:

= inf P —~
he (lfn¢>) (fs glea.;'(xq> f7¢(¢ 75 (b)’

where the infimum is taken over all possible tests qS constructed from the available batch dataset.

Given the dataset Dy with K independent trajectories, let o™ (and Q2’¢(s, a)) represent the distri-
bution vector (and distribution) of each sample tuple (s, ap,, s},) at time step h under the nominal
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transition kernel P* for Mf" Then, employing Fano’s inequality [36, Theorem 2.2] and the
additivity of KL divergence [36, Page 85], it follows that

Kmaquﬁ)efba#(bKL( o"m? | o ’¢) +log 2

> 1 —
be = log ||
(i) K - log 2
>1-— 8 _max KL(Q”’¢ | Q"’¢) — 78 o8
H (s.0)ew.04 H
()1 8K -
> - — 8K ax KL(0™? | 0™?), (118)

2 H ydevors
where (i) holds due to |®| > e/% and (ii) follows from H > 16log 2.

Since the occupancy state distribution dj, is the same for any MDP Mjf, V¢ € @, we apply the
chain rule of KL divergence [12| Lemma 5.2.8] and the Markov property of the independent sample
trajectories to obtain:

[KL(P 1 5,0) 1| 2T 5,0))]

=1 5~ (5)

9O Som) > S [KUF CImpa) | PECImp )], 19)

h=1a€e{0,1}

where (i) follows from applying (TI03) and obtaining
E [KL(BOCLs,a) | PP s,0))]

s~dj (s)
~n P¢h ’
:Zdz Z P¢>h |S,a)10guh(a‘3) h (5 |S,CL)
. fif(a|s)Py" (s | 5,0)
PP (s' | my,a)

17 h
=§Q(mf)ZZP§’ (8" [my, a)log ———
a s Ph ( ‘mfv )
=-0(mys) Y KL(PP"(-|my,a) | PP (- |y, a)).

Consequently, combining (TT8)) and (TT9) leads to

4K A

= max_[a(mg) 3N KL(BP([my,a) | PP mypa) | (120)

be >% i
(6,0)ED, 07 h=1 a

We proceed to analyze (120) by considering different cases of the uncertainty level 0.
s ForO0 <ot < 3% If ¢y, = o, it is obvious that

7 OKL(PYO(-|s,a) || Pro(-| s,a)) = 0. (121)
ace{0,1}

Consider the case of ¢, # qNSh. Without loss of generality, we suppose ¢, = 0 and ah =1,
which indicates

(P—q)? o A
q1-q q(1-q)

@ (c5)*®  _ A(cs)%e?
- H%q(1—¢q) = cH3 '’

where the first inequality exists by applying Lemma[ET] (i) follows from the definitions in
(©9), (ii) holds due to the definition in (TT0), and the last inequality arises from g = p — A >

KL(P (0| my,0) || By *(0]my,0)) <

(122)
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57 (see (1 ) andl—¢>1—-p>1-— %2 > é Similarly, we establish the same bound

for KL(P; 20]mys,1) || P20 my, 1)). Further incorporating li yields

. 5 16(c5)2e?
> KLPOCImg,a) || PP my,)) < = =5
C2
a€{0,1}

IN

(123)

* For 7% < o <1 — ¢p: Following the same pipeline, it then boils down to control the main
term as below:

e 2 . 2
x5 p—q) 1) A
KL( (0|mf7 )“Ph¢(0|mf,0))§( ) =

q1—q) q(1-gq)
@ (csfot?e _AePoter
H2q(1—q) = coH?
where (i) and (ii) follow from the definitions in (99) and (TT0). Here, the last inequality
arises from
1-g>1-p=1-(1+3) +Q,oaQa
q= p= H =T Hg =5
(iii)
p>q=p—A > o7, (125)

where (ii) holds due to the definition of ¢; = %0, and (iii) follows from (101). Consequently,
we arrive at

2 4.2
Z KL(PY?(-|,s,a) || Py ( |,s,a)) < 78(0?}?2 = (126)
a€{0,1} 0
Summing up (123) and (126), we achieve for any (¢, ¢) € ® with ¢ # ¢ and any time step h € [H]
~ 16 2.2
KL(BL( [mp0) | PL9C mg, ) < 9L ot ymy. a2
cocaH
a€{0,1} 0c2
Plugging (127) back to (I20), under the definition in (I06), we obtain
1 4K 2 3
e > — — ——  max o(m KLP¢h-m7a P¢h'm7a
Pez = max ol n};; (P (-|my.a) || B (-] my, )
4K . 16(cs)?

1 e?
>_-_ 25 D) e + 1/H
=3 Hg(mf)}; e,z maxlo” 1/HY

1 64K (cs)?e? 1
> - T1/HY> - 128
23 T meosamE Mo I/ H 2 0 (128)
as long as the sample size, ' = K H, of the dataset is selected as

cocoCSAH? min{1/o", H} < cocaC*SAH? mln{1/0+ H}

rs 256(cy)2c2 = 256(c)2e (129)
E.2.3 Step 3: Putting all together
Next, we establish by contradiction. Suppose that there exists an estimator g such that
B e P ) B PR
According to (T08)), we would need
Yw e F: glax]P’f¢ HV 7 ’f’¢(mf) - \/1’7’”+’f’¢(mf)} > s} % (131)
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To meet (I31) for any w € F, we would require

Vo€ @ Pry (V7 I mp) = VT my) < e} 2 % (132)
which, in view of (I12), indicates that we would need
: " o H{ 3
Voed: Py {; [En (- 1myg) = i B2 (- [my) |, < 8} = (133)
On the other hand, indicates
VoD Py [Zs:gb} > Z. (134)

To achieve (T30) or, in other words, (I33)), we apply (I34) to all w € F, which would require

V(LO EFx s By, [(7.6)= (o) 2} (133)

This contract with (T28) as long as the sample size condition in (T29) is satisfied. Thus, if the sample
size obeys (129), we cannot achieve an estimate i that satisfies (130)), which completes the proof.

F Multiplayer General-sum Markov Games

In this section, we extend RTZ-VI-LCB to the setting of multi-player general-sum Markov games
and present the corresponding theoretical guarantees.

F.1 Problem formulation

=1 =1
players, where S denotes the state space and H is the horizon length. We have m different action
spaces, where A; is the action space for the i player and |A;| = A;. Welet A = A; x --- X A,
denote the joint action space, and let a@ := (a1, -+ ,a,,) € A denote the joint actions by all m
players. A notable deviation from standard MGs is that: for 1 < ¢ < m, instead of assuming a fixed
transition kernel, each i player anticipates that the transition kernel is allowed to be chosen arbitrarily
from a prescribed uncertainty set 25 (P?). Here, the uncertainty set {7 (P") is constructed centered

on P(-|s, a), with its size and shape defined by a certain distance metric p and a radius parameter
0; > 0.7 = {rp,i}nepm is a collection of reward functions for the i player, so that 4, ;(s, @) gives

the reward received by the i player if actions a are taken at state s at step h.

A robust general-sum Markov game is a tuple M(S, {A;}i2y, H, {U: (P°)}2 ), {ri}2,) with m

The policy of the i player is denoted as m; := {mn; : S = Au,}, crm)- We denote the product

policy of all players as 7 := m; X --- x 7, and denote the policy of all players except the i
player as m_;. We define V,fz(s) as the expected cumulative reward that will be received by the

i player if starting at state s at step h and all players follow policy 7. For any strategy 7_;,
there also exists a robust best response of the i'" player, which is a policy u*(7_;) satisfying

Vh‘f;(ﬂ_i)’”‘“gi (s) = sup,, V7"~ "% (s) for any (s, h) € S x [H]. For convenience, we denote

Vo= (m=i):m—:% The ()-functions of the robust best response can be defined similarly.

Similar to the definition of behavior policy (u", v"), we use the short-hand notation for the occupancy
distribution w.r.t. the behavior policy 7" = (70, 7" ;) as: V(h, s,a) € [H] x § x A,

dZ’PO(s) = dzn’PO (5) =P(sp, = 5|81 ~ o", 7", PY); (136a)
n,P° _ g P° — _ n . n p0),n
Ay’ (s,a)=d; " (s,a) =P(sp, =s|s1 ~ ", 7", P°)7"(a]s). (136b)
Similarly, for any product policy m = (m;, m_;), there is, V(h, s,a) € [H] x S x A
dzi’”’“P(s) =P(s, = s|s1 ~ 0,7, P); (1372)
d;’i’ﬂ’“P(s, a) =P(sp, =s|s1~o,m P)mn(a;i|s)m_inla_;|s). (137b)
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Therefore, the robust variant of standard solution concepts—robust NE for Robust multi-player
general-sum MGs is introcuded as follows: A product policy 7 is considered a robust NE if

Y(s) €S, VTi(s) =V (). (138)

A robust NE signifies that given the product policy (7) of the opponents, no player can enhance
their outcome by deviating from their current policy unilaterally when each player accounts for the
worst-case scenario within their uncertainty set Iy (P%) foralli=1,2,---,m.

Since finding exact robust equilibria can be complex and may not always be feasible, practitioners
often seek approximate equilibria. In this context, a product policy 7 € A(A) can be termed an
e-robust NE if

Gap(r) = max{{V;i“"”(g) - ‘4?2“(9)};’;1} <e, (139)
where

Vl*mii?m(z@) = ESNQV;JLMW (s), and Vl*,m(g) = E8~9V1*70i (s).

The existence of robust NE has been established for general divergence functions used in the
uncertainty set in [3]].

Goal With a dataset collected from the nominal environment, our objective is to find a solution
among the e-robust NEs for the robust multi-player general-sum MG MG, w.r.t. a specified uncer-
tainty set U (P°) around the nominal kernel, while minimizing the number of samples required
under partial coverage of the state-action space.

F.2 Multi-RTZ-VI-LCB

Here we present the Multi-RTZ-VI-LCB algorithm in Algorithm @] which is an extension of Algo-
rithm [2| for multi-player general-sum Markov games.

According to the empirical frequencies of state transitions, we can naturally construct an empirical
estimate P° = {PP}/L | of P° where

N .
PO (s'[5,a) = mzjzlﬂ{(sﬁaﬁs;):(s,a75’)}, if Ni, (s,a) > 0; (140)
L if N, (s,@) = 0,
- _ [rin(s,a), if Ny(s,a) > 0;
Fin(s,a) = {o, if N, (s,a) = 0, (140

forany (i, h,s,a,s’) € [m] x [H] x § x A x B x S. Besides, Nj(s, a) represents the total number
of sample transitions from (s, @) at step h, and

N

Np(s,a) = Z]l{(sj,aj) = (s,a)}. (142)

Jj=1

Before the details of Multi-RTZ-VI-LCB, we extend Algorithm [T]as Algorithm [3] which reduces
statistical dependencies and produces a distributionally equivalent dataset Dy with independent
samples. Similar to Lemma (3.1} we present the following lemma concerning the dataset Dy, whose
proof is similar to the context in Appendix [C]

Lemma F.1. The dataset produced by the two-stage subsampling method is distributionally identical
to Dy with probability at least 1 — 80, where { Ny, (s, a)} are independent of the sample transitions
in D° and obey: ¥(h,s,a) € [H] x S x A,

Kd, KH
Ni(s,a) > # - 5\/Kd;(s, a)log —-. (143)

Based on Algorithm[d] we propose a model-based approach for solving robust multi-player general-
sum MGs using an approximate P° for P, as summarized in Algorithm
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Algorithm 3 Two-stage subsampling for Multi-RTZ-VI-LCB.

input Dataset D, probability .
1: Step 1: Data Partitioning. Split D into two equal-sized subsets, D™ and D?, each containing
K /2 trajectories.
2: Step 2: Defining Transition Bounds. For step / and state s, denote the number of transitions
from D™ (resp. D?) as Nj"(s) (resp. N7(s)). Construct the trimmed count as:

HS
Nj(s) = max {NZ(S) — 104/ N7 (s) log =5 0} :

3: Step 3: Generating Subsampled Dataset. Randomly sample transitions (quadruples of the
form (s, a, h, s’)) from D™ uniformly. For each (s, h) € S x [H], include min{ N} (s), NJ"(s)}
transitions in the new dataset D*.

output Set Dy = Dt.

Algorithm 4 Multi-RTZ-VI-LCB.

1: Initialization: Set uncertainty levels o; forv = 1,2,--- ,m; set ‘7;‘7,;
H forall (i,s,a,h) € [m] xS x Ax [H +1].
2: Compute the empirical reward function 7 using 1| and the empirical transition kernel Py

using (T40).
3:forh=H,H—-1,...,1do
4:  Update the robust Q-value estimate as

(s) = Hand Q7},(s,a) =

~

Q7. (s,a) = min {A (a)+ e PV 4B (e V). H} ,

h,s,a

. . Chlog KH ChH log £H
with 3; 1, (s,@,V) = min {max {\/Nh(gs’aé) Varg, (V), 20 Hlog 57 Nh(s,g’a)é } ,H} .

h,s,a

5:  Compute Nash policy for each s € S as
7 (5) = (i (5) , i1 (s)) = ComputNash (QF), (5, ),
6:  Update the robust value estimate for each s € S as
V% (5) = Eanmuo) {@Zih (s, a)} -

7: end for
output The product policy 7 (s) = {mp, ()}, with 7, (s) = [/~ min (s).

Similar to (I6), we can tackle the multi-player general-sum MGs problem as:

~

: o _ 5O o . o /
inf P i htl = Lmax {Ph,s,a [qu,fl-s-l] —0i (O‘_ml,n |:‘/;JZL+1:| (s )) }
PeUi (P;Z_S’a) a€[min, V;} | ,maxs V' } ] a s @
(144)

where [171‘7; +1} . respectively denote the clipped versions of ‘A/ZU,; 41 € R® based on some level a > 0,

as follows.
o VI (s), itV (s) >
V_m } = i,h+1 ’ i,h+1 ’ 145
{ ht1 a(S) {a. otherwise; (145)

F.3 Analysis of Multi-ME-Nash-QL

In this subsection, we prove Theorem [4.5] which can separated into three steps as the proof of
Theorem 4.2
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First of all, similar to Assumption .1, we measure the distributional discrepancy between the
historical data and the target data to assess the effectiveness of the historical dataset for achieving the
desired goal. We propose a novel assumption for robust multi-agent general-sum MGs as:

Assumption F.2 (Robust multiple clipped concentrability). The behavior policies of the historical

dataset D satisfies

. wimw_;, P m

min {d}’ (5,(1),782@111&} N

max sup 55 = < Chy
(7—i,8,a,h, PYEA(A_;) xSx Ax [H]xUi (PO) dyt (s,a)

i=1

(146)

F.3.1 Step 1: decoupling statistical dependency

Before bounding Gap(7), we introduce an important lemma whose proof is similar to Lemma|D.1|in
Appendix quantifying the difference between P and P when projected in the direction of the
value function.

Lemma F.3. Instate the assumptions in Theorem Consider any vector V € R with ||V |0 < H
forall (i,h,s,a) € [m] x [H] x § x A satisfying Ny, (s,a) > 0. With probability at least 1 — 6,

one has

1 KH Hlog 22
inf  PV—  inf  PV|<Cy/———=Varg, (V)lo +C 2
Peusi(PY, ) Peui(Py, ,) - 4\/Nh (s, a) P’?’Sva( )1og 0 "Ny (s.a)
(147)
for some sufficiently large constant Cy > 0, and
H? KH
Vargo (V) <2varpo (V) +0O ( N, (s.a) log — > : (148)
With Lemma [F.3] we can now have
inf PV — inf PV| < By (s,a,V) (149)
Peuci(PY ) PeUi (P, )
for any (i, h,s,a) € [m] x [H] x S x A satisfying Ny(s,a) > 1.
Therefore, we conclude that @ff‘h(s,a) is an optimistic estimation of @:’,;”(s, a) for any i =
1,2,--- ,m, which is summarized below, whose proof is similar to Lemma[D.2]in Appendix [G.2}
Lemma F.4. With probability exceeding 1 — 6, it holds that
Qu(s,0) = Qi " (s,@)  and V() 2 VT (s). (150)

Besides, we introduce another key lemma highlighting the difference between robust multi-player
general-sum MGs and standard multi-player general-sum MGs from the same idea of Lemma|[D.3] as
shown below.

Lemma F5. Consider any  multi-player  general-sum  MGs MG, =
{SAAY H AUT (PO)Y ) {ri}{~,} and the uncertainty set {UZ (PP)}7 (-) with TV
distance. The optimistic robust value function estimate ‘//\;”;L :

~

V(i,h) € [m] x [H] :  maxV — min XA/Z‘;‘L < min{

seS seS g;

(H+1)(1— (1= H}

F.3.2 Step 2: decomposing the error Gap(7)

The goal of our algorithm is to output an e-robust NE policy (7) satisfying Gap(7) in (139), i.e.,

Gap(7) = max {{V7""(0) - V" (0} } <.

i=1
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According to the relationship in Lemma@ under the definition of A_; == A; x --- X A;_1 X
Air1 X -+ X Ay, we obtain

* T i n,ot 7o . o
VT (s) SVI(s) = min B (mi(s),m_:(s)) [Qifh(&a)} ; (151)

maXr_,eA(A_;)

where the first equality comes from line 8 in Algorithm [ Therefore, there exists a deterministic
policy 7, : S + A(A_;) satisfying that for any s € S

d . o
2.(s) > ar min = Egoir (o) r (s { 7t s,a]. 152
mi(s) = g min Bar(s)m i) Q75 (s,a) (152)

Before starting, we introduce several useful notations:

* The state-action space covered by the behavior policy 7" in the nominal transition kernel
PV is denoted as

C" ={(h,s,a) : d}(s,a) > 0}. (153)

* Forany (i, h) € [m] x [H], the set of potential state occupancy distributions w.r.t. the policy
(mi(s),7,(s)) and the uncertainty set P € U°* (P°) fis denoted as

i (s8),7 (s
DP, = {[df( b “D(s)] . P ey (PO)}; (154)
seES

1 T (S .ﬂ'b‘ S
fo;{ = {[dhb( )i )’P(s,a)]

* For convenience and without ambiguity, we introduce an additional notation for (i, h) €
[m] x [H] as

cPeU’i (PO)} ) (155)
(s,a)eSx A

i {70
ﬂi,h (S) = an(wi(s),w"_i(s))ﬁi,h (S, a, Vti,fﬂ»l) .

b sy
In particular, the vector ﬁ:;f—’ € R is defined with its s-th item given by B:;L’ﬂ” (s).
* Similarly, we can define the notation related to rewards for (i, h) € [m] x [H] as

AT, T0

i (8) = Equ(ry(s),m0 (s Tin (5, @)
To proceed with the analysis, we need to introduce a pessimistic V-estimation V7 (s) that are defined
similarly as ‘//\;U;L(s) Similar to Lemma we have V75, (s) < V37 (s).

Therefore, according to the update rule in line 4 in Algorithm @ and robust Bellman equality similar
to (28), we derive

*7_i,0t 7ot
Vin (s) = Vin™ (s)
<V7Zi(s) = V7, (s)(s)

o 71'1'77"51’ : aq
SEan(ri(s)mt ,(s)) inf PV +28i1 7 (8) = Egr(mi(s).n () inf PV

Peyci (13,?75@) Peusi(Py, .)
SIEILN i (s),m® (s inf P‘//\;U}i 1 inf PK;L}L 1
| L L, PV T i P
- = i,
+ inf PVZ-U}; 11— inf PVigﬁ ]+ 251‘ ;17 7'(8)
PeUi (P}'[L)‘S,O,) it Pcuci (ﬁ}?,&a St ?
°r inf PV inf PV, | 3607 (s)
= ~(mi(s),m . (s m iI - m —il i §
a~(mi(s),m ;(s)) Pey (Pff,s,a Jh+1 pevri(P0 ht1 Jh
(if) inf,V ({0 o mim
SEan(ri(s),n® ,(s) [Pi,h,s,a <V¢,i;+1 - Kz’fh—i—l)} +3B8,5 ' (s). (156)
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Here, (i) in (156) exists due to (149) in Lemmal[F.3|for N}, (s, a) > 0 and

inf PV, - inf PV | <H= 52“,;”*1( ) for Ny (s,a) = 0; (157)
Peui ( hsa) Peu%(P}?SG
and (ii) is valid under the notation
inf,V" ___ : o
Pi,h,s,a, T argmlnpeung (P%?.s a) PZZ h+1 (158)
and consequently,
inf szh-i-l = P’LH;LfS‘/aZZ h+1> and inf PV;’,;_H < szhfsvavz h41°
peusi(Pp . .) PeUsi(Pp o

. . Hinf,V
For ease of proof, we introduce a notation as P; " = K, _(x, (5),x> i(s))Pz h s.q- Furthermore, we

define a sequence of matrices Pii r;lf’v € R9%S. We can utilizing li recursively over the time steps
h,h+1,---, H and derive

*ﬁ,i,a'*' %,a'*'
Vin (s) — Vi,h (s)

s

Vi (s) = Vi (s)

Pil, (VYZU;H»l Vz h+1) + 361 ;7,7 7L( )

IA

IN

Hin inf o4 o4 inf,V
SP Ph+ (‘/zh+2 Ki,h+2>+3p /Bz h+1 +361h "(s)
H i'—1
Sinf,V i,y my,mP
<3y | IT 25 A +3607 ()
i'=h \j=h+1

i'—1

H b
Z H 1nf 1% 6;‘:;;7"—7;’ (159)

where we define (H y _hl me V) = I for conciseness.
T Trb . i
Forany d,,"" ' € D}' (cf. ), taking inner product with yields

H i'—1
b ~ + ~ 4+ b b
T Ty *,TT_ 4,0 o T T, inf,V ﬂ'zyﬂ'fi
<dh 7Vi,h —Vi’h >§<dh ,3 E || P ”, >

i'=h \ j=h
H b
= Z< N > (160)

where

d _* b i'—1 . .
d?,:ﬂ'iuﬂ-—i — (d;zuﬂ'fi)—r H P;?jf,v e DE,I (16])

i
j=h

by the definition of D (cf. (154)) forall ' = h+1,--- , H.
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b
Next, we control (dp s ) 57 il *) utilizing concentrability. First of all, according to the definition
of penalty, we demonstrate that the pessimistic penalty satisfies

. Cnlog % ~ 2C,Hlog BH
. < NS 8y onm e 6
Bii(s:a,V) < max \/ N; (s,a) arPlos a(V)’ N; (s,a)
Chlog ¥V (‘7) n 2C, H log %
NS 6 \fara 2T TS 6
—\V Ni(s,a) P, N; (s,a)
(i) [Cylog BH ~ CoH? KH 20, H log £
<=2 (2V v 1 0
o \/ Ni (S,CL) < arPRS'a( ) M Nl (Sva) o8 4 > * Ni (570’)
i)  [2C, log o~ (2C’n + +/ C’nC’o) H log EH
< 75v 2 162
B \/ Ni (s, a) aPP”(V)—'— Ni (s, a) (162

where (i) holds by applying (T48) for some sufficiently large Cj and (11) exists follows from the

Cauchy-Schwarz inequality. Therefore, combining the definition of B ~*(s), we obtain

21’

T, 'n'_7 ,ﬂ"i,ﬂ'b_i ﬂ‘i,ﬂ'b_i
<dp 7/81 z/ > = Z d?/ (5)51',1/ (s)

sES

Pm,Tr,L ~
—Zd Ean(ri(s)a® (s))Biir(s,a, V)

seS

= > d?/’m’ﬁb”"(S) 1{a; = 7} (s)}n¢ (a—ils)Bii(s,a,V)

(s,a)ESXAXB

= T s (5) B (s, 7 (s)a s, V), (163)

(s,a;)ESxA

b
where the last equation holds due to the definition in (137b). Then, we observe dp’ o “(s,a) € Dpa'
(cf. (I53)). Thereafter, we divide the bound (T63) into two cases.

7T1,7T71,P

For the first case, i.c., s € S where maxpeye: (po) d;/ (s,a;,7,(s)) = 0, it follows from

b .
the definition (cf. .) that for any d,"" " (s, a;, 7, (s)) € D, it satisfies that

K (s, a4, ,(s)) = 0. (164)

il

b
i, P
For the second case, i.c., s € S where maxp;/o+ (poy a,;" (s,ai,m;(s)) > 0, by the assump-

tion in (T46)

min {d;“ﬂ_“P (S, a;, 7"51’(3))’ m}

< CF < o0.
Pelte: (o) % (s, a;, 7 ,(s)) =T s
It implies that
d (s,a;, 7 ;(s)) >0 and (¢,s,a;,7°,(s)) € C". (165)

49



Lemma[F1]tells that with probability at least 1- 8(5

Ny (s,a;,7,;(s)) > Ky (s a“ \/Kd" (s,ai,7,(s)) log K(SH

—~

i) Kdj) (s ai, ™ ;(s))
16

v

i, P
. T ys b 1
iy I maxpeye: (poy min {dz" (s, @i, m24(s)), SzlA}
>

= 16C*
K min {dp’ “ﬂb”(s, ai,m™,(s)), SzllA}
2 16C} ’ (166)
where (ii) comes from Assumption[F2]and (i) holds due to
KdD (s,a5,7,(s)) > co 75 %‘:1 As log KHf({oi}?il, H)dY (s, a5, 7,(s))
m
> cHS Y Ajlog [%Hf({ai};gl, H) > 1600 log % (167)
i=1

W} JH }, the first inequality follows from con-
i i=1

dition (26), and the second inequality follows from
dp, =~ min {d%(s,w?(s),a,i) cdp (s, md(s),a_;) > 0} < df (s, a5, 72,(s)). (168)

h,s,aq,m®

where f({c;}™,, H) :min{{

Combining the results in (63) and (64), we arrive at
i, 71'_1 w2 ,7r,;,7rb_l ~
(™" B Sy Soood; (5, a5, 7 ;(5)) Bi.ir (5, a5, ;(s), V)

(s,a;)ESXA;

4,2 2C, IOg EH ~
< E a0 (s ag, T (5))\/ " o ___Varpo (V)
= (2 b )
= SR E IR E) R e

(2Cn + \/CnCo) Hlog KTH
Ni (s,ai,7;(s))

mi,
+ Z d?; (s>ai77rlii(8))

(s,a;)ESXA;

b * / KH
< > d?fmmi(&aiﬂrbi(s))( o (2Cb + VCCo) Hlog 75
Kmm{dp’ DTS, ag, T :(8)), SZ — }

32C7Cy log B2 ~
+ Py 875 Varpo (V))
Kmin {77 (s,01,70, (), gy

(S,(I,i,)ESX.Ai

(169)

*F_i,ot o .
Similar to the proof in Appendix we are ready to bound V7,777 (o) — V') ’ (0). There exists
some sufficiently large constants C, Cy, C3 > 0, and

o ~ C*C1H3SY ., A;log BH 2(Ho; — 1+ (1 —o0;))H
v +<@)—fo:"+(@)ﬁ\/r IS SO0y {20 L2000 )

K ()2 ’
* 2 . KH —
N CrCyH?S Y, 4 Ajlog =5 min{ (Ho; 1+gl o)) ¥ >7H}
K (i)
* 3 ] ) KH o _ 5 )H
< CrC3H3S Y, Ajlog =5 s 2(Ho; — 14 (1 —oy) ),H ’
K (0:)?

(170)
where the last inequality follows from condition (26).
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F.3.3 Step 3: summing up the results

Consequently, we obtain the upper bound of V:f‘“m (o) — Vfl’(“ (o) in (170). which directly leads
to

C*H2SSY T Al KH o _ _\NH\Y™
Gap(%)gcl\/ i 27{1 ) min{{Q(HU‘ tigl %) )} H} 171)
g; 1

i=

for some sufficiently large c¢; and

KH 2(Ho; — 1+ (1 — o))\ ™
KzHSZAilogémm{{ ()2 1,H .
i=1 =

G Proofs of lemmas for Theorem 4.2

G.1 Proof of Lemma[D.1]

We prove Lemma [D.T|similar to the proof of Claim 1 introduced by [43].

G.1.1 Proof of (46).

According to the definition in lb for any fixed value vector V' independent of ]3}? s.a.p» WE have

inf PV — inf PV
pPeust (P, ) PEUTT (P, )
= max PO V] ot (a—minV s’)
a€[ming V(s),max, V(s)] { hss, ’b[ ]a s’ [ ]a( )

— max Vs {P,(L),&mb [V]a —ot (Of — min [V]a (S/))} ‘

a€[ming V(s),maxs s’
< Plg,s,a,b [V]a - Pl(zjﬁs,a,b [V]a

< max
a€[ming V (s),maxs V(s)]

< aga}}ﬂ ‘Pf?,s,u,b [V]a - Pl(z),s,a,b [V]a

: (172)

where the last inequality exists due to the fact that the maximum operator is 1-Lipschitz. According
to the definition of empirical transition kernel P,? s.a.b» WE have

(ﬁi?,s,a,b - Pf(z),s,a,b) [V]a

N
= ]l{hi:h78i:37ai:a7bi:b7sgzsl}
=2 VO [Z - Np, (s, a,b) — Py (s'|s,a,b)
s'eS y Uy

:ZXS/
as a sum of independent random variables. Based on the relationship between P} , , , and P}gs ab>

we verify E[Xy] = 0 and | X| < H forall s € S. With probability exceeding 1 — § and for some
universal constant C; > 0, under the Bernstein inequality [37, Theorem 2.8.4], we have

~ 1 KH CyHlog EH
P By V] < —  Varpo 1 0
( h.s,a,b h*s’“’b)[ ]0‘ - C4\/Nh (s,a,b) e, ([V]a) o8 1) * Ny, (S,a, b)

h,s,a,b

1 KH C,HlogZ&H
< Oyy)—"—V V)1 0 173
) 4\/Nh<s,a,b> TP e VB4 gy (7D

where the last inequality comes from the definition of [V] , in .
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LetV =V — (P}?j&a?b\/) 1, we have

Var
Ps,s,a,b

(V) = Pf?,s@,b(v © V)

= ﬁf?s a b(V V) + (Pf(z),s,a,b - ﬁlg,s,a,b) (VOV)

- VarPS sab ( ) [(P}?’S’a’b - ﬁ}?vsvavb)v]Z + (Pf(z),s,a,b - ﬁ}?,s,a,b) (VO V)a
(174)

where the last equation holds since
ﬁl?,s,a,b(vov) = ﬁi?,s,a,b (V= (PisasV) 1 o [V = (PsasV)1])
= P Vo V) =2(PlusV) (PlaasV) + (PhoaaV)’
= B (V — (PaasV) 0 [V~ (PasV) 1)) + (BaV)
=2 (PeasV) (PhaasV) + (PhaasV)
=Varge (V) + [(Phaas— P V]

hys,a,b

Analogous to (173)), with probability exceeding 1 — 4,

=~ — — 1 KH C,H? log =5+ KH
|<P}g,s,a,b - Pi?,s,a,b) (V © V) ’ < 04\/]\[}1(8,017())\/2”13}?,‘ s,a, (V © V) log § + N, (S, a, b)

H? KH C,H? log
< Cyy| —=V V)l
B 4\/Nh (s,a,b) arPE”S‘“"’( ) log o * Ny (s, a, b)

(175)

where the last inequation comes from the fact that
VarPﬁf,s,a,b (VoV) < P,?,Sﬂ’b (VoVoVoV)< HQP,?VS’a’b (VoV) = H2Varp’?ys’a7b V).
Employing (I75), we further bound as
5 2
VarP;?,s,a,b (V) §Var13}?, cab (V) + [(Pf?,s,a,b - Plg,s,a,b)v]

H?log &1 CyH?log &1
+C\/OgsVarP0 vy Gl loe s

Ny (s,a,b) W
~ 2 CyH?log %
Nargy V) F [(Phoas = Plaas) VI + =gt
1 CZHQ log KH
1, ) 4 Ga"log 75~
+ 2 arP}?,s,a,b ( ) + 2Nh (87 ayb) ’

where the last relation holds due to the AM-GM inequality. Therefore, we obtain
C3 +2Cy) H? log B2

Varpo (V) < 2Varp, ) +2[(P,. b= P e b)v]2Jr (

. (176
h,s,a,b T R Nh (S,a,b) ( )
Combining (T76) and (T73)), we derive
KH
~ 202 \/04 (CF+2Cy) Hlog &%
P oy — P V] <y 2=V V)1
’( h,s,a,b h,s7a,b) ’ = \/ (S a, b) arP0 sab ( ) Og 5 + Nh (s,a,b)
2072 KH |, ~ CyH log K2
lo P, =P V+ —=2
+ \/Nh (s,a,b) 0g 5 |< h,s,a,b h,é7a7b) | + Ny, (s,a,b)
77
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Next, we consider two cases, i.e., Nj, (s a,b) <
first case of Ny, (s, a,b) <

53 log £ and N}, (s, a,b) >
log £ 1@; is valid since

5C3 log %. In the

= 8C2
inf  PV—  if  PV|< max |(Pas = PRoat)V|
Pelet (ﬁ}?.s,a.b) PEL{”+( 0 . M) a€[ming V(s),maxs V(s)] T T
<om—of Hlog " (178)
- N Nh (87 a, b)

In the second case of N}, (s, a,b) > Xz log £ it follows from ( b that

802

~ 202 KH
’(Pl(z),s,a,b - Pi?,s,a,b)V’ 5 ’ (Ph s,a,b Pi?,s,a,b)V’ + \/]Vh(b)varPO ab (V) log T

—_

Cy+ Cf (CZ+QC4) KH
Hlog —
+ Ny, (s,a,b) &5

which, by arranging the terms, leads to

2 8C} KH
’(Plg,s,a,b - PI(L),S,a,b)V’ S\/WVE)I’ - (V) log —

Cy+/C3(C3+ 204
+2H N, (5.a.0) 6 (179)

Combining (T72) and (I79), we obtain

2 KH
it PV if PV <o Vars,  (V)log B
Peust (B, ) peust (B, ,.,) Np (s,a,0) " Thoer 0
Cy + /CZ(CF + 2Cy)
2H 180
+ Ny, (s,a,b) 8 0 (180)

Joining these two cases, we conclude the proof of (@6).

G.1.2 Proof of @7).

We consider two cases, i.e., N}, (s,a,b) < 16C7log £E and N, (s, a,b) > 16C% log ££. In the
first case of Ny, (s, a,b) KH, is valid since

H2loe B2
Var 5, (V)<H2:O<Og5>.

Py o an Nh(S,Chb)
In the second case of N}, (s, a,b) > 16C3 log £, we have

Varp ) (V) - [(Pf?,s,a,b - ﬁ}?,s,a,b)v]g - (Plg,s,a,b - ﬁl?,s,a,b) (V ° V)

(i) H? KH CyH?log¥H
<Varpo (V) + 04\/N(Varpg (V) log 5 4+ 4 og —5—
,8,a, h ,8,a,b

Saa7b) Nh (S,G,b)
(i) (C3/4+ Cy) H?log £E
< 2V i
S NVarpy V) Ny (s, a,b)
H? log@
— 9V e 6
M (V) O (zvh (b))

where (i) comes from (T74), (ii) holds due to (I73), and (iii) is based on the AM-GM inequality.
Combining the two cases, (#7) holds and Lemma [D-1]is proved.
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G.2 Proof of Lemma|[D.2]
. N+ *,0,0" T+ *,v,0T .
Assuming that @} (s,a,b) > Q" (s,a,b), then we can obtain V" (s) > V""" (s), since

Vh+ (s) = anﬂx(s),%y;(s) [QZ (s,a, b)}
@ A+ % 0,07 *,D,0T
> any*(s),bwﬁ(s) |:Q}L (S» a, b):| > ]an,u*(s),bwﬁ(s) Qh (S, a, b) = Vh (S)v

where (i) holds due to the fact that 7 = v, and (y;,v;") is the Nash equilibrium of @; (s,a,D).
Hence, we need to verify

Qi (5,0,0) > Q™" (s,a,0), (181)
which can be proved by mathematical induction. Specifically, holds when h = H + 1 under
the trivial fact @EH(S, a,b) = Q;}‘fl(s,a, b) = 0. Suppose that 1) holds for all (s,a,b) €
S x A x B at some time step i € [H]. According to the update rule in line 4 in Algorithm[2] (I81)
exists if @z(s,a,b) = H because Q\Z(s,a,b) =H > Q;’V’a+(s,a,b). Besides, in the case of
Np(s,a,b) = 0, we have 3, (s,a, b, ‘A/htl) = H, leading to @Z(s, a,b) = H > QZ’D’”+(S, a,b).
Otherwise, for Ny (s, a,b) > 0, Q\;:(s, a, b) is updated as

Q: (s,a,b) =r(s,a,b) + Peu”i?ﬁf\o PVhtr1 + Bn (s,a, b, Vhil)

h,s,a,b

>7(s,a,b) + PeufT*i?zEO )PVhi_Fl + B (Saéh b, Vfiﬂ)
h,s,a,b

inf PV, — inf PV
peust(pp,.,) T peust(rp,.,)
>7r(s,a,b) + inf PV 40
( ) peust (PP, ., bt

>7 (s, a,b) + Peuﬁig{) PV 4 0=Qp" (s,a,0),  (182)

h,s,a,b

where the second inequality holds due to (48) in Lemma[D.T]and the last equality comes from the
empirical robust Bellman equation (30). Together with the case of h = H + 1, we complete prove
Lemma

G.3 Proof of Lemma[D.3|
Following the proof by Lemma 3 in [34], we bound minge s V}f (s) and maxses ‘7h+ (s). Specifically,

. "+ o . /\+
i Vi () = M E 1yt |QF (5,0.0)

f— ] - . A+ A~
=minE ) oy |j‘h(& a,b) + PEWJ}%’? PVE .+ Bn (s, a,b, Vh+1>

sa,b)

T a
20+gél‘rsth+1(s)+O, (183)
where the second equality is valid due to the update rule in line 4 in Algorithm 2} Similarly,

o+ _ A+
e i = e B oo Q000 )

= max E(a}b)NM:Xlﬁ [?h(s, a,b) + inf P‘Afht_l + B (s, a,b, ‘7h+1)

seS h Peua+(ﬁ7?,s,a,b
<1+  max inf PV +H. (184)

(s,a,b)eSxAXB pcyyet (ﬁh,s,a,b)
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For any h € [H|, there exists at least one state s}, that satisfies XA/hJ“ (s}) = minges I7h+(s). Further-
more, for any accessible uncertainty set ™ > 0 and (s,a,b) € S x A x B, we define an auxiliary
vector P} _ ., € R¥ by reducing the values of several elements of P,? s,a,p Strictly, namely,

O< hsab<Phsab and thsab Phsab _thsab 'Phsab‘1 +'
s'eS
(185)

Let s; represent an S-dimensional standard basis under sj,. We can derive that
o

10~
B ol P |+

‘ HPhsab Phsab

where the first inequality is valid since the ‘distance’ function (e.g., TV distance) satisfies the triangle
inequality.

ot [zs*]THl <ot (186)

h

5 T +.5 5 T
/ + 0 / + .
T.her.efor.e, we can conclude that PMS,G,Z? +ot[l:] €U (Ppgap)and Py +0 [ls:] isa
distribution vector based on (T86)), leading to

ety TV S (Bl + 0, ] ) i
h,s,a,b

<PVl + 0 Vi ()

+ + nin UV
<(l1-o )meaxVhH( s)+o rsrlel‘gV}H_l(s)7 (187)
where the last inequality holds since
||P;L,s,a,bH1 :ZP;L,s,a,b(S,):7Z(Pi?,s,a,b( ) Phsab +lehsab 7170’+
(188)
Putting (I87) and (T84) together shows
max ‘7h+(s) <1+ max inf PV w1+ H
seS (s,a,b)eSxAXB Pez,{a+(Ph cap)
+ + min V7t
<H+1+4(l-0¢ )r;leagcvh+1(s)+a Islél‘Islvh_H(s). (189)

By substituting (T89) it (I83)), it readily follows that

UVt —minV+ < _+ v+ + vin U —min Ut
Iglea‘;(Vh Iglelélvh <H+1+(1-0 )r;leaé(VhH(s)Jra 181161‘181Vh+1(s) rsrélgvh+1(s)

=H+1+(1-0") (rglgg Viia(s) - min Vhil(s))
<H+1+(1-0") [H+ 1+ (1-0") <m€a§<‘7h++2( ) —min V5 (s )ﬂ

sES
_ (H+1)(1-(1- a+)H—h).

<o < — (190)
which, combined with max,ecs \7h+(s) — minges KA/th(s) < H, conclude this proof.
G.4 Proof of Lemma[D.4
First, we introduce auxiliary = values and reward functions to  control

PO Dsyesxs di K (5, 1 (5), b)Var po (V) as below: for any time step i

i,s,19(s),b

)

e VM = minges Vf(s): the minimum value of all the entries in vector VL+

.

* V/ = V;* — V/™1: truncated value function.

. id’”* (8) = Ea,b)~(ud(s),0* (s))Ti(8, @, b): average reward function.

I
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d % ~ o~
T =17l 4+ ( = Vlm) 1: truncated reward function.

Applying the robust Bellman’s consistency equation in (30) gives
9 i+ rm ) ~ud* Sinf, V54 ud v* rm
Vi=V," =Vl <7 + P Vit +26; -Vl

= PO+ (V1= T - Ot 2

— PP PRV m 1 4ot
=7 PRV 4ot (191)
where (i) follows from the fact that
‘/;;+(3) S’f/’\litd’y* (S) + ]E(a b)Y~ (pd(s),v*(s)) inf Pvzil —+ de’y* (5)
, 7 peust (PO,
1) _a - . N
<77 (8) + Efap)m(ui(s).0e () inf PV,
peust (PO,
+ inf P‘Zil inf P‘/}Zil + Béﬂdyl/* (S)
peus* (B, ) peus* (P2, .
(ii)/\“d_y* N o
<777 (8) F Ea ()0 () { 5. szH} +2677 ()
i), ,, in o
SR (5) + BREOVTE, 288 (s), (192)
(ii) is valid under the notation
ey, = AN, ot (po b)PVZL, (193)

and (iii) holds under the notation as me Vo E(a’b)w(ud(s),y*(S))P;j;‘fb and the sequence as
PV e RSXS Besides, (i) in exists due to (48)) in Lemmaﬂfor N;(s,a,b) > 0and

inf - PUL, - inf  PVL,| < H =B (s) for Ny(s,a,b) =0. (194)
pPecu° (PO ) Peuet (PO

0. o
Then, we have
Eap)m(ut() (s Var pinsv (Vi)
P o () Varpiney, (Vi)

nf,V

7E(‘1 b)~(pd(s),v*(s)) {Ijz s,a,b i,8,a,b " i+1 i,8,a,b " i+1

( (Pinf,V T ) o (P?nf,V ‘7/ ):|
e {Pff’fb (Vo V) = (PIEE ) o (B, 07,)]
(s) o V/(s) — (PZ”;f VVZ/H) (me sz,H)
Vo) = (BT ) o (V) + (V)

(
~ V() o Vi (s) + (FR(s) + 2817 () o (Vo) + (BT T40))
(

AZ‘,“HOO) (255"’”*(5) + 1), (195)



where (i) follows from that Var piut.v (V — bl) = Var pur.v (V) for any value vector V € RS and

scalar b, (ii) holds since

E oty e)) | (Praas Viin) © (P Vi)
inf.,v ‘7/ ):| ’

nf,\7
2E 0 (o) ) | (Phas Vi) | © Bty o) | (Pl P

(iii) comes from li and (iv) arises from 7" < r; < 1 due to IA/Z’_“H — IA/im < 0 by definition

Consequently, combining (62)), we arrive at

S a5 pé (). b)Var ey (Vi)
(s,b)eSxB o
=3 () E a i) v () Varpine v (VL)

seS

< de o (me WV <V+1 o z/+1> - XA/i’(s) o V/(s)

=
(7] 7] (e 1))
S (R (o) - T o T0) ([, [, )
(] <[l ) S oo
=3 (#1@) (Va e i+1<s>)fd$’“’"<>‘7<>ov« )+ (7] +[9a])
fz(!@’ 7 ) e o
7 (s) (z;1<s>521<s>)—dw V()0 T) + (|77 + (V] )

seS
-~ d x o~
2 (| V) XD @ (), 0B, ()., ). (196)
° 7 (s,b)eSxB
Besides, under TV distance, we have
Varps | (ViE)) = Varpme (V)| = Varps (Vi) = Var e (V)]
2
inf,V
<‘ i,8,a,b i,s,a,b‘ ‘ 7.I+1}
1 e’}
go—+HW+1H <@+)||[Ta|_ . aom

where the last inequality comes from Lemma|[D.3]
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Therefore, we derive

SN o) arps, (T)

i=1 (s,b)eSxB

Z Z dP,Ndv"*(s"ud(s),b)VarPl‘i:f’=;/7b(‘/}ij_—1)

i=1 (s,b)ESXB

H
ol v* d i %
N B s (). ) [Varey, | (Vi) — Varpuey, (Vi)
i=1 (s,b)eSxB
H H .
<> 2 (7] + ¥l ) St o+ X (7] + e 2 7] )
=1 =1
+ Z d?iif VH+1( s)o VH+1(5)
seS
H .
| EH+D (1 —(1—-0oh)f Z) i q J ~
<4Zm1n{ ot 7H Z di’ﬂ (S,/J, (8),b)ﬂ1(8,ﬂ (S),b,V)
= (s,b)eSxB
H _
H+1)(1-01—-ct)H-t
+(H+3)Zmin{( + )< ( o) ),H}
i=1
. H H
o) JH+1)(1-01-0" ot g g .
§4me{ p 7H Z d; (s,1°(5),0)Bi (s, u(s),0, V)
i=1 i=1 (s, b)eSxB

+(H+3)Zmin{(H+1)( —(1-o0") }

=1

i + _ _ +H\H H d o x ~
(§)4Hmin{2(HU L+ (-07) ),H} ST B (s (), BB 1 (5). b, D)
(%) i=1 (s,b)eSxB
. [2(Hot —1+(1—0h)H)
+(H+3)Hm1n{ e ,H}, (198)

where (i) comes from Cauchy-Schwarz inequality and the (ii) holds since

i (H+1)(1-(1-0")") HH+1) Hi (H+1)(1—o")

i=1 o¥ - ot i=0 ot
CHH+1) (H+1)(1-(1-0)H)
T ot B (oc1)?
(H+1)(Hot —1+(1-01)H)
N (oF)2
2H(Hot — 14 (1 —oT)H)
B (0F)? '

H Proof for Theorem 4.4

To establish Theorem 4.4} we present key auxiliary facts, each addressing critical components of the
proof and providing essential theoretical underpinnings.

H.1 Proof of LemmalE.2]

Since all RMDPs in M (F, ®) are constructed similarly for each w € F and ¢ € ®, we will focus
on a specific RMDP M? € M(F,®), with the results applicable to all other RMDPs in M (F, ®).
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H.1.1 Ordering the robust value function over different states
Before proceeding, we introduce several facts and notations that will be useful throughout this section.
First, for any M? and any policy zi, we observe the following at the final step H + 1:

Vse MUN : Vo 9(s) =0, (199)
Then for step H, we can easily verify that

ot f, : ot f,
VseN: Vi 59 (5) = Eonjin(-|s) [TH(S,Q) + Peuﬂ}’rg’f"’ )PVﬁH N)] =1 (200a)
H,s,a

Vse M: VBT I =Eu s [rH(s,a) + inf PV ’f@] =0, (200b)

peust (Pi? )

which holds by (T99) and the definition of the reward function (see (87)). The above fact directly
indicates that

V(s,s) € M N s min VT IO @) = VT mp) < VT s) < VRTINS,
sE€
(201a)
V(s,8) EN x N1 VET I (s) = VT 19 (). (201b)

Then we introduce a claim which we will prove by induction in a moment as below:
V(h,s,s') € [H x M x N : V};’Z’H’f"z’(mf) < Vf’g+’f’¢(5) < Vhﬁ’g+’f’¢(s/) (202a)
V(s,8) EN x N1 VI I (s) = o lo (), (202b)

Note that the base case when the time step is H + 1 is verified in (20T). Assume that the following
fact at time step h + 1 holds

. ~O'+, s ~,(r+, s ~,<7+, s ~,0'+7',
V(&S/) EMXN: ggg Vfﬁh f¢(§> = Vh”+1 f¢(mf) < Vh“+1 f¢(s) < th+1 f¢(3/)7
(2032)
V(s,s') €N x N VT 19 (s) = VI 19 (o), (203b)

The rest of the proof focuses on proving the same property for time step h. For RMDP M;’f €
M(F,®) and any policy [1, we characterize the robust value function of different states separately:

e For state s € N': we observe that for any s € NV,

ot f,é _ : fot,f,0
Vh“ (S) = anﬁh(. 's) l:Th(S, a) + peua}*'n(f};f@ )PVhMJrl :|

h,s,a

) inf, f, ot f, ot f,
21t Eonny 1 [B (s 5, VT P (8)] + ot VT (my)

=1+ (1= oW 2 s) + o VS 0 my), (204)

where (i) holds by r,(s,a) = 1 for all s € N (see ), the fact that
minges V[‘J’r‘f’f 2(3) = Vh’jer’f ?(m ) induced by the induction assumption (cf. )
and the definition of P;Lnf’f “%(s]s,a) in , and the last equality follows from
Pl9(s|s,a) = 1 forall (s,a) € N x Aone. Resorting to the induction assumption

in (203)), we have

Y(s,s') €N x N o Vo 50(5) = yo T ho (o), (205)
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* For state my: first, the robust value function at state m; obeys

= ot . Tt
V}f’g ’f’¢(mf) = anﬁh(.|mf) rh(mf, a) + inf th“ﬁ o

peust (Pl )

(i) ~ . 0t
= 0+ fin(pn | my) inf PV}ﬁ’1 109

Peust (P54

~ . ot
+ n (1 — @p | my) inf PV i

+(phe
Peus (Pl 1 _,,)

() ~ in B0t f, in w,ot,f,
= Gin@n | mp) [PV P2 )+ (1= ) VIS (my)|

~ infy, H,07",f, in ot f,
+ Fin(1 = onlmg) [d" VIS0 (ng) + (1= ™) VIS (my)]
() wfoy oS, PERANVIR AN
= mf POV ng) + (L=l POV ) (206)
< (1= oMVET 2 (ng) + 0t VES T2 (my). (207)
where (i) uses the definition of the robust value function and the reward function in (§7),

(ii) uses the induction assumption in (Z03)) so that the minimum is attained by picking the
choice specified in (]Zf[) to absorb probability mass to state m ¢, and (iii) holds by plugging in

the definition 1| of mg’f P, Finally, the last inequality follows from the fact that function
f(m) = mV,f_;q+’f’¢(nf) +(1—- m)Vf_;‘;+’f’¢(mf) is monotonically increasing with m
since ijr‘fr’f P(nyg) > V,f?jf’f *®(m) (see the induction assumption ), and the fact
m”,f’f’d) <1l—ot.

Combining the above results with (203), we confirm the claim in (202).

H.1.2 Deriving the optimal policy and optimal robust value function

We shall characterize the optimal policy and corresponding optimal robust value function for different
states separately:

* For states in M: Recall (206)

= ot = = ot = ¢ = ot

V}tt,d ,f,¢(mf) _ mva@Vhﬂ_;_ol' 7f7¢(nf) + (1 _ mva@)V}f:_Ul »f@(mf) (208)
fot.f. fot . f.0 ; ; :

and the fact V;}'9 (ng) > Vi (my) in (202). We observe that (208)) is monotonic-

ity increasing w.r.t. m‘Z’f % and m’Z’f % is also increasing in fip (¢ | my) (refer to the fact

pf > ¢inf since p > ¢; see and (91))). Consequently, the optimal policy and optimal
robust value function in state my thus obey

Vhe [H]: fipt O (gn|ms) =1,
ot inf ot f, in ot f,
V7 0 myg) = pVEE P ng) + (1= p™) Vi (). (209)

* For states s € N': Recall the transitions in (98)) and (86). Considering that the action does
not influence the state transition for all states s € A/, without loss of generality, we choose
the robust optimal policy obeying

VseN: 1% (enls) =1 (210)

H.2 Proof of (105)

With the initial state distribution and behavior policy defined in , we have for any MDP M,

& (s) = 0"(s) = a(s),



which leads to

n P 1
V(mys,a) € M X Agne : dl’P¢ f(mf,a) = §§(mf). (211)
Along with d'I’P(#’f(nf,a) = 19(ny) =0, 1| is proved.
In view of (98), the state occupancy distribution at any step h = 2,3, --- , H obeys

b, f ~
AP (mp) > P sy = 8" | sp_1 = my; "}

> dP (my) [y (6nr | my) (1= p— A) + 1 (1= dns | mp)(1 = p)]

h—1
n,P*f n.P?®
> (L —p-A) = = d T mp) [[A-p - A)
7=0
b -
2 d?’P¢(mf)(1 -p- A) > Q(%f), (212)

where the last line makes use of the properties p and A in (T0I)) and

(1-r-8)"2 (1-55) 2 (1-55) 25

provided that 0 < ¢ < 1. In addition, as state n s is an absorbing state and state m ¢ will only transfer
to itself or state ny at each time step, we directly achieve that

n, P 7 n, P n, P _
iy (mp) < ARt (mg) < - < dPTT (my) < B(my). (213)
For state n ¢, as it is absorbing, we directly have
n, P& S ~n n,P¢'f n,P¢’f —
dyt (ng) =P{sp=ng|sp1=ngpp"y > dys (ng) > >dP (ng) =2(nyg).

(214)
According to the assumption in (T04), it is easily verified that

AP (ng) < 1< 20(ny). 215)

Finally, combining (212), (213), (214), (215)), the definitions of P} (- | s, a) in (98)), and the Markov
S

property, we arrive at for any (h, s) € [H] x S,
E(S) n,P¢'f —
5 < dh (s) <20(s), (216)
which directly leads to
o(s n.péf ~n n.péf _
% <dp” (s,a) = i (a] )y (s) < 0(s). 217)

H.3 Proof of (107)
Examining the definition of C} in (20), we make the following observations.

e For h = 1, we have

min {d}"" (s, a), 37}
max TN
(5,2, P)ESone X Aone XU (P?) dy (s,a)

o min {d7" (s, 61), 121}
= max n,P®.f
(s,P)EM XU (P?) dy (s,01)
(i) L
= max n,P®.f
(s, PYEMXU(P?) 45 Ad’ (s,01)
(iii) 1
i S 218
N 25 Aa(s) o

where (i) holds by d}**(s) = p(s) = 0 forall s € N (see (106)) and i\ (¢ | s) = 1
for all (s,h) € M x [H] (see ), (ii) follows from the fact that di"" (s, ¢ ) = 1 for all
s € M, (iii) is verified in (I03), and the last equality arises from the definition in (T03).

—~
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 Similarly, for h = 2,3,--- | H, we arrive at

in {d;" (s, a). 735
max mm{ s a) 4SA}
(8,0, P) € Sone X Aone XU (P?) dy (s, a)
. *, P
() min {dh (s, }
= max T
(s,P)ES XU (P®) dy (s 7¢h)
1
< max ToT
(s, PYeMxU (P?) ASAdy™ " (s, én)
(i) 1
< max ——— = 2C, (219)

seM 2SAQ( )

where (i) holds by the optimal policy in 1l and the trivial fact that dZ’P(s) = 0 for all
s € N (see (106) and (98)), (ii) arises from (I03), and the last equality comes from (T03).

Combining the above cases, we complete the proof by

. P
C min {d>" (s, a), 7=
—<Cr= max {h¢(f7 )’4SA}§C.
2 (18,0, P) €[H] X Sane X Aone XU (P?) dyt" (s, a)

H.4 Proof of (T12)
Recalling @) and @), we first consider a more general form
VT 8 mg) = VT )
=gV )+ (L= )
— (mfp P OVET 0 g) 4 [1 = mf P VS ) )
— (pinf i f¢> e F I () + T (V o T () — Vhﬁﬁﬂf,d)(nf))
=) (Vi o m) VI mg)) = (0 =m0 ) VIS )
i (Vi ) = VIS ) 0= ) (Vi mg) = VIS0 my))
+ (pinf —mp ) (Ve ) = iy e )
> (=) (Vi mg) = VI m)
n <pinf _ mg,f,qﬁ) (V;ﬁﬂf,d)(nf) _ V,j’+"1+’f’¢(mf))
>(1 =) (Vi PP myg) = ViS50 my))
45 0= D Clmp) = T L), (Vi) = Vi mp) (220)

where the last inequality holds since

pinf _ m;z,f,¢ _ (pinf lllf) (1 — Mh(¢h | mf))

(p—a)(1 = fin(on | my))

1 ~ ~
= 5(]9 —q)(1 = an(dn|my) + fin(1 — ¢p, | my))
1 o~
= 5= [[E"* ¢ 1myp) = Enl-[mp)]),. 221)

with the first equality holding by (93) and the second existing by (91).

62



To further control (220), we have
Vi O ng) = Vi mg) 81+ (1= oW () + 0V ()
= (Ve ) + (= POV )
=1 (L= = ) (Vi ng) = Vi )

(i) *a ', f, x0T, f,
D1+ (1 -p) (Vg ) = Vi )
H—-h

= (1-p)y, (222)
j=0

where (i) follows from Lemma [E.2|and (ii) holds by (sz[) Then, we consider two cases w.r.t. the
uncertainty level o to control (222), respectively:

e When(0 < o™ < 5%: Recall p= 2 if o < $2-. In this case, applying (222), we have
Vh’ 7f,¢>( f)_v N ’f,¢( f)

H—h o\ H—h+1
1-(1-%) 2co(H —h+1)
=S - (1- 7) i > @23
; ( Z o > ; (223)
Here, the final 1nequa11ty holds by observing

o\ H—h+1 CQ(H—h+1) 202(H—h+1)

_ = < e S L [P It S
(1-%) < exp = <1 g @)

where the first inequality holds by noticing ca < 5 and then 1 — = < exp(—=x), and the last
inequality holds by exp(—x) < 1 — 2% for any O <z <3
Plugging above fact in (223) back to @ we arrive at

*3o-+7 il ~?0-+5 9
Vit I () = VIR0 (myp)
in *7U+, 5 N>U+v s
>(1 =) (Vi mg) = VIS my)

1 ~ 2¢3(H — h+1)
+ 50— |E" Clmg) = ()|, = (225)
Then, invoking the assumption
H
ZHuh mp) = CImpl = (226)
in (TTI) and applying@)recurswely forh=1,2,--- , H yields
Vi mg) = VT ()
H
2 in — ~ ~
> S0 o a)(H — ot D[ mg) — )]
h=1
(e 2 A ~% ~
z§§j<1 2 @ = @) (H — b+ D[E"CImg) = in( )
h=1
H
(11)C2 ~*f¢ »
252( p—q)(H —h+ 1)y (- |mg) — fn(- [ myg)]],
h=1
(iii) co A ~
"6 S S Ig) — B L),
h=1
(1v LA/16] coA
Z 2h > 2— | H/16] (|H/16] + 1), (227)
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where (i) follows from 1 — p™f > 1 —p =1 — 2, and (ii) holds by

€2 \h—1 c2g 1
VhelH]: (1- ﬁ) >(1- ﬁ) > ib (228)
as long as co < 5. Here, (iii) arises from the definition of p, ¢ in ( . (iv) can be verified by
the fact that for any series 0 < mq, Mo, -+ , My < Mmax that obeys thl mp > Y, one
has
H [Mmax /7]
> mah > Z Manaxh, (229)
h=1 h=
e, frh H

and taking my, = HﬁH*thl(' [myg) — g’ |mf)H1 < 2= Mmax andn = 5.
Consequently, observed from (227), the following inequality holds

. A
VEo I (my) — VIO () > % |H/16| (|[H/16] +1) > csAH? > & (230)

for some small enough constant c3 and letting A =

c3 ?{2 .
When £% < o <1 — co: Similarly, recalling p = (1 + %) o+ if 0™ > £2 and invoking

@) glves

H—h H—h .
ot f.¢ _yrotife _ V- _ )+’
Vi I mg) VT ) = =gy = 3 (1= (14 %) o)
3=0 7=0
c H—h+1
1= (1-(1+%)o™)
- (14 F)o™
02(H —h+ 1)
_— 231
30+H ’ 231
where the final inequality holds by observing
— & + A=hitt < _ “a + _
(1 (1+H)U) _exp( (1+H>U (H h+1))
()
< 1+ ) (H=h+1))
< exp( oY ( t g ( +1)
CQ(H h —+ 1)
<1- i S
<1-(1+%) Bz (232)

Here, (i) holds by observing 5% < o™, and the last inequality holds by (1 =+ %) <2,
cy < % and the fact exp(—z) < 1 — %” forany 0 <z < %

Plugging (231) into (220) gives
*,a+, s ~7U+7 )
Vie? P () = ViR D ()
in ,U+7 s 77U+a 5
>(1-p™) (Vh*+1 % (my) = VI M(mf))
+ 1 H CQ H h + 1)
PR 30+ H

Following the steps to achieve (227), applying (233) recursively for h = 1,2, --- , H gives

V) = VT )

H
(H—h+1),_ _
>3 (1 =p™ i p— q)%lf 2O my) = fin(- my) |

2P0 Img) = fin (- [mg) | (233)

. c _ H
QMZQ H)h YH = h+ D)y 0 lmy) = fin(- [ my)|],

|H/16] (|[H/16] + 1), (234)
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where (i) follows from 1 — p™ =1 — (p — o) = 1 — S0, and (ii) holds by letting
c1 < % and following the same routine of l| Consequently, (234)) yields

A ot . A csAH
VT ) = VT mg) 2 2R (H/16) (LH/16) +1) > S5 >
(235)
which holds for some small enough constant ¢4 and letting A = g:lj.
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