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Abstract

Out-of-distribution (OOD) detection is crucial for ensuring the reliability and safety
of machine learning models in real-world applications, where they frequently face
data distributions unseen during training. Despite progress, existing methods are
often vulnerable to spurious correlations that mislead models and compromise
robustness. To address this, we propose SPROD, a novel prototype-based OOD de-
tection approach that explicitly addresses the challenge posed by unknown spurious
correlations. Our post-hoc method refines class prototypes to mitigate bias from
spurious features without additional data or hyperparameter tuning, and is broadly
applicable across diverse backbones and OOD detection settings. We conduct a
comprehensive spurious correlation OOD detection benchmarking, comparing our
method against existing approaches and demonstrating its superior performance
across challenging OOD datasets, such as CelebA, Waterbirds, UrbanCars, Spuri-
ous Imagenet, and the newly introduced Animals MetaCoCo. On average, SPROD
improves AUROC by 4.8% and FPR @95 by 9.4% over the second best.

1 Introduction

Machine learning systems in real-world applications often encounter out-of-distribution (OOD)
inputs, which are samples from distributions different from the training data. These inputs require
cautious handling to prevent overconfident mispredictions during inference [1]]. This makes OOD
detection crucial, as it aims to identify whether an input belongs to the known distribution or not. Yet,
deep neural networks, widely used in vision tasks [2H3]], tend to make high-confidence predictions
even on OOD inputs, demonstrating their inability to recognize data outside the training distribution
as OOD [6,[7]. The reliability of OOD detection is especially critical in applications like healthcare
and autonomous driving, where overconfident predictions on unfamiliar data could have serious
consequences [18,(9].

Recent research on OOD detection aims to ensure the reliable deployment of DNNs [7} [10-13]].
Despite many effective methods, their robustness can be undermined by spurious correlations in
the training data [14]. Studies indicate that models often rely on features that are statistically
informative but not causally representative of the object itself [15H17]. These misleading cues can act
as shortcuts, allowing models to achieve high accuracy without learning the core, causally relevant
features [[18]. While spurious correlations have been well-explored in classification tasks [[17} 19} 20],
their impact on OOD detection remains underexplored. Recently, [[14] underscores the impact of
spurious correlations on OOD detection and introduces a formalization that categorizes OOD samples
into two types: spurious OODs (SP-OODs), which contain spurious attributes but lack core features,
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Figure 1: The challenge of spurious correlations in OOD detection. ID classes (dog, fox, wolf) appear
in correlated backgrounds (grass, autumn, snow), with majority groups relying on context shortcuts
(blue frames). SP-OOD samples share the same contextual backgrounds, making detection more
difficult. NSP-OOD samples differ in context and lack both spurious and core features.

and non-spurious OODs (NSP-OODs), which lack both attributes and align with the traditional OOD
setting. Figure[T]shows an example of this problem setting.

Recent efforts to mitigate spurious correlations in OOD detection can be grouped into several broad
categories. Outlier Exposure (OE) techniques reduce reliance on spurious correlations by incorporat-
ing synthetic OOD samples in their training [21H24]]. Other methods focus on modifying training
objectives to explicitly discourage models from depending on spurious features 26]. However,
these methods usually require retraining and generating additional OOD data. In contrast, several
post-hoc approaches have been proposed that bypass the limitations of training-heavy approaches
and offer fast and light alternatives [27H32]]. Despite their promise, these methods are often tested on
limited synthetic datasets or specific backbones, and some rely on multiple modalities.

To address these limitations, we propose Spurious-Aware Prototype Refinement for Reliable Out-
of-Distribution Detection (SPROD) for robust OOD detection, especially in the presence of un-
known spurious correlations. It follows a three-stage process: (1) initial prototype construction,
(2) classification-aware prototype calculation, and (3) group prototype refinement. SPROD can be
easily applied to any pretrained feature extractor without fine-tuning on target datasets, offering a
straightforward, hyperparameter-free approach that is both efficient and adaptable across diverse
OOD detection tasks. Moreover, our work offers a comprehensive evaluation of OOD detection in
the presence of spurious correlations, benchmarking existing methods across multiple challenging
datasets, including Waterbirds [33]], CelebA [34]], UrbanCars [33], Spurious ImageNet [36], and the
newly introduced Animals MetaCoCo. SPROD achieves state-of-the-art performance and consistently
exhibits robust behavior across a wide range of benchmarks and experimental conditions. The main
contributions of this work are as follows:

* We propose SPROD, a post-hoc OOD detection method that directly addresses unknown
spurious correlations by design and outperforms the state-of-the-art. We provide theoretical
insight into how the proposed method mitigates spurious bias.

» SPROD is a fast, simple, and general approach applicable to diverse pretrained feature
extractors and OOD detection settings.

* SPROD does not assume access to group annotations to achieve robustness to spurious
correlations and does not require either OOD or ID validation data for hyperparameter
tuning. Moreover, it maintains strong performance even in low-training data regimes.

* This work conducts and introduces comprehensive benchmarking across multiple SP-OOD
datasets, including the newly introduced Animals MetaCoCo, a realistic, multiclass dataset
with diverse spurious attributes.

* Finally, our study sheds new light on key factors influencing SP-OOD detection, such as the
impact of backbone fine-tuning and the choice of scoring mechanisms.



2 Related Work

OOD detection methods can be categorized into training-time and post-hoc approaches [37]]. Training-
time methods leverage auxiliary OOD samples (Outlier Exposure) [12, 38, [39] or apply regular-
ization [40-43] to enhance OOD detection. Post-hoc methods, in contrast, derive OOD scores
from base classifiers without modifying training [37]. Overall, post-hoc methods offer simplicity
and competitive performance [37], making them practical under limited data or training resources.
Among post-hoc methods, several approaches apply transformations to model logits to derive OOD
scores. MSP [[7] uses the maximum softmax probability, the energy-based method [13]] computes the
log-sum-exp of logits, MLS [44] uses the maximum logit and introduces KL Matching (KLM) based
on KL divergence, and GEN [45]] employs generalized entropy of softmax outputs.

Another class of post-hoc methods detects OOD samples via feature-space distances. MDS [[11]]
fits class-conditional Gaussians to pre-logit features and computes Mahalanobis distances, refined
by RMDS [46]] with an unconditional Gaussian on ID data. KNN [47]] uses distances to nearest ID
samples. SHE [48]] scores samples by their distance to stored ID feature templates. NNGuide [49]
leverages nearest-neighbor guidance to adjust test features toward the ID manifold. Relation [50]
constructs a graph over training embeddings and detects outliers via relational anomalies. NECO [51]
scores samples by their feature alignment with class weight vectors, leveraging neural collapse
geometry. SCALE [52] separates ID and OOD samples by scaling penultimate-layer activations.
FDBD [53] measures features’ regularized mean distance to the classifier’s decision boundaries.
NCI [54] scores samples by their distance to class weight vectors, filtered by feature norms.

Prototype-based methods shape class representations for distance-based OOD scoring. Classical
approaches like MDS [11] and its variants [46] are closely related, as they model each class by a
centroid in feature space, optionally using class-conditional covariances to compute Mahalanobis
distances. Recent works extend this via explicit training objectives. CIDER [55] learns hyperspherical
embeddings by jointly enforcing intra-class compactness and inter-class dispersion, thereby improving
ID and OOD separability. PALM [56] represents each class as a mixture of learnable prototypes
and optimizes a maximum-likelihood and contrastive objective, updating prototypes and backbone
features jointly during training. PROWL [57] also leverages prototype representations, but for
pixel-level OOD detection in segmentation. While these methods share a prototypical framework,
SPROD differs as a post-hoc method operating on pretrained backbones and is explicitly designed to
mitigate the negative effects of unknown spurious correlations. Appendix [H]further analyzes a variant,
SPROD-KMeans, which connects to mixture-of-prototypes ideas while remaining fully post-hoc.

A few methods combine information from both feature and logit spaces. ReAct [S8]] thresholds
activations before applying energy-based scoring. ViM [59] adds a virtual logit from the resid-
ual norm between input features and the ID subspace and applies softmax over extended logits.
ASH [60] prunes high-magnitude activations and rescales remaining features before logit computa-
tion, improving energy-based OOD separability. Some methods also exploit gradient space for OOD
scoring [61}162]. GradNorm [61]] computes the KL divergence to a uniform distribution and uses the
gradient norm (w.r.t. the penultimate layer) as the score.

Spurious correlations in training data degrade OOD detection performance, as shown in [14]. Evalua-
tions of popular methods [[7, 10, [11} [13}|63]] reveal that as spurious correlations increase, detection
performance drops, and SP-OOD samples become especially challenging to detect. Feature-based
methods like MDS [[L1] outperform others, especially for NSP samples. Recent work addresses
spurious correlations in OOD detection through various strategies. OE methods synthesize OOD
samples in ways that reduce reliance on background cues, encouraging models to focus on core
semantic features [21-24]]. Training-time regularization mitigates spurious cues by reweighting
samples or augmenting non-semantic features [25, [26]. Post-hoc methods improve inference by
modifying inputs to isolate semantics or reduce background influence [27,28]].

Recent advances in vision-language models [64] have led to a category of zero-shot OOD detection
methods [29432] that use textual inputs, such as class names or attribute descriptions, to define ID
data and identify OOD samples. While some report results on Waterbirds SP-OOD, this is not their
main focus. Moreover, lacking training data with spurious correlations, their zero-shot setting does
not fully capture the SP-OOD challenge. In contrast to these approaches, which rely on explicit text
for OOD scoring, our method refines visual prototypes using only ID features and class labels from
the training set. A detailed review of studies regarding SP-OOD can be found in Appendix
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Figure 2: (a) A far-OOD sample may receive a high softmax score, similar to a near-boundary ID
sample. (b) Distances to class prototypes offer a more consistent separation of OOD samples. (c) In
the SP-OOD setting, the problem is even more severe: A biased decision boundary causes the OOD
sample to receive high softmax confidence, while a minority ID sample receives lower confidence.

3 Preliminaries

3.1 Problem Setup

This paper addresses Out-of-Distribution (OOD) detection under spurious correlations in a supervised
classification setting. Let X’ be the input space and Y = {1,...,C} the label set. The in-distribution
(ID) training data Dy, = {(w;, y;)}}*., comprises samples from a joint distribution Py y. A neural
network fp maps each input z; to a feature embedding h; = fp(x;). This network is typically
pretrained or fine-tuned on the training data. OOD detection aims to identify test samples from
distributions not seen during training, including those from unseen classes.

Spurious correlations in OOD detection were first formalized by [[14]. According to this framework,
each input can be decomposed into: (i) core features, which are causally related to the label, and
(i) spurious features, which are correlated with the label but not causally relevant. Imbalances
in the training data often result in dominant core—spurious combinations (majority groups), while
rarer combinations (minority groups) remain underrepresented. This bias encourages models to
rely disproportionately on spurious cues. In controllable settings, the proportion of majority group
samples within a class is captured by the correlation rate. As illustrated in Figure (1] this setup gives
rise to two types of OOD examples: Spurious OOD (SP-OOD), which share spurious features with
ID data but differ in core features (e.g., a cat on grass, where grass is spuriously associated with ID
classes dog, wolf, fox); and Non-spurious OOD (NSP-OOD), which differ in both core and spurious
features (e.g., a cat on a laptop).

3.2 Score Calculation

A key element in OOD detection is the scoring function S(x), which assigns a scalar value reflecting
how likely an input belongs to the in-distribution (ID). This score is typically derived from a model’s
learned representations or its predictive outputs. OOD detection is performed based on this score
function. An effective OOD method offers distinct and well-separated distributions of scores for ID
and OOD samples.

Prior studies show that feature-based scores, derived from intermediate representations [10, [13}47]],
typically outperform those based on output probabilities [[7], especially in the presence of spurious
correlations [14]. Our experiments further support this trend in certain settings, suggesting that output-
based methods (especially those relying on softmax probabilities) may be less reliable when model
confidence is influenced by spurious features. To better understand this difference, consider two
probabilistic perspectives in classification: discriminative models directly estimate p(y|x) and focus
on separating classes, while generative models estimate p(x|y) and capture how data x is distributed
for each class y. Most distance-based OOD detection methods can be viewed as approximating a
generative approach in feature space.

While directly modeling p(y|z) is generally effective for classifying ID samples in standard settings,
discriminative approaches have been reported to be more sensitive under distribution shifts, such as in
continual learning [65] or in the presence of spurious correlations [66]. Furthermore, their utility for
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Figure 3: Overview of the three main stages of SPROD. In the first stage, class prototypes are
computed, though they may be biased due to spurious correlations. In the second stage, group
prototypes are constructed for the misclassified and correctly classified samples of each class. Finally,
in the third stage, class samples are reassigned to their nearest group prototypes, and based on these
assignments, refined minority and majority prototypes are recalculated.

OOD detection can be limited, particularly when methods are optimized solely on ID data without
exposure to OOD examples. The softmax function forces a normalized probability distribution over
the known classes, which can degrade OOD detection performance. For instance, an OOD sample that
lies far from all class distributions may receive a high softmax probability if it is only slightly distant
from a decision boundary. Conversely, an ID sample situated near the boundary between multiple
classes could receive a low maximum softmax probability, potentially leading to its misclassification
as OOD. In contrast, distance-based approaches, which rely on the class-conditional distribution
p(z|y), are by nature more robust in these scenarios. OOD samples that share few characteristics
with any known class typically exhibit low likelihood under all class-conditional distributions p(z|y),
and can be reliably identified, regardless of their proximity to decision boundaries.

Figure [2highlights the limitations of softmax-based OOD scoring in a controlled toy dataset. The
challenge becomes more pronounced in the presence of spurious correlations, as shown in Figure
In this scenario, a discriminative model, potentially biased by spurious features, may assign high con-
fidence to an SP-OOD sample that shares these spurious cues with an ID class, while simultaneously
assigning low confidence to a minority ID sample that lacks them. Motivated by these observations,
we design a generative distance-based approach that is more robust to unknown spurious correlations.

4 SPROD

In this section, we introduce Spurious-Aware Prototype Refinement for Reliable Out-of-Distribution
Detection (SPROD). SPROD adapts the prototypical framework [67] for robust OOD detection by
constructing class prototypes designed to be resilient to spurious correlations. The core method
involves a three-stage process, which is shown in Figure [3]and detailed in the following subsections.

4.1 Stage 1: Initial Prototype Construction

Given a pretrained feature extractor fy, we first obtain feature embeddings h; = fy(x;) for each
training sample z;. To ensure uniformity in feature representation, these embeddings are normalized
to have unit norm z; = h;/||h;||2. For each ID class ¢ € Y, an initial prototype p. is computed
as the mean of these normalized embeddings: p. = 1/N, Zl yimc %> where N, is the number of
samples in class c. Each p. serves as an initial estimate of the class centroid in the normalized feature
space. A query sample z, (with normalized embedding z,) is typically classified to the class ¢ whose
prototype p. is the closest (e.g., using Euclidean distance d(z4, p.)). We use d(zq, P.) as the scoring
function for OOD detection. While our empirical results demonstrate the effectiveness of the naive
prototypical method in both SP-OOD and NSP-OOD settings, this approach remains vulnerable to
biases from spurious correlations in the training data. As a result, the prototypes become skewed
toward majority groups within each class (see part I of Figure[3). This bias leads to a scenario where
SP-OO0D samples (represented by purple squares in Figure[3) may be erroneously classified as ID due

to their proximity to these biased prototypes. These limitations motivate the subsequent refinement
stages.



4.2 Stage 2: Classification-Aware Prototype Calculation

To mitigate biases from spurious correlations present in the Stage 1 prototypes, we begin by analyzing
how these initial prototypes classify the training data itself. Inspired by [20] , our debiasing process
starts with classifying the training samples based on the initial prototypes and partitioning the samples
based on their prediction outcomes. For each class ¢, this identifies a set of correctly classified
samples, S¢°, and (multiple) sets of misclassified samples, {S™5¢ },,, ., where m is the incorrectly
predicted class. The core assumption is that samples in S™¢  belong to subgroups of class c that

c—m
share spurious features with class m, leading to their misclassification.

Formally, for each class ¢, we compute the prototype p{°" by averaging over embeddings of correctly
classified samples Sc°". For the misclassified samples of class ¢, we compute the set of misclassified
group prototypes {p™5°,, },,,.2 by averaging over samples in {S™5¢ 1, .. individually. The number
of misclassified group prototypes for class ¢, denoted by C™¢, corresponds to the number of other

classes that training samples from class ¢ have been misclassified as during evaluation.

This procedure expands the number of prototypes per class from 1 up to C (total number of classes),
helping incorporate diverse subgroup characteristics within each class. However, this approach
has a potential limitation. Specifically, samples within the minority group may still contribute to
the prototype for the correctly classified (majority) group if they were initially classified correctly,
resulting in slightly biased prototypes (see part IT of Figure3). Hence, we further refine the group
prototypes in the third stage.

4.3 Stage 3: Group Prototype Refinement

In the third stage, we refine the group prototypes computed in Stage 2 to further reduce the remaining
bias within them. Inspired by the reassignment step in K-means clustering, we first reassign samples
within each class {z; | y; = ¢} to either majority S¢™” or minority groups {S™1 1, . based on
their proximity to the corresponding prototypes ( p&®" for majority members and {p™¢, 1}, . for
minority members). Following this reassignment, refined prototypes are computed as the mean of the

updated group members:

1 1
prY = o > p?ﬂm—|8mm | d>oam Vm#e 0]

maj . 'min
2z E€ESe Yy resc—wn,

min

The refined prototypes pe I and pat ., further reduce bias through the proposed refitting process.
During classification and OOD detection, the query embedding z, is compared to all group-specific
prototypes, and the final prediction is based on the nearest prototype, regardless of group type. This
multiple-prototype approach reduces the likelihood of OOD samples being erroneously classified due
to shared spurious attributes with any single prototype (see part III of Figure[3). For each sample, the
OOD score is simply calculated based on the distance to the nearest group prototype.

Algorithm 1 Spurious-Aware Prototype Refinement

: Input: Training samples {(x;, y;) }/~,, feature extractor fp

: Output: Refined class prototypes

. Get feature embedding h; = fo(x;) and z; = H:%V:nl

: foreachclassc=1,...,C: / >

Pc = ]\}C Z’L y7—cz

: Classify all training samples using initial prototypes

: foreachclassc=1,...,C: > )
Separate samples 1nt0 correctly classified S¢*" and misclassified {SgS, Frnse
Compute p&™ based on S and {p™c,,, }mc based on {S™S Y ze

10: foreachclassc=1,...,C: >

11: Construct maJorlty 8 ™% and minority {S™,,, }mc groups based on proximity to p
12: Compute p™™ based on ST and {p™™,,, };nc based on {S™ 1, 2c

°

misc

or {pcﬁm}mic

Corr

The overall procedure of our prototype refinement strategy is outlined in Algorithm[T]and a theoretical
justification of how the proposed procedure mitigates spurious bias is provided in Appendix [A]



5 Experiments

5.1 Experimental Setup

We evaluate our method against a comprehensive suite of 19 post-hoc OOD detection approaches:
MSP [7]], MDS [11], RMDS [46]], Energy [13]], GradNorm [61]], ReAct [58]], MaxLogit [44], MLS &
KLM [44], VIM [59], KNN [47], SHE [48], ASH [60], NECO [51]], NNGuide [49], Relation [50],
SCALE [52], fDBD [53]], and NCI [54]]. We assess performance primarily using the Area Under the
Receiver Operating Characteristic curve (AUROC), a threshold-independent metric, and the False
Positive Rate at 95% True Positive Rate (FPR@95). Additional metrics, including the Area Under the
Precision-Recall curve (AUPR), are provided in Appendix (Gl We repeat all experiments five times
with different random seeds and report the mean and standard deviation.

In this experiments section, we focus on the more challenging SP-OOD scenarios, particularly those
with the highest degree of spurious correlation in each dataset, as our method achieves near-perfect
performance on far NSP-OOD samples. Detailed results for the NSP-OOD setting are provided in
Appendix |[E] Further analyses of SPROD’s stages, along with broader evaluations across various
transformer-based and convolutional backbones, are included in Appendix [Fland Appendix[G] For
consistency, the results in this section primarily use the widely adopted ResNet-50 [68] backbone,
with ResNet-18 additionally used in one analysis. Beyond SP-OOD benchmarks, we also evaluate our
approach under conventional (standard) OOD settings to further demonstrate its general applicability.

5.2 Datasets

Table 1: Overview of datasets used for SP-OOD evaluation. "# Groups" denotes the number of
distinct subpopulations based on class and spurious attribute combinations. "NA" indicates cases
where such grouping is not explicitly defined.

Dataset Type # Classes # Spurious Attr. # Groups SP-OOD

Waterbirds (WB) [33] Synthetic 2 (Bird Type) 2 Backgrounds 4 Places [69] background
CelebA (CA) [34) Real-world 2 (Hair Color) 2 Genders 4 Bald male (no hair)
UrbanCars (UC) [35] Synthetic 2 (Car Type) 2 Backgrounds x 2 Objects 8 Background / Background + Object
Animals MetaCoCo (AMC) [ours] Real-world 24 (Animal Type) 8 Backgrounds NA Leave-2-out (class-based)
Sp-ImageNet100 (Spl) [36 Real-world 100 (ImageNet classes) NA (spurious visual features) NA Spurious ImageNet [36]

For evaluating SP-OOD detection, we utilize five diverse datasets, whose properties are summarized
in Table[I] Additional details and visual examples for all datasets, including the NSP datasets and
their evaluation setup, are provided in Appendix @ The datasets include Waterbirds (WB) [33]]
and CelebA (CA) [34]. While widely adopted, these datasets present limitations in terms of scale
and realism (CelebA, in particular, is noted for its label noise [[70]), making them insufficient for
comprehensive evaluation. To address this, our evaluation incorporates three additional datasets
designed to test robustness under diverse conditions, including multi-class scenarios, multiple spurious
attributes, and real-world complexity.

UrbanCars (UC) [33] is a binary classification dataset (urban vs. country cars) with two spurious
attributes: background and a co-occurring object, both correlated with the class, making it a challeng-
ing multi-spurious benchmark. Next, we introduce Animals MetaCoCo (AMC), a realistic SP-OOD
benchmark created by subsampling and curating animal categories from MetaCoCo [71]]. It contains
26 distinct classes, each with 8 different background types serving as imbalance shortcut attributes.
We use a class-level leave-2-out setting, where two classes are held out as SP-OOD and the rest are
treated as ID. The significant similarity in background distributions between the ID and OOD splits
makes Animals MetaCoCo a particularly challenging multi-class benchmark for SP-OOD detection
(Figure[I). Last, we also use the Spurious ImageNet dataset introduced in [36] as SP-OOD data.
This dataset consists of real-world images that contain only spurious features, such as bird feeders
or graffiti, without the actual class objects, yet are consistently misclassified as specific ImageNet
classes. These OOD samples are constructed for a subset of 100 ImageNet classes identified to rely
on harmful spurious correlations. We refer to this subset of classes as Sp-ImageNet100 (Spl), a name
we use for clarity, and treat it as the ID data.

For conventional OOD evaluations, we follow the same settings as in OpenOOD [37]]. Specifically, we
use CIFAR-10 [72], CIFAR-100 [72], and ImageNet-1k [73], along with their respective near-OOD
and far-OOD datasets, to ensure consistency with widely adopted benchmarks in the field.



Table 2: Comparative performance of post-hoc OOD detection methods on SP-OOD benchmarks
using a ResNet-50 backbone. Left: AUROC scores (higher is better); Right: FPR@95 scores (lower
is better). Feature-based methods are indicated in blue, output-based methods in red, gradient-based
in black, and hybrid methods in green. For each experiment, the top-performing method is shown in
bold, and the second-best is underlined.

AUROC? FPR@95)
Method WB CA uc AMC Spl  Avg.  Method WB CA uc AMC Spl  Avg.
MSP[7] 62310 46.0.14 385.03 79704 831ip3 619 MSP[7] 87905 98.7.05 973.03 838,07 T41.,, 884
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90201 57.8:05 91.8.5; 62.9.,: 5845, 722 MDS[I1] 49205 96.0105 39.0.035 93.0.05 90.5.0; 735
59401 336404 474.0. 819.,, 688., 582 RMDS|[46] 91702 99601 953.01 83409 881.0: 916
98.6.,, 545105 91l1igy 79705 774100 803 KNN[47] 4.8, 944, ,, 425.05 T799:1, 704.,, 584
883100 427106 T732.01 548.07 83.0.0, 684 SHE[48] 332005 964105 T765.0o 939.03 52.6.,5 705
535116 395:35 351i15 80.2.5; 672.05 551 NECO[31] 90.5.05 98805 967119 T782.,, 899-05 908
NNGuide[d9] 70.6..0 49.8.,, 43.6.,; 794.0, 85.1.05 65.7 NNGuide[49]  77.7. 9765 9161455 863.0, 522,,, 8L1
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Figure 4: Effect of backbone fine-tuning and spurious correlation on SP-OOD detection using the
Waterbirds dataset. Left: ResNet-50; right: ResNet-18. Each pair shows results under 50% (left) and
90% (right) spurious correlation in ID data. Fine-tuned models are marked with a hatch texture.

5.3 Results

The primary results, summarized in Table 2} demonstrate the efficacy of SPROD across various
datasets using a ResNet-50 backbone, evaluated with both AUROC and FPR@95 metrics. Additional
results on other backbone architectures are provided in Appendix [G] SPROD consistently achieves
superior performance compared to the 19 post-hoc baselines in all conducted experiments. In contrast,
competing methods exhibit more variable performance, excelling in only a subset of the experimental
settings. Generally, feature-based OOD detection methods tend to outperform output-based methods;
however, this advantage appears to diminish on larger-scale datasets with multiple classes. Overall,
the average performance across all datasets reveals a notable margin by which SPROD surpasses the
other evaluated baselines: Specifically, SPROD reaches an average of 85.1% AUROC, 4.8% higher
(absolute) than the second best, KNN. For FPR @95, SPROD reaches 49.1% error rate on average,
9.3% better than the second best, KNN. All other compared approaches are more than 20% worse.



AUROC Comparison of Generative vs. Discriminative Scores
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Figure 5: Comparison of generative and discriminative scoring for OOD detection using SPROD.
(a) Histograms of ID and OOD sample scores using the distance-based generative approach and the
softmax-based discriminative approach, both computed with SPROD on the Waterbirds dataset. (b)
Performance comparison between the generative (distance-based) and discriminative (softmax-based)
scoring variants of SPROD across the five SP-OOD benchmark datasets.

Table 3: Comparison with the best-performing methods reported in the OpenOOD [37/] on conven-
tional (standard) OOD datasets (AUROCT). The highest scores are highlighted in bold.
Method CIFAR-10 Near CIFAR-10 Far CIFAR-100 Near CIFAR-100 Far ImageNet Near ImageNet Far Avg (%)

RMDS [46] 89.80 92.20 80.15 82.92 76.99 86.38 84.74
MLS [44] 87.52 91.10 81.05 79.67 76.46 89.57 84.23
VIM [59 88.68 93.48 74.98 81.70 72.08 92.68 83.27
KNN [47] 90.64 92.96 80.18 82.40 71.10 90.18 84.58
ASH [60] 75.12 78.49 78.20 80.58 78.17 95.74 81.05
SPROD 89.04 91.78 81.80 79.93 75.06 95.29 85.15

Next, we investigate the impact of backbone fine-tuning and correlation rate on OOD detection
performance, using the Waterbirds dataset with ResNet-50 (Figure and ResNet-18 (Figure fb)
backbones. Fine-tuning the backbone on this dataset generally degrades OOD detection performance,
a finding that contrasts with some common assumptions. This negative effect appears to be more
pronounced for feature-based methods. As expected, increasing the spurious correlation rate of ID
data from 50% to 90% leads to a general decline in performance across methods; however, this
degradation is more noticeable for output-based techniques. Furthermore, the results suggest that
employing a lighter, less expressive backbone (ResNet-18 compared to ResNet-50) does not lead to
a substantial performance drop in OOD detection. Across these variations, SPROD demonstrates
consistent robustness and maintains its performance as the spurious correlation rate increases.

To investigate the impact of the scoring mechanism, as discussed in Section [3.2] we conduct an
ablation study using SPROD as the base method. This controlled experiment compares the effec-
tiveness of deriving OOD scores in a discriminative manner p(y|z) versus a generative manner
p(z|y). Both baselines utilize the same samples, feature embeddings, and refined prototypes from
SPROD. For the discriminative score, we apply a softmax function to the negative distances between
a sample’s embedding z and the class prototypes. The default SPROD approach, which uses the
negative of the minimum distance to class prototypes, serves as the generative baseline (aligning with
a log-likelihood under an exponential family distribution assumption).

Figure[5a]presents histograms of the scores generated by both approaches, showing that the generative
scoring method yields more distinctly separated distributions for ID and OOD samples. Furthermore,
Figure [5b]compares the OOD detection performance of these two scoring variants across our five SP-
OOD benchmark settings. The results indicate that applying the softmax function for discriminative
scoring substantially degrades performance, particularly in WaterBirds, CelebA and UrbanCars
datasets. Conversely, on Animals MetaCoCo and Spurious ImageNet, the performance degradation
from using softmax is less pronounced. This observation aligns with the trends in Table [2] where
traditional output-based methods tend to perform relatively better in these datasets.

To further assess the generality of SPROD beyond spurious correlation settings, we evaluate it
on conventional OOD benchmarks using the standardized OpenOOD protocol [37]. We compare
SPROD with the top-performing post-hoc methods reported in the OpenOOD study. Table [3]shows
that SPROD attains performance comparable to or exceeding these methods and achieves the highest
average score across all settings, confirming that SPROD performs reliably on standard OOD
benchmarks and is not limited to spurious correlation scenarios.



While the simplicity of its prototypical framework makes SPROD a computationally efficient post-hoc
method, its sample efficiency in SP-OOD settings also deserves investigation. To this end, we evaluate
SPROD alongside the second top-performing method from Table [2] under low-shot conditions. In
this setup, we reduce the number of ID training samples while carefully preserving the original
level of spurious correlation present in the experimental setting. The results, presented in Figure 6}
demonstrate that both SPROD and KNN maintain strong performance even in this data-scarce regime,
highlighting the sample efficiency of these post-hoc approaches. Interestingly, for the CelebA dataset,
both methods exhibit improved OOD detection performance in the low-shot setting compared to
when trained on the full dataset.

Waterbirds Celeba Blond Urbancars

KNN (full)

SPROD (full)

KNN (low-shot)
~§— SPROD (low-shot)

8

&

2
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Figure 6: Performance of SPROD and KNN in low-shot SP-OOD settings across three datasets.
Dashed lines indicate performance with the full training set, while solid lines show performance
using varying numbers of samples per minority group.

Zero-shot OOD detection methods have reported results on Waterbirds using CLIP-B/16, but since
they operate in a zero-shot setting, spurious correlations in the training set are not meaningful for
them. Still, we compare: MCM [29]] and CMA [32] achieve 98.36 and 98.62 AUROC using text
inputs, while our text-free, vision-only method outperforms both with 99.01. COVER [28]] also
evaluates this setting but over a different operating range, achieving lower AUROC scores (90.52
vs. 90.31 for MCM), highlighting our method’s superior performance. Additional comparisons with
existing SP-OOD methods (specifically CLIP-based approaches) are provided in Appendix [C|

6 Discussion

This paper introduces SPROD, a prototype-based method enhancing out-of-distribution (OOD)
detection robustness against unknown spurious correlations. SPROD refines class prototypes by
identifying and then adjusting for potential subgroups influenced by spurious features, thereby
aligning representations with core, invariant class characteristics. A key strength is SPROD’s
efficiency and adaptability: as a post-hoc method, it integrates with various pre-trained feature
extraction models without requiring retraining, additional OOD data, or hyperparameter tuning.

Experimental results consistently demonstrate the superiority of SPROD across ten convolutional and
transformer-based backbones and five diverse SP-OOD benchmarks, including the newly introduced
Animals MetaCoCo dataset. Our evaluations also reveal that fine-tuning the feature backbone on
ID data can degrade SP-OOD detection performance. Furthermore, investigations into scoring
mechanisms highlighted the advantages of distance-based approaches over softmax-based scoring for
SP-OOD detection, particularly affirming the design choices in SPROD.

SPROD offers a scalable solution for improving robustness in OOD detection. While demonstrating
significant advancements, SPROD’s current formulation relies on class labels from the ID training
data to construct class-conditional prototypes. This reliance aligns with the typical assumptions of
the spurious correlation setting, which presumes access to data samples with spuriously correlated
labels. SPROD is not always the single best-performing method on every metric or in every setting
(particularly in the conventional setting), but it remains competitive with the best-performing ap-
proaches. Such trade-offs are common in robustness research, where minor reductions in overall
accuracy are often accepted to attain higher worst-group performance. Future work could explore
theoretical justifications for the robustness of the generative-like scoring mechanism or investigate
more expressive approaches for modeling class-conditional distributions.
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A Theoretical Analysis of SPROD

SPROD employs a two-step prototype refinement strategy to approximate group-specific represen-
tations within each class. The first step creates new prototypes for misclassified training samples,
motivated by the observation that minority group instances (those that deviate from dominant spurious
patterns) are more prone to misclassification. However, some correctly classified minority samples
may still be incorrectly assigned to biased prototypes.

To address this, the second step reassigns each training sample to its nearest prototype and recalculates
prototypes based on these updated assignments. This reassignment helps produce cleaner subgroup
representations by reducing the influence of spurious-majority samples on minority feature structure.

By applying these two steps, SPROD aims to obtain nearly pure group-specific prototypes. In the
remainder of this section, we provide a theoretical formulation to explain why such subgroup-specific
prototypes improve robustness to spurious OOD (SP-OOD) samples.

A.0.1 Feature Decomposition

Without loss of generality, we assume a binary classification problem with classes ¢ € {0,1}. Each
input sample x; is mapped to a normalized feature embedding z; € RY. We consider a general
decomposition of z; into three semantically distinct components: spurious, core, and irrelevant
features. We model z; as a linear combination of three functionally distinct components that span the
embedding space:

nu? nu%ore nui"
L Sp  =Sp core —=core irr =irr
Z= o+ Y AT ENE 4 Yy
j=1 j=1 j=1

Jcore

where the sets {u; }, {5

subspaces, respectively. Each set of coefficients {;’; }, {85}, and {~im} is specific to instance i.

}, and {ﬁij“} form orthonormal bases for the spurious, core, and irrelevant

These subspaces span mutually exclusive semantic roles:

» Spurious subspace: captures features correlated with the label during training but not
causally predictive.

» Core subspace: captures features that are causally predictive of the label.
* Irrelevant subspace: captures features unrelated to the task.

By definition, the basis vectors across subspaces are orthogonal: if an irrelevant basis vector were
correlated with a core basis, it would be predictive and thus belong in the core subspace.

This decomposition can be expressed compactly in matrix form:
—Ccore - H
— sp =SSP core T 1T
zp=Ura; +U B, +U"4,,

“) . . . .
where each U() € R4*™." is a matrix of orthonormal basis vectors for the corresponding subspace,

and each coefficient vector (e.g., &’ € R"«?) represents the coordinates of z; in that subspace.

A.0.2 Distributional Assumptions

We assume the coefficient vectors for each instance z; are drawn from class-conditional distributions:

—=Core

—sp S| core
o~ Pcp7 162 ~ Pc ’

where P.” and P are distributions over the spurious and core subspace coefficients for class c.

The irrelevant component is shared across classes:

i~ P
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A.0.3 Group Definitions

Within each class ¢, we define majority and minority groups based on the alignment of spurious
features.

Majority group samples z; € S¥ satisfy:

—=Core

P ng7 /62 ~ Pccore.
Minority group samples z; € S™ satisfy:

—core

—sp sp
a; ~P., B; ~F".
Let C,. denote the number of samples in class ¢, and |S¢' aj| the number of majority samples. Then:

S|
'r =
C Cc

€ [0,1]

quantifies the class-conditional spurious correlation strength.

A.0.4 OOD Sample Definition

OOD samples may contain components beyond the core, spurious, and irrelevant subspaces. To
model this, we extend the feature decomposition to include an additional subspace U™, capturing
external factors not observed during training. We define an OOD sample as:

—ext
o p ~Sp {rr —irr xt
zoop = UP@pop + U Yoop + U™ d00p;

Sp it

_sp —2ext | . .
where &g ~ Pef, Yoop ~ P, and 80, is unconstrained. Hard OOD samples may also include

. . . —core . . .
core components drawn from a shifted distribution Bqop ~ Q" # P, Although it is possible to
analyze the general form with core and external components, for simplicity we focus on near-OOD
samples with no core or external components, i.e.,

U sp = + Uin_ —irr th Bcore 6 Sext o
200D = aoon ¢ Yoop, W1 00D — 00D —

=1

We define spurious-OOD groups based on the source of the spurious component:

5200 = {200 ‘ Eon ~ P, Foon ~ P, ce {0,1}.

These near-OOD samples resemble class c only through spurious features and match the in-distribution
(ID) irrelevant component distribution.

A.0.5 Prototype Calculation

We define the expected coefficient vectors for each subspace:

B =B pnlBl. B = Eguppldl, @ = Egope[dl.

Using these, we define the majority and minority subgroup prototypes for class ¢ € {0, 1} as:

— =S —core irr —irr
pmaj { Tsp p { fcore ( Tirr ,
— — ] — irr —i
mm [75p 1P . [ fcore core l irr I .
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The overall class prototype is a convex combination of subgroup prototypes:

—min

Pe = 7P + (1 — )P,

where 7. € [0, 1] denotes the proportion of majority group samples in class c.

A.0.6 Bias in Prototype Distances Under Strong Spurious Correlation

In standard prototype-based OOD detection, the class prototype p. is a convex combination of
majority and minority subgroup prototypes. In spurious-dominated regimes where r. ~ 1, we have:

_ —maj —core —irr
Pe ~ prcnaj _ chp sp + Ucore + Ulrr

Case 1: Spurious-OOD Sample. Let 200p € SP°P be an OOD sample with spurious alignment to
class ¢, but no core features:

Sp = irr = . — —
Z00OD = UCPOéOOD + U" Yoobp» with aoop ™~ P p’ Yoop ™~ P

The expected squared distance to the biased class prototype becomes:

E [lz00p — Bel’] = |lA"°|° + Tx(S¥) + Tx(2")

core bias spurious variance  irrelevant variance

Case 2: Minority In-Distribution Sample. Now consider an ID sample from the minority group:
Zmin = chp&min + Uccore/gmin + U™ Hmin7
with: A
&mm ~ P1 ) ﬂmin ~ Pccorev ﬁmin ~ P,
Its expected squared distance to the majority prototype is:

E [[l2min — BeY*] = 1A — A2 17 + Te(S¢) + - Te(2)
—_— ~——

spurious bias core variance  irrelevant variance

Key Insight: Although 2z, is an ID sample, its distance to the biased prototype includes a spurious
bias term, while the OOD sample differs only in the core direction. Depending on the relative
magnitudes of the core and spurious bias terms, this highlights the potential for erroneous OOD
detection when prototype estimates are biased toward spurious features.

For example, in the Waterbird dataset, the background (water or land) represents the spurious feature
dimension characterized by distinct mean vectors fi,” and fi}"_.. The difference || — @} .|| may
exceed the core bias in OOD distances, causing minority samples with conflicting backgrounds to lie
farther from prototypes than some OOD samples.

A.0.7 Why SPROD Mitigates Distance Bias

If prototypes can be accurately estimated to match each group’s distribution, then each ID sample
z; € 89 can be compared to its corresponding prototype p(z;) = p¢, where g € {maj, min}.

Because the prototype shares the same spurious basis alignment, the spurious bias is eliminated. The
expected squared distance becomes:

E [Jlzi — (=) 7] = Te(S2) + Tr(S™).

In contrast, the standard prototype-based approach introduces a systematic bias for minority samples:

E [lzmin — BEV?] = 14T — A + Te(227) + Tr(X™).

19



For an SP-OOD sample, the prototype it is compared against (either group) contains a core component
it lacks. Hence the expected distance becomes:

E [[lzo0p — BII*] = [l * + Tr(227) + Te(2™).

This is strictly greater than the refined ID distance, which includes neither the spurious bias nor the
core bias term:

E [[lzo0p — BII*] > E [[lz: — b(=0)[%] -

Conclusion: SPROD removes the spurious bias term for ID samples and reduces overlap with
OOD samples by accounting for their missing core features. This systematic (in expectation) bias
elimination leads to tighter ID clusters and more reliable OOD detection.

B Spurious Correlation in OOD Detection: Literature Review

This work [[14] was the first to introduce the problem of spurious correlations in OOD detection,
showing that detection performance degrades as spurious correlation increases, especially for SP-
OOD samples. It also encouraged the community to report results of OOD methods under this
challenging setting. Recently, several works have addressed the challenge of spurious correlations
in out-of-distribution (OOD) detection, employing different strategies that can be broadly categorized
into outlier exposure based, training-time regularization, and post-hoc methods.

Outlier exposure based methods include RONF [21]], which improves synthetic outlier generation
and model fine-tuning using only ID data. It introduces Boundary Feature Mixup to create more
realistic virtual outliers by interpolating near decision boundaries, and Optimal Parameter Learning to
suppress spurious feature learning during training. At inference, it uses a custom Energy with Energy
Discrepancy score to better separate ID from OOD samples without relying on external OOD datasets.
Similarly, KIRBY [22] generates hard negative samples by removing class-discriminative regions
identified via Class Activation Maps (CAM) and inpainting these regions with background-like
content, creating semantically degraded but visually plausible images as surrogate OOD examples.
A lightweight rejection network trained on features from both clean and modified images enables
strong OOD detection without requiring real OOD data or backbone retraining. Although not directly
targeting spurious correlations, ImOOD [23]] evaluates robustness under spurious settings, focusing
on long-tailed datasets where class imbalance biases OOD detection toward frequent (head) classes.
It learns a bias correction term to shift OOD scores per input, improving separation especially for
rare (tail) classes.

Training-time regularization methods seek to reduce reliance on spurious cues during model
training. BackMix [24]] regularizes models by mixing foreground objects with different backgrounds,
breaking spurious correlations between objects and backgrounds. Using CAM to estimate foreground
regions, it replaces background patches with those from other images while preserving labels, thus
improving robustness primarily against background spuriousity. RW [25] introduces a nuisance-aware
training framework that reweights the training loss to reduce correlations between class labels and
nuisance attributes. It further applies a penalty based on the Hilbert-Schmidt Independence Criterion
(HSIC) to explicitly remove nuisance information from learned features, enhancing semantic OOD
detection under shared nuisance conditions. NSED [26] decomposes images into semantic (phase)
and style (amplitude) components via Discrete Fourier Transform, generating augmented samples
by mixing amplitude spectra across images. Training with a robust loss that minimizes worst-case
classification error over these augmented samples results in features less sensitive to style variations.

Post-hoc methods operate after model training to improve OOD detection. Projection Regret
(PR) [27] uses partial diffusion and denoising to project inputs onto the ID manifold, measuring
semantic novelty by comparing the original image with its projection. A second projection step
recursively removes background bias, isolating true semantic differences and enabling object-level
OOD detection focused on meaningful changes rather than background similarity. CoVer [28]
enhances detection by evaluating model confidence across multiple corrupted versions of the same
input (e.g., fog, blur, contrast shifts). Instead of relying on a single prediction, it averages confidence
scores over these variants, improving robustness.
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Finally, several zero-shot OOD detection approaches, while not explicitly targeting spurious correla-
tions, report results under limited spurious settings. Maximum Concept Matching (MCM) [29]
leverages CLIP’s vision-language embeddings for zero-shot detection without fine-tuning or extra
data. Each ID class is represented by a text prompt encoded as a concept prototype, and test images
are scored based on cosine similarity with these prototypes. A softmax scaling sharpens distinctions
between ID and OOD samples. Another zero-shot multimodal method [30] improves performance
by prompting a large language model to generate rich descriptors for each ID class, filtered by
consistency on retrieval tasks to reduce hallucinations. It combines CLIP-based similarity scores
between test images, filtered descriptors, and detected object labels to compute a robust matching
score. NegLabel [31] defines negative labels semantically distant from ID classes and computes
softmax-based similarity scores that favor ID labels while penalizing negatives, optionally averaging
over label groups to reduce noise. Lastly, CMA [32] embeds both ID class labels and neutral,
class-agnostic Agents in a shared semantic space, leveraging a triangular similarity relationship to
reduce confidence on OOD images while maintaining high confidence on ID data.

Together, these approaches represent diverse strategies to tackle the spurious correlation problem in
OOD detection, from data augmentation and loss regularization to post-hoc corrections and zero-shot
semantic reasoning.

While existing approaches have made significant strides in mitigating spurious correlations in OOD
detection, each comes with certain trade-offs and constraints. Outlier exposure and training-time
regularization methods often involve non-trivial training overhead, including access to auxiliary data
or retraining backbone models with certain objectives, which limits their practicality in deployment
settings. Moreover, some of these methods, such as BackMix [24], primarily address specific types
of spurious features (e.g., background), which may not generalize to more complex real-world
scenarios involving multiple or less structured spurious cues. Post-hoc methods offer a more efficient
alternative by avoiding retraining and operating directly on pre-trained models. However, many still
rely on careful tuning of multiple hyperparameters or complex transformation pipelines (e.g., CoVer’s
corruption sets [28]] or PR’s iterative projections [27]), making them sensitive to design choices
and dataset specifics. Furthermore, several zero-shot approaches utilize vision-language models
like CLIP, benefiting from rich semantic priors but introducing dependencies on text prompts and
external descriptors, which can be limiting when only visual features are available or when text-image
alignment is imperfect.

C Comparison with SP-OOD Methods

Most existing OOD detection methods are not directly comparable to SPROD, as they often rely on
different assumptions, such as access to auxiliary OOD data, or necessitate retraining the feature
backbone with specific objectives. These design choices contrast with SPROD’s post-hoc nature and
its objectives of simplicity, efficiency, and broad applicability without model retraining. Nonetheless,
to provide a broader context, we include results from a selection of methods that, while not perfectly
aligned, have been evaluated under similar SP-OOD conditions. For fairness and consistency, we
report the results as published in their original papers, rather than re-implementing them, thereby
representing each method according to its best-reported performance. As shown in Table @] under the
most comparable conditions presented, SPROD achieves highly competitive performance, notably
without requiring model retraining (when using a ResNet-18 backbone, as applicable to some
comparisons) or access to an auxiliary text modality (in the case of methods leveraging CLIP).

To further investigate the sample efficiency of SPROD, we conduct a low-shot experiment using
feature embeddings from a frozen CLIP ViT-B/16 vision encoder, evaluated on the Waterbirds dataset.
Two experimental settings for spurious correlation are considered: a 50% correlation rate (where
majority and minority group sample sizes are equal) and a 90% correlation rate (where majority
group samples are nine times more numerous than minority group samples). Within each setting,
we vary the number of available samples per minority group and evaluate performance using both
Euclidean and cosine distance metrics for score calculation. The results are presented in Figure
Initially, with very few samples per minority group, the 90% correlation setting exhibits slightly
higher performance, which may be due to the larger initial population of majority group samples
aiding prototype stability. However, as the number of samples per minority group increases (e.g., to
four samples), the 50% correlation setting surpasses the 90% setting in performance. Notably, the
performance in both low-shot variants quickly becomes competitive with the performance achieved
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Table 4: A comparative analysis of AUROC and FPR @95 performance metrics for different methods
and models evaluated on the Waterbirds dataset. To ensure a fair comparison, we report our results
using both the pretrained CLIP and ResNet-18 models, aligning with the settings of the compared
methods.

Method Backbone AUROC T FPR@95 | Notes
Backmix [24] + Energy = WideResNet40-4 80.6 81.7
ImOOD [23] 83.27 57.69
RW [25] + MD ResNet-18 <90 - Exact AUROC not clear from plots
SPROD 98.28 7.27
CoVer [28] 90.52 33.17 Also reports MCM: 90.31 / 25.66
MCM [29] 98.36 5.87
Dai et al. [30] 98.62 4.56
Neglabel [31] CLIP-B/16 94.67 9.5 Also reports MCM: 93.30 / 14.45
CMA [32] 99.01 3.22
SPROD 99.01 2.94
Low-Shot OOD Detection with CLIP Embeddings Low-Shot OOD Detection with CLIP Embeddings

.. (Full Dataset) T Spurious Conelation | Distance Metric
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(a) AUROC (b) FPR@95

Figure 7: Low-shot SP-OOD detection performance of SPROD on the Waterbirds dataset using
features from a frozen CLIP ViT-B/16 vision encoder. Performance (AUROC and FPR@95) is shown
as a function of the number of samples per minority group for two spurious correlation rates (50%
and 90%) and two distance metrics (Euclidean and Cosine). Dashed lines indicate performance with
the full training set.

Low-Shot OOD Detection with Softmax Scores Low-Shot OOD Detection with Softmax Scores
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Figure 8: Impact of softmax normalization on low-shot SP-OOD detection performance of SPROD
on the Waterbirds dataset using features from a frozen CLIP ViT-B/16 vision encoder. OOD scores
are derived by applying softmax to the negative distances. Performance (AUROC and FPR@95) is
shown as a function of the number of samples per minority group for two spurious correlation rates
(50% and 90%) and two distance metrics (Euclidean and Cosine). Dashed lines indicate performance
with the full training set using softmax-normalized scores.

using the full dataset, underscoring the sample efficiency of the prototypical approach, even with
CLIP features.

We extend this low-shot analysis by examining the impact of applying a softmax normalization to
the distance-based OOD scores. Figure [§]illustrates the results of this modification. A considerable
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performance degradation is observed when softmax normalization is applied to the distance scores,
further highlighting the potential sensitivity of softmax-based scoring mechanisms. In this softmax-
normalized setting, Euclidean distance appears to yield relatively better performance compared to
cosine distance, an observation that differs from the direct distance-based scoring results shown in
Figure[7, where both distance metrics performed equally.

D Dataset Details and Examples

Datasets available for studying spurious correlations are generally limited. In the context of OOD
detection, this limitation becomes even more pronounced, as the task requires datasets with SP-OOD
samples. As a result, the datasets employed must be thoughtfully considered to ensure meaningful
evaluation. In this study, our goal is to address a broader range of spurious features present in data,
beyond just background features. A distinctive aspect of our experimental design is the inclusion of
three additional settings to explore:

1. Multi-spurious feature setting: Scenarios where multiple spurious features (e.g., both
background and co-occurring objects) are simultaneously present, increasing the complexity
of the detection task. To the best of our knowledge, this is the first time such a setting has
been explored in the context of OOD detection.

2. Multi-class setting: Scenarios with more than two classes, where inter-class relationships
and spurious correlations introduce additional challenges.

3. Realistic dataset setting: Beyond existing datasets in the literature, where spurious correla-
tions are often predefined and controlled, we also focus on scenarios leveraging realistic
datasets such as AnimalsMetaCoCo and Sp-ImageNet100 [36]. These datasets include
diverse spurious correlations and more closely mimic real-world data distributions.

These aspects are relatively underexplored in the context of SP-OOD detection. By incorporating
these settings, we aim to demonstrate the effectiveness of our proposed approach.

To evaluate the proposed approach, we used the following datasets:

* Waterbirds [[17]: This synthetic dataset is generated by combining the CUB [74]] (bird
classes) and the Places [69] (background scenes) datasets for a binary classification task,
with labels y € {waterbird, landbird}. Spurious correlations are introduced between the
background e € {water, land} and the label. The dataset consists of four groups, as depicted
in Figure [ with the minority and majority groups highlighted by red and green borders,
respectively. Two different correlation values, » € {0.5,0.9}, are employed, where r
denotes the probability that the environment e aligns with the label y. Specifically, we have:

r= P(e — water ‘ Yy = waterbird) = P(e — land | Yy = landbird).

The distribution of samples within each group and class is provided in Table[5] For SP-OOD,
we select samples from the Places dataset [69], following the previous works [14} 25].

* CelebA [34]]: This dataset is used for a binary classification task with labels y &
{blond hair, non-blond hair}, where spurious correlations with gender € {male, female}
are present. It is a real-world dataset, making it suitable for evaluating models in realistic
settings. In the dataset, most females have blond hair, and most males have non-blond hair,
forming the majority groups, as shown in Figure [I0] with colored borders. The minority
groups are the opposite combinations. The distribution of groups across classes with varying
correlation levels is presented in Table[6} In this setting, SP-OOD samples are those with no
hair, but still exhibiting the spurious gender-related features. For our SP-OOD samples, we
used bald males, who lack core features but retain spurious (gender) cues.

e UrbanCars [35]: This dataset, introduced in [35]], is synthetically generated by combining
the Stanford Cars dataset [75] (which includes both urban and country cars) with co-
occurring objects from either urban or country environments, sourced from the LVIS
dataset [76]]. The co-occurring objects are positioned to the right of the cars, and both the car
and the object are placed onto background images from the Places dataset [69], representing
either urban or country scenes. The dataset is considered particularly challenging due to
the presence of two spurious features. By varying the combinations of cars, co-occurring
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objects, and backgrounds, the dataset is divided into eight distinct groups, as illustrated in
Figure[TT] Notably, the "all-country" and "all-urban" groups dominate the dataset, while the
other groups are underrepresented, as highlighted by the border colors. The exact number of
samples in each group of our generated dataset, which exhibits a 95% correlation, is detailed
in Table[7, with two groups being especially underrepresented. For the SP-OOD analysis,
we sample combinations of backgrounds and co-occurring objects, called the BG & CoObj
setting, as well as backgrounds alone, referred to as the BG setting. In the results section,
we reported the more challenging scenario(BG & CoObj) as it presented greater difficulty,
as expected.

AnimalsMetaCoCo: To create a multi-class, multi-valued spurious attribute setting that
reflects realistic and challenging scenarios, we selected a subset of 26 animal classes from
the MetaCoCo dataset [[71]]. The samples were first cleaned through relabeling, removal
of duplicates, and deletion of irrelevant images. Subsequently, we defined subattributes to
create a total of 8 major concepts for modeling attribute imbalance and spurious features, as
illustrated in the first Figure of the paper. We introduce this new dataset as AnimalsMeta-
CoCo, a refined subset tailored for multi-class, multi-valued spurious feature scenarios.
Details of the classes, attributes, and group sample distributions are provided in Table [§]
This dataset represents a more realistic scenario, where each class is associated with at least
one spurious feature similar to those present in ID data. While the strength of spurious
correlations may not be as pronounced as in the other three datasets, AnimalsMetaCoCo
introduces several unique and challenging aspects. Specifically, its spurious attributes can
take on multiple distinct values, each exhibiting varying degrees of imbalance across classes.
Moreover, the class distributions themselves are inherently imbalanced. To construct SP-
OOD scenarios, we adopt a leave-2-out strategy: in each round, two classes are treated as
SP-OOD, characterized by semantic shifts while retaining at least one spurious attribute
shared with ID data, and the remaining classes serve as ID. This setup significantly increases
the difficulty of the detection task due to overlapping spurious patterns across environments.

Sp-ImageNet100: We evaluate models on the Spurious ImageNet (SpI) dataset introduced
in [36]. This dataset contains real-world images (from Openlmages [77] and Flickr) that
include only spurious features, such as bird feeders or graffiti, without the actual class object.
These images are consistently misclassified as specific ImageNet classes, revealing harmful
spurious correlations.

Spl focuses on 100 ImageNet classes (we call Sp-ImageNet100) where such correlations are
prevalent. The authors distinguish between two types of harmful spurious features:

— Spurious Class Extension: A spurious feature alone causes a class prediction (e.g.,
bird feeder — hummingbird).

— Spurious Shared Feature: A feature shared across classes biases prediction toward
one due to imbalance (e.g., water jet — fireboat over fountain).

We note that most spurious features in Spl are of the class extension type. This is less
aligned with our goal of identifying underrepresented groups based on shared spurious
features and misclassification signals [20], and without group supervision.

Nevertheless, we include Spl as a challenging, naturally occurring OOD benchmark for
evaluating model robustness to spurious correlations.

For NSP-OOD, we utilized the SVHN [78]], LSUN [79], and iSUN [80]] datasets, which are commonly
employed in prior works [14} 25]. These datasets are used consistently as NSP-OOD for all the
mentioned ID datasets.

E Performance on Non-Spurious OOD Datasets

We evaluate the performance of post-hoc methods in the non-spurious OOD (NSP-OOD) detection
setting. For this evaluation, the OOD samples are drawn from a collection of standard benchmark
datasets: SVHN [78]], LSUN (resized)[79], and iSUN[80]]. The ID context for each evaluation
varies across the five datasets used in our primary spurious correlation experiments: Waterbirds
(WB), CelebA (CA), UrbanCars (UC), Animals MetaCoCo (AMC), and Spurious ImageNet (Spl).
Specifically, for each of these five ID contexts, the pretrained ResNet-50 backbone is employed, and
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Spurious OOD-land

y: landbird e: water y: landbird e: land Spurious OOD-water

Figure 9: Representative examples from the Waterbirds [17] dataset. The dataset consists of four
groups: (Waterbird, Water), (Waterbird, Land), (Landbird, Water), and (Landbird, Land). Minority
groups, indicated with red borders, are underrepresented, while majority groups, indicated with green
borders, are more prevalent. Spurious OOD samples include only background features (land or water)
without core bird-related features.

Spurious OOD-female

y: non-blond hair e: fe- y: non-blond hair e:

male male Spurious OOD-male

Figure 10: Representative examples from the CelebA [34]] dataset, which is divided into four groups:
(Blond hair, Female), (Blond hair, Male), (Non-blond, Female), and (Non-blond, Male). Minority
groups, marked with red borders, are underrepresented, while majority groups, highlighted with green
borders, are more prevalent. Spurious OOD samples contain only spurious features (gender) without
core hair color attributes.
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Table 5: Group-wise distribution of the Waterbirds [17] training set across land and water attributes
at varying correlation levels. The distribution reflects the degree of alignment between bird classes
(landbird or waterbird) and their respective backgrounds, with higher correlation level indicating a
stronger dependence between the bird label and the background.

Correlation SP-Feature Landbird Waterbird Total (Row)

. Land 544 1853 2397
© Water 545 1853 2398
Total (Col) 1089 3706 4795

90% Land 997 369 1366
¢ Water 111 3318 3429
Total (Col) 1108 3687 4795

Table 6: Distribution of the CelebA [34] training set across male and female attributes at varying
correlation levels. The correlation levels indicate the strength of the spurious relationship between
gender and the presence of blond hair, with higher correlations reflecting a stronger association
between these attributes in the dataset.

Correlation SP-Feature Blond Non-blond Total (Row)

0% Male 1387 1387 2774
° Female 1387 1387 2774
Total (Col) 2774 2774 5548

90% Male 296 2468 2764
¢ Female 2474 310 2784
Total (Col) 2770 2778 5548

Table 7: Distribution of UrbanCars [33]] training samples with 95% correlation across groups,
categorized by background and co-occurring object features within each class. This dataset features
six minority groups out of eight possible combinations, highlighting its challenging nature due to the
underrepresentation of most groups.

SP-Features Country Car Urban Car Total (Row)
Country BG, Country CoObj 3606 10 3616
Country BG, Urban CoObj 190 190 380
Urban BG, Country CoObj 190 189 379
Urban BG, Urban CoObj 10 3605 3615
Total (Col) 3996 3994 7990

the post-hoc OOD detection methods are subsequently set up using the features derived from this
backbone.

The performance metrics reported in Tables[9and[I0]are the average performance when distinguishing
each ID dataset from the NSP-OOD samples, averaged across SVHN, LSUN, and iSUN. This setup
assesses the general OOD detection capability of the post-hoc methods when the primary challenge
is not spurious correlations shared between ID and OOD, but the ID datasets still contain inherent
biases. As observed in the tables, distance-based methods such as SPROD and KNN consistently
achieve near-perfect scores across all metrics (AUROC, FPR@95, AUPR-In, and AUPR-Out) and ID
contexts. Other methods like VIM and MDS also show strong performance.

F Ablation Study on SPROD Stages

To understand the contribution of each stage in our proposed SPROD method, we conduct an ablation
study. We evaluate the performance of:

» Stage 1: Initial Prototype Construction
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Table 8: Group-wise distribution of 26 selected animal classes from the MetaCoCo dataset called
Animals MetaCoCo across various environments.

Class \Attribute athome autumn dim grass incage onsnow rock water Total

bear 0 109 76 219 0 98 98 362 962
cat 284 159 150 439 95 102 121 386 1736
cow 57 137 119 693 0 122 38 221 1387
crab 0 0 43 73 0 0 153 102 371
dog 106 221 174 561 111 208 145 440 1966
dolphin 0 0 113 0 0 0 15 425 553
elephant 108 98 247 434 0 59 38 375 1359
fox 0 195 62 367 66 160 136 145 1131
frog 0 232 3 530 0 0 322 342 1429
giraffe 0 479 150 397 0 0 78 227 1331
goose 0 105 135 378 54 0 83 263 1018
horse 57 366 128 672 0 129 59 457 1868
kangaroo 0 84 190 214 0 55 61 97 701
lion 0 560 58 537 36 79 275 171 1716
lizard 0 130 42 303 35 0 302 242 1054
monkey 0 183 84 592 76 100 463 255 1753
ostrich 0 164 125 235 159 76 73 144 976
owl 0 141 147 131 36 92 78 87 712
rabbit 0 147 31 637 105 134 91 73 1218
rat 110 0 0 123 52 41 0 66 392
seal 0 57 31 158 19 266 240 547 1318
sheep 0 626 30 865 0 99 207 237 2064
squirrel 0 212 32 418 0 132 188 118 1100
tiger 0 212 14 435 66 176 236 323 1462
tortoise 0 129 140 284 0 0 157 234 944
wolf 0 192 97 198 90 151 188 188 1104
Total 722 4938 2421 9893 1000 2279 3845 6527 31625

y: country car y: country car y: country car y: country car Spurious OOD - BG & CoObj
el: el: el: urban bg el: urban bg BG urban bg +
e2: country obj e2: urban obj e2: country obj e2: urban obj urban bg urban obj

Spurious OOD - BG & CoObj

y: urban car y: urban car y: urban car y: urban car
el: el: el: urban bg el: urban bg BG +
€2: country obj e2: urban obj e2: country obj e2: urban obj country obj

Figure 11: Representative examples from the UrbanCars [35] dataset, which has 8 groups, each
pairing country and urban car classes with two spurious features: background and co-occurring object,
both of which can be urban or country related. The "all-country" and "all-urban" groups (green
borders) dominate the dataset, while the remaining groups are significantly underrepresented (red
borders). Spurious OOD samples, containing only spurious features (no cars), consist of combinations
of background and co-occurring objects (BG & CoObj) as well as background-only (BG) samples.
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Table 9: Average NSP-OOD detection performance (AUROC and FPR@95) using a ResNet-50
backbone. Cell values are performance metrics averaged over SVHN, LSUN, and iSUN as OOD.

AUROC?H FPR@95]

Method WB CA uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 86.2.,0 T7T.5:00 526540 926.0-o 949.,5 80.8 MSP 76.5016  85.240 95604 46.1.5 34.8.5, 67.6
Energy  85.0.4, 75455 532ic0 968.0;, 97.7.0s 816 Energy  74.51005 8441105 90.8i07 199:1, 1345, 56.6
MLS 85.7 40 T64..; 530,55 962.0, 963.05 815 MLS 7631150 869.06 938,50 263,35 245,.; 616
KLM 577000 5250,  4T5.5  90.1.95 96.1.05 688 KLM 80.5. 84.9. 56 95.5.05 57814 255.5. 688
GNorm  90.7.05 708109 64.1., 97300,  99.0.0, 844 GNorm  66.4.5, 85.2.5, 932,05 138,05 48.05 527
ReAct  86.8.55 66.1.75 50007 963,01 99.0.05 79.6 ReAct 735,551 8801107 91.6167 233,05 43150 56.1
VIM 1000, 10000, 99.6. 01 99905 99.6.0, 998 VIM 0.0 000, 1.9:.6 00, 00.,, 04
MDS 10000, 100.0.., 1000, 99.4.,0 97.5.00 99.4 MDS 0.0 00 .05 00, 07,00 119, 25
RMDS  58.6.04 68.6.00 489.05 93.0.0> 97.1io; T73.2 RMDS  905.: 892, 954.0, 51.3.,5 17.7.0, 688
KNN 100000 1000, 100.0.,, 100.0.,, 99.8:0, 100.0 KNN 0.0 0.0, 0.0, 0.0, 0.6 0 0.1
SHE 96.4.00  98.6.00  99.1.0 943100 98550, 974 SHE 159.06 7005 49104 298,10 T.Ti0s 131
SPROD  100.0.,, 100.0.,, 100.0.,, 100.0.,, 99.9.,, 100.0 SPROD  0.0.,, 00,5 00,5 00, 00.,, 00

Table 10: Average NSP-OOD detection performance (AUPR-In and AUPR-Out) using a ResNet-50
backbone. Cell values are performance metrics averaged over SVHN, LSUN, and iSUN as OOD.

AUPR-IN?T AUPR-OUT{
Method WB CA uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 95805 67.7:1 434159 96.0.01 956400 T79.7 MSP 55.841.9 85.9..7 65.0-9 85.4.05 93.9.05 77.2
Energy 95.5: 15 66.2. 50 44.2 16 98.3:01  979.0. 804 Energy 564150 83.6465 66.3..7 92.61¢ 97.5.03 79.3
MLS 95.7:13 66.5:1.0 439156 98.0.01 96.8.0. 802 MLS 5632120 84.7 65.7.55 91340 95.70.4 78.7
KLM 77100 27.8-10 344, 4 93.9.0> 96.610. 66.0 KLM 3847 76909 62.7.. 79606 94.9. ¢ 70.5
GNorm 972402 49.71 4 59.645 98.4 99.0.00 808 GNorm 65.1: 7 83.8.0.7 7115 942400 98.9.0.0 82.6
ReAct 96.1+ 5 53.9: 46 40.6.45.9 98.0:00 99.0405 T7.5 ReAct 579159 T78.647 65.0-5 918405 99.0-0.3 78.5
VIM 100.0.00 100.0.,, 99.2:07; 100.0.0, 99.7.5, 99.8 VIM 100.0.,, 100.0 99.8.02 99.910.0 99.250.0 99.8
MDS 100.0. 09 100.0.,, 100.0.,, 99700 98.0.00 99.5 MDS 100.0.,, 100.0 10005,  988.4¢ 96.5:0.0 99.1
RMDS 78.0.00 46.1.30 35805 96401 974 70.7 RMDS 31305  81.8i15  64.0.0 835105 96310, 714
KNN 1000500 1000, 100.0.,, 100.0.,, 99.8:0, 100.0 KNN 100.0.,, 100.0 10000, 100.0.,, 99.8.0, 100.0
SHE 98.7+0.1 96.6- 98.6.+1 89.6.05 98.64 96.4 SHE 91.6..4 99.410.1 99.5 97.04 98.3:0.1 97.2
SPROD 100.0.,, 100.0.,, 100.0.,, 100.0.,, 999.0, 100.0 SPROD 100.0.,, 100.0 10000,  99.9.00 100.0.,, 100.0

» Stage 2: Classification-Aware Prototype Calculation
 Stage 3: Group Prototype Refinement

For this analysis, we select the Waterbirds dataset, as its synthetic nature allows for precise control
over spurious correlations and clearly exemplifies the SP-OOD challenge by design. We evaluate
on two versions of Waterbirds: one with a 50% spurious correlation rate (where spurious features
are less effective) and another with a 90% correlation rate (representing a strong spurious bias).
Experiments are conducted using features from pretrained ResNet-50 and ResNet-18 backbones,
without fine-tuning on Waterbirds, to isolate the effect of the prototype refinement stages.

The results of this ablation study are presented in Figure[I2]and Figure[I3] As seen, the performance
of the simple initial prototypical approach (Stage 1) performs competitively, especially on the 50%
correlation setting. This suggests that a basic prototypical method, which computes distances to
class means in feature space, is a competitive baseline for OOD detection that has been somewhat
overlooked in existing literature. When the spurious correlation rate is increased to 90%, we observe
a general reduction in OOD detection performance across all three variants. This is expected, as
stronger spurious correlations make it more difficult to distinguish true class features from misleading
cues. However, Stage 3 (the full SPROD method) is significantly more robust to the increase of
spurious correlation.

G Backbone Experiments

To assess the generality and robustness of SPROD across different neural network architectures, we
evaluate its performance using a wide range of feature backbones. This analysis complements the
main paper’s results, which primarily rely on ResNet-50 [68]], and demonstrates that our method
remains effective across both convolutional and transformer-based representations.

We include a comprehensive selection of backbones commonly used in the OOD detection liter-
ature. This includes all major variants of the ResNet [68] family, ResNet-18 (R18), ResNet-34
(R34), ResNet-50 (R50), and ResNet-101 (R101), owing to their widespread adoption and varying
representational capacities. Alongside these, we evaluate several modern transformer-based architec-
tures with diverse embedding sizes and training paradigms, such as the self-supervised DINOv2-S
(DINOV2) [81], the standard supervised ViT-S (ViT) [82], and more hierarchical or data-efficient
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Figure 12: Ablation study of SPROD stages on the Waterbirds dataset using ResNet-50 features.
Results are shown for two spurious correlation settings: 50% and 90%.
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Figure 13: Ablation study of SPROD stages on the Waterbirds dataset using ResNet-18 features.
Results are shown for two spurious correlation settings: 50% and 90%.

designs like Swin-B (Swin) [[83]], DeiT-B (DeiT) [82], ConvNeXt-B (CvNXt) [84]], and BiT-R50x1
(BiT) [83].

We analyze the performance of each method using four complementary metrics (AUROC, FPR@95,
AUPR-IN, and AUPR-OUT) to evaluate different aspects of OOD detection performance. Tables|[TT]
[12] [13] and [I4] summarize the performance of our post-hoc method across various backbone archi-
tectures, averaged over the five SP-OOD datasets studied in this work. Detailed results for each
individual backbone across the different datasets are presented in the subsequent tables.

Overall, we observe that SPROD consistently achieves strong performance across all backbone
architectures, often with a notable margin. KNN emerges as the second-best method, suggesting that
simpler approaches can be counterintuitively effective; however, its performance is highly sensitive
to the choice of hyperparameters. MDS is also among the top-performing methods; it is a metric-
based approach similar to SPROD but employs a more complex model by estimating class-specific
covariance matrices. This added complexity, while potentially beneficial, may increase the risk of
overfitting, especially in OOD settings. In addition, output-based methods show notable drops in
performance on several benchmarks, highlighting their susceptibility to distributional shifts. Notably,
SPROD is the only method that maintains stable performance across all evaluated settings, without
experiencing major degradation under any backbone or dataset configuration. Among the evaluated
backbones, ConvNeXt-B and Swin-B stand out as frozen feature extractors with superior performance
for post-hoc OOD detection.
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Table 11: AUROC performance of all evaluated methods across various backbone architectures.
Results are averaged over five SP-OOD datasets.

Method R18 R34 R50 R101 DINOv2 ViT Swin DeiT CvNXt BiT Avg.

MSP 61.1 619 619 633 70.2 654 708  69.7 72.0 65.0 66.1
Energy 615 61.6 613 627 70.5 65.8 704  70.0 71.5 64.7 66.0
MLS 61.7 619 61.6 63.1 70.5 65.8 707 70.1 71.3 64.8 66.2
KLM 56.6 58.8 60.7 615 70.2 645 686 624 69.3 60.6 63.3
GNorm 643 642 647 664 69.9 664 567 62.1 67.8 542 637
ReAct 624 62.1 647 64.1 70.0 673 721  69.8 70.7 60.5 664
VIM 66.1 68.0 693 721 78.2 735 776 729 80.0 71.8 735
MDS 65.6 705 722 742 83.1 829 800 713 84.8 842 769
RMDS 548 572 602 583 63.3 61.1 696 655 69.5 66.5 62.6
KNN 717 78.6 803 799 79.7 803 843 789 86.1 81.6 80.7
SHE 694 724 684 735 83.0 79.8 849 818 84.6 73,5 771

SPROD 83.0 832 851 859 87.2 851 901 84.6 89.8 87.1 86.1

Table 12: FPR@95 performance of all evaluated methods across various backbone architectures.
Results are averaged over five SP-OOD datasets.

Method R18 R34 R50 R101 DINOv2 ViT Swin DeiT CvNXt BiT Avg.

MSP 90.8 889 884 86.5 81.1 86.4 7177 804 67.8 842 826
Energy 88.5 869 889 875 719 849 737 786 68.2 82.8 81.8
MLS 89.6 874 885 86.8 78.3 849 715 782 67.8 82.7 8l1.6
KLM 913 903 883 874 80.6 857 726 805 66.8 835 827
GNorm  86.1 84.0 838 829 80.2 853 792 823 70.7 877 822
ReAct 856 844 840 835 78.3 86.8 726 783 69.4 86.1 809
VIM 83.0 819 785 743 56.7 75.0 683  82.6 474 61.8 710
MDS 82.0 80.8 735 677 514 619 707 82.6 504 484 669
RMDS 932 922 916 894 81.0 838 729 852 67.7 822 839
KNN 64.7 624 584 573 51.8 66.7 534 719 46.9 51.0 585
SHE 68.2 657 705 670 54.2 63.1 464 669 50.5 74.0 626

SPROD 53.1 54.6 49.0 46.6 43.0 511 353 551 35.2 429 46.6

H Analysis of Mixture of Prototypes

To evaluate the role of prototype augmentation and refinement, here we analyze two new variants of
SPROD, comparing them against our standard method (referred to as SPROD-Default in this section).
The first is SPROD-KMeans, a clustering baseline where embeddings of training samples within each
class are clustered using K-Means. The number of centroids per class is set to match the number
of group prototypes that SPROD-Default would derive. This tests whether the benefits of SPROD-
Default stem solely from using multiple prototypes per class or from its proposed classification-driven
refinement strategy. Recent works, such as Prototypical Learning with a Mixture of Prototypes
(PALM) [56], demonstrate the importance of multiple prototypes to capture intra-class diversity.
SPROD-Kmeans serves as a simpler post-hoc method based on the K-Means algorithm in this context.

We also introduce SPROD-Converged, which iteratively refines the group prototypes derived from
SPROD-Default’s Stage 2 by repeatedly applying the Stage 3 reassignment and recalculation steps
until centroid convergence, similar to the K-Means algorithm. The centroid initialization mechanism
distinguishes SPROD-Converged from SPROD-Kmeans, where K-Means clustering is typically
initialized using a method like K-Means++ directly on the raw class samples.

As shown in Tables[35]and [36] SPROD-Default generally outperforms the two other variants when
the amount of spurious correlation in the ID data is high (e.g., Waterbirds, CelebA, and UrbanCars);
on other datasets, their performances are competitive. Proto-KMeans is slightly less effective in
separating SP-OOD samples, likely due to its reliance on purely geometric clustering, whereas
SPROD with classification-aware refinement slightly enhances the robustness when the spurious
correlation is high.
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Table 13: AUPR-IN performance of all evaluated methods across various backbone architectures.
Results are averaged over five SP-OOD datasets.

Method R18 R34 R50 R101 DINOv2 ViT Swin DeiT CvNXt BiT Avg.

MSP 484 493 498 509 59.3 544 61.1 59.0 64.1 513 548
Energy 479 483 487 50.1 59.9 548 593 587 63.1 504 54.1
MLS 484 48.6 493 50.6 59.2 548 60.1 59.0 63.0 50.6 544
KLM 41.0 438 452 452 56.1 493 524 484 52.8 455 480
GNorm 503 502 51.0 513 58.5 55,5 388 429 51.5 40.5 490
ReAct 499 507 5277 531 59.6 56.1 630 593 62.6 478 555
VIM 51.6 539 554 597 66.7 62.1 689 63.1 72.5 644 618
MDS 522 602 61.6 64.1 71.8 745 720 608 71.0 753 670
RMDS 422 453 451 455 50.2 495 59.0 537 59.2 48.8 499
KNN 63.6 66.0 680 677 64.6 70.8 746  69.2 76.5 69.8  69.1
SHE 528 572 525 566 75.1 715 750 735 80.1 61.2 655

SPROD 727 740 765 771 78.9 771 841 76.5 84.3 783 78.0

Table 14: AUPR-OUT performance of all evaluated methods across various backbone architectures.
Results are averaged over five SP-OOD datasets.

Method R18 R34 R50 R101 DINOv2 VIiT Swin DeiT CvNXt BiT Avg.

MSP 722 73.0 73.0 743 79.9 753 813 789 81.9 76.3  76.6
Energy 73.1 73.6 73.0 74.0 80.4 76.1 815  80.0 81.9 76.6  717.0
MLS 729 735 731 742 80.4 76.0 816 7938 81.8 76.6 71.0
KLM 70.8 715 73.0 738 79.3 745 796 754 80.9 740 753
GNorm 743 748 750 76.1 79.5 76.0 76.1 76.6 79.2 71.8 759
ReAct 73.8 741 752 754 80.2 76.7  82.1 80.0 81.4 735 712
VIM 778 79.0 80.1 81.8 86.6 825 848 802 89.2 86.1 82.8
MDS 718 797 813 826 88.7 879 839 783 90.3 88.5 839
RMDS 689 704 718 724 76.4 74.0 79.8 757 80.7 749 745
KNN 856 859 874 877 89.4 869 90.7 858 91.1 89.5 88.0
SHE 80.1 826 79.1 826 88.3 864 90.7 84.6 87.6 824 844

SPROD 888 88.7 90.1 90.7 92.9 90.3 939 90.7 93.8 92.7 913

I Reproducibility and Resources

The data (cleaned AnimalsMetaCoCo dataset) and code for our approach are available at the following
GitHub repository: https://github.com/ReihanehZohrabi/SPRAOD. In our benchmarking, we
utilized components of the OpenOOD v1.5 [86, 37, [87]] framework to obtain results for previously
proposed OOD detection methods.

Our experiments were designed to be post-hoc and computationally efficient. All experiments were
conducted on a single GeForce RTX 3090 Ti GPU, demonstrating the method’s practicality in terms
of resource requirements.
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Table 15: AUROC and FPR @95 performance of all methods using ResNet-18 as the feature backbone.

AUROC?T FPR@95]
Method WB CA uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSp 68.1.07 476409 402.05 724,06 7739, 611 MSP 89.7 06 98.0:05 95.5.06 892,04 8L7.55 908
Energy 694,35 485.,5 432.59 T1.0.05 75.6.03 61.5 Energy 85.7150 969110 91.3.5, 90.8.p, 77.9.,5; 885
MLS 69.2. 5 g0 427.i35 Tl6ios 768105 617 MLS 86.7 6o 97.8.05 93.01356 9030, 803.55 89.6
KLM 4395 57.7.0.4 682.05 T723.0. 56.6 KLM  91.2.- 98.0.0, 955.0 858.0; 86.0.1¢ 91.3
GNorm 67.5.05 82.0.0, 64.3 GNorm  85.9. 05 98.1.0; 951.05 914.0; 60.1.,, 86.1
ReAct 71305 T79.8.0. 62.4 ReAct  82.0.0; 98.0. 05 921.,5 909.,, 648.,: 85.6
VIM 718.0s 64.8.0, 66.1 VIM 69.05 95.1.( Tldes; 898.05 89.8.0; 83.0
MDS 60.1.05 44.9.,, 65.6 MDS 69.10, 945, 585.0; 928.0s 949.., 82.0
RMDS 74805 T1.0.0, 54.8 RMDS  95.0.00 99.0.05 97.2:00 85.8.07 89.2.0o 93.2
KNN 733,05 70.3.0, T7.7 KNN 25100, 93701, 4175y 85.7.07 772400 647
SHE 523100 823.0, 69.4 SHE 27705 93905 68.4.0, 943.., 56675 68.2
SPROD 983, 63.6.10 973.0, 755,05 80.1.0, 83.0 SPROD 73.; 91.8.,; 188., 795.05 679.0- 53.1

Table 16: AUROC and FPR @95 performance of all methods using ResNet-34 as the feature backbone.

AUROCT FPR@95]
Method WB uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 66.0..7 42706 TT75i04 81645, 619 MSP 912,04 984,04 955,07 859,05 T73.7..5 889
Energy  64.9.65 425000 T82i06 T94.0. 616 Energy  87.1.9> 973.135 93.1..5 853.07 Tl.6.ny 86.9
MLS 65.0.5 7 4255, T840 808.,, 619 MLS 88.6:70 98.0:105 941,57 847,07 718,15 874
KLM 42.2.0 562105 T722.05 T782.¢ 588 KLM 929105 984.05 95.5.05 841.s 80.6..7 903
GNorm  77.9.4.4 50005 73704 841, 642 GNorm  89.2. 5, 98.5.0, 953,05 850 05 521.59 84.0
ReAct 723459 43550 T79:06 824.0. 621 ReAct 86.2:95 963103 945, 855.07 59.6417 844
VIM 80.8. 5 62.4.55 755.07 70.9.0, 68.0 VIM 64.6 55 954.09 722.,. 89.7.95 87.6.9, 8L9
MDS 85.7.00 89.8., 6ld.os 548.0, 705 MDS 6190, 95.1.04 59.6.05 938.05 938.00 80.8
RMDS 524, 4410, 793 0 T7.0. 0, 572 RMDS  94.2., 99.1.0, 96.4.0, 835.00 88.0.0, 92.2
KNN 97.8.0 8881, 75.9.0; T739.0, T78.6 KNN 930, 949 0s 50205 83.9.09 T73.6.0, 624
SHE 87.9. 81.2.0, 685.0, 83.4.0, 724 SHE 327005 96.6.05 60.5.07 85.1.0, 534i0s 65.7
SPROD 98.2. 95.3.¢ 78106 83.0:01 832 SPROD 75.,, 945.,; 316.,5; 784.,9 60.8.0; 54.6

Table 17: AUROC and FPR @95 performance of all methods using ResNet-50 as the feature backbone.

AUROCY FPR@95)

Method ~ WB CA uc AMC Spl  Avg. Method ~ WB CA uC AMC Spl  Avg.
MSP 62.3.05 46.0.,, 385.,5 T79.7.0, 83.1.05 619 MSP 87.9.05 98.7.05 973.05 838.0: Tdl. ., 884
Energy  62.0.,, 45.4.5, 384.,, 79.9.,; 80.6.,, 613 Energy  89.2.5, 98.6.0: 95.5.5; 848.0x T76.3.,5 88.9
MLS 62.2.,5 453.5, 384.,, 80.2.,; 81.9.,5 616 MLS 88100 988.06 96.7..0 844,05 T46.09 885
KLM 512, 41.7..5 57.000. T742.0 79.6.0s 60.7 KLM  89.1.,: 98.7.05 97.1.05 805.0x T76.1.,, 883
GNorm  79.5. 46.6.0, T4.2.05 85.2.0, 647 GNorm  84.2.,: 988.0, 97.1.0; 842.,, 547.,, 83.8
ReAct  72.9. 41.3.5, 80.1.9; 83.6.0, 64.7 ReAct  86.9: 7, 9635, 95.5.45, 83.9.0¢ 57.5.,, 84.0
VIM 796505 60.7., - T786.05 T74.09 69.3 VIM 614,55 96.2.04 69.0.,5 86.6.0r T795.95 785
MDS  90.2.,, 57.8.05 91.8.0, 62.9.0s 584.,, 722 MDS 492.05 96.0.05 39.0.05 93.0.05 905.0; 735
RMDS  59.4.,, 33.6.,, 47.4.0, 81.9.,, 68.8.,, 582 RMDS  91.7.5, 99.6.0; 953.0; 834.09 88.1.9; 916
KNN  986.0 b545.05 9L1l.g; 79.7.0c T774.0, 80.3 KNN 48501 944ii 425.0, 79.9., T704i0, 584
SHE 88.3.0, 42.7.05 T73.2.0, 548.0. 83.0.0, 684 SHE 332,05 964.05 T765.00 939.05 526.05 705
SPROD 988.,, 6L6.,, 974.,, 824.,. 853.,, 85.1 SPROD 4.7.,; 937.,5 190.,, 695.,, 530.,; 49.0

Table 18: AUROC and FPR@95 performance of all methods using ResNet-101 as the feature
backbone.

AUROCH FPR@95

Method ~ WB CA uc AMC Spl  Avg. Method ~ WB CA uc AMC Spl  Ave.
MSP 65.5.05 44.9.5, 41.3.,, 81.2.,; 83.8.,, 63.3 MSP 87.7.0- 989.05 95.9.,5 81.0.00 69.0.,, 865
Energy  63.9.,0 455.50 4l.1.,; 81.8..: 8L3.., 627 Energy 90.4.5, 98.2.0 952.,, 79.2.,, T74d.,, 875
MLS 64.3.55 45.3.5. 41.2.,, 82.0.0. 82.7.9, 63.1 MLS 8945, 988.04 95.7.,, 79.2.,, T709.,. 86.8
KLM  49.7.,: 450..5 564.,, 76.1.0c 80.1.05 615 KLM  89.0.0: 989.05 958.05 T78.6.09 T745.,, 874
GNorm  76.5.05 45.4.,5 50.0.05 75.1.05 85.0.0, 66.4 GNorm  85.7.00 988.04 95.7:05 802.0x 53.9.,5 829
ReAct  72.0.5: 39.0.:5 435.5. 8l3.95 849.,; 64.1 ReAct  86.9.c; 97.2.,: 946..9 79.9.,; 59.0.., 835
VIM 88.5., - 48.3.5: 63.8.,, 794.0. 80.5.0, 721 VIM 422.,5 972.55 683..5 87.0.0x T76.9., 743
MDS  96.1.00 53.4.0s 93.2.00 63.7.00 647.0, 742 MDS 23.6.00 958.06 404.05 929.05 858.0; 67.7
RMDS  60.4.0, 3l1.,, 43.2.,, 838.,5 73.2.,, 583 RMDS  89.3.0- 99.5.0; 96.0.0; 794, 827.0- 894
KNN  989.0 496.55 895.0; 8L5.0c 802.0; 79.9 KNN 3., 949, 432.,, T768.,5 683.,, 573
SHE 83.5.0, 64.6.,, 80.3.0, 57.9.,, 8l.0.5, 735 SHE 415.05 89.0.11 594.0. 90.1.07 550.04 67.0
SPROD 99.0.,, 628.,., 97.9.,, 831.,; 868.,, 859 SPROD 3.3.,, 948.,;, 114.,, 70.6.,, 529.,., 46.6
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Table 19: AUROC and FPR @95 performance of all methods using DINOv2-S as the feature backbone.

AUROC?T FPR@95|
Method WB CA uc AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
MSP 80100 34.0.5, 643.05 87.6.0. 849.0, 70.2 MSP 80100 99.0.0. 91.8.,5 716410 63.0.0¢ 81.1
Energy  77.4.50 36.5.05 632.99 888.04 86.6.05 70.5 Energy  79.0.75 97.9415 87.5.79 69317 56.0.57 77.9
MLS 780.0¢ 359..0 635.0, 888.0, 865.05 70.5 MLS 782.7, 984, 88.0.. 693, 57.8.5, 783
KLM 64.7-14 54136 652:55 82.8.07 84455 702 KLM 82757 990,09, 932.5, 6371, 644.., 806
GNorm  82.7:15 328:0, 635.05 834:07 869,05 69.9 GNorm  79.6.57 99.040> 91.9.15 731.14 573..5 80.2
ReAct 76505 352.5, 62.9.05 88.7:0. 86.710: 70.0 ReAct  79.8.7, 9781, 87.7.75 68.9.,: 57.2.,, 783
VIM 97804 39.0.55 830172 865107 849.05 782 VIM 6.0 7 974, 56615, 67140, 56.6.,, 56.7
MDS 99100 55.0007 941.00 838.0s 83701 831 MDS 2501 964,01 3040 69255 586.0, 514
RMDS  65.2:01 26.4:09 503:02 89805 85.0:071 633 RMDS  85.9.5; 99.8i01 948.01 59740, 64.6.0, 810
KNN 993100 434.05 839.04 912,05 80505 T79.7 KNN 1.6.0,1 969,04 443.,, 488.5, 67.6.,5 518
SHE 99.1. 00 54.6.00 925.0, 843, 847.,, 83.0 SHE 29001 982102 354.03 727410 61.9.05 542
SPROD 996,00 634.,, 961., 912,05 85.5.,, 872 SPROD 13,00 947.07; 244.,, 40.0.,5 544.,., 43.0

Table 20: AUROC and FPR@95 performance of all methods using ViT-S as the feature backbone.

AUROCY FPR@95]
Method ~ WB CA uc AMC Spl  Avg. Method WB CA uc AMC Spl  Avg.
MSP T15.,0 392.,, A78.04 832.0, 852.,5 65.4 MSP 88.7.1, 99010, 96.0.0, 8l3.,; 67.1.,, 864
Energy  69.0. 0« 40.3.,,5 489, 85.4.,, 85.6.,; 658 Energy  87.9.:: 9831, 936.5- 782.,, 665.,, 84.9
MLS 69.3:01 398.09 4874, 853.0. 85.7i05 658 MLS 88.3.75 986410 939.50 786.,; 650.,, 849
KLM 6265, 50.6., 472, 77.9.05 844, 645 KLM 89700, 99040, 962..5 7T83.0: 654.,, 85.7
GNorm  76.0.,, 384.,, 47.9.,; 83.0.,, 867.,; 664 GNorm  88.4.,, 99.0.0, 959.05 80.6.0:x 625.,: 853
ReAct 7037« 49.01., 49.0.., 849.,, 834.,, 673 ReAct  864.,, 97.04,0 941.5, 7964, 7675 868
VIM 845.70 440,07 678100 859.04 855.05 735 VIM 63.6.5, 9750, T81.c. 721.,, 638.,5 75.0
MDS 9510, 59.6.,, 943,00 81.6.05 839.,, 829 MDS 309.0; 95.6105 423.0, 75.6.,, 651.,, 619
RMDS 6050, 292.,, 421.,, 872.,5 864.,, 6L1 RMDS  91.2.; 9980, 96.8.,, 71.0.,; 60.1., 8338
KNN 940, 532.,, 91.2.,, 833.55 79.6.,, 80.3 KNN 39.7.0, 9584105 5010, 754.,5 T27.0, 66.7
SHE 945.0, 51505 91210, 783.., 834.,, 798 SHE 286, 9820, 422, 802, 663, 63.1
SPROD 97.0.,, 609.,, 963.,, 85.0.,5; 86.1.,, 85.1 SPROD  9.1,,, 950.,, 250.,, 66.6.,, 60.0.,, S5L1

Table 21: AUROC and FPR@95 performance of all methods using Swin-B as the feature backbone.

AUROC?T FPR@95|
Method WB CA ucC AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
MSP 82809 30.9:i50 57.2:04 9270, 90.6.,4 708 MSP 76.1107 997101 93.0006 518.50 381.og TLT
Energy 824,15 31.0.59 b575.57 93.6.03 87.6.05 704 Energy 763165 994,05 91.9.55 473.55 535015 T73.7
MLS 82.6.13 30.9:0:8 57.5:05 92905 89.6.04 707 MLS 757107 996400 929156 485.55 41.0.,4 715
KLM 5734117 528:35 50.5.05 925.035 90.1.03 68.6 KLM 79.310 99.71 01 929.0:5 413.,; 498.55 726
GNorm  63.4.,; 27.6:15 524.0, 84.0.09 56.0.05 56.7 GNorm 75954 99.7101 93.1:0s 46.5.5, 80.9.2, 79.2
ReAct 83.6.17 343:009 58.0:06 93.6.05 908.5. 721 ReAct 759164 990404 918156 48.0.55 4834 726
VIM 90.6.03 39.8:55 76.9:14 881.igs 926.5, 776 VIM 582100 977405 65.0019 82.7..5 378.05 683
MDS 85.9:01 608110 86.7i00 T4dTios 921.00 80.0 MDS 675102 9434110 573105 929.06 4L5.01 707
RMDS  82.6.0: 299:13 495.01 932.0> 928,00 69.6 RMDS  67.4.0;1 999:00 954.0o 643.03 37702 729
KNN 90400 554:0s 91.8:02 925.03 91310, 843 KNN 43540 9394105 42204 479450 39.7.0- 534
SHE 97300 496.00 96.4.0, 92.9.0. 882.,; 849 SHE 164404 98.6105 241.0s 504357 424.0; 464
SPROD 99.0.( 66.6.,> 987.,, 92.7.0, 93.7.., 90.1 SPROD 28, 923., 84,,, 436.,, 296.,, 353

Table 22: AUROC and FPR@95 performance of all methods using DeiT-B as the feature backbone.

AUROCT FPR@95]
Method WB CA ucC AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSp 75.6.00 43.4:55 53.3.01 885.04 87.8i04 69.7 MSP 86.7 06 989i0> 949.06 589,17 625..5 804
Energy T7.24051 90.0.05 86.2.,; 70.0 Energy 80.3156 982,10 943.55 515..; 686.,5 T78.6
MLS 76.9:55 89.6.106 874104 T70.1 MLS 82.04509 985106 94Ti0s 52.7i05 63.2.09 782
KLM 470200 85.8.0, 86.6.0, 624 KLM 87.310¢ 988105 94.9.0, 61.2.,5 602, 80.5
GNorm  67.3. 76515 703..5 621 GNorm  84.4.07 98.9.0o 94.6.04 52.5..5 81.0.46 823
ReAct  77.1.4, 90.2.,. 87.3.,, 698 ReAct  80.6170 984.00 935.5: 527.., 662.,5 783
VIM 82.7., - 825.0, 87T4.,, 729 VIM 79310, 96.7i07 83.0.,0 891.0s 648,05 826
MDS 74.9.0, 65.6.00 87.2.0, 713 MDS 813101 95.6.05 76.010- : 65.8.0, 826
RMDS  69.2. 87.3.05 89.1.0, 655 RMDS  86.9:0: 99.5.0; 95.1.0, 58.0100 852
KNN 90.00.¢ 83.9.0¢ 86.5.0, 789 KNN 586100 953.0: 57.610- 71.9.0, 719
SHE 93.9.0.0 80.1.,5 86.9.0, 818 SHE 44.0005 98305 3810 62.1.,5 669
SPROD 94.1, 88903 895.,, 84.6 SPROD 423.,, 953.,; 30.6.- 541, 551
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Table 23: AUROC and FPR@95 performance of all methods using ConvNeXt-B as the feature
backbone.

AUROC?T FPR@95|
Method WB ucC AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
MSP 88.1.:0.7 57.5:04 91.1:po 93.1.0o 720 MSP 59.0054 996401 93.7:10 55.0015 31.5.., 678
Energy  86.1.., 55.7:57 93.6.00 929.05 715 Energy 65110 994.06 91.1.73 533110 323.,5 682
MLS 86.6.5 5 56.0.50 91.7.05 93.1.05 713 MLS 62495 996104 92.1 529115 32.0.05 67.8

KLM  65.4., 50000 9260, 904.,, 69.3 KLM 597 5. 996,01 93.6.00 41.6.,5 397... 668

GNorm  71.6. . 46.1 85.0.0, 89.4.,, 67.8 GNorm  61.9..5 99650, 944.0: 60.5., B37.0.,, 70.7
ReAct  85.4. 4. 932 05 92.9.,. 70.7 ReAct  67.2.5. 995.04 O15.: 56.3., 5 324.,; 69.4
VIM 97.6.5 94700 9270, 80.0 VIM 94,5 986106 51567 375..0 398..5 474
MDS 97700 88.4.0, 89.7 0, 848 MDS 10.0.01 965410 283:0.4 638150 532.05 504
RMDS 85.4. 941102 924.00 695 RMDS 50601 999:0; 94.9.4, 546455 385.9, 67.7
KNN 96.7-0.0 7 91.0.05 93.1:90 86.1 KNN 1570010 946413 238.04 66.6.17 338.0: 469
SHE 95.1.9; 62.0.,; 99.1. 754105 91.5.0, 84.6 SHE 22.0.06 970405 36105 9L5i06 384 05 505
SPROD 99.1.,, 64.0.05 997 .0, 92.0.05 943,07 898 SPROD 2.6 938.,7 05,0 5ldis 275., 352

Table 24: AUROC and FPR@95 performance of all methods using BiT-R50x1 as the feature
backbone.

AUROCT FPR@95|
Method WB CA uc AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
MSp 69.5.17 41.8.5, 4689 843,05 825,03 650 MSP 847014 985:106 952:06 T76.0106 66709 842
Energy  66.8:.5 43.1.,, 442.;, 87.6.0: 8L16i,, 64.7 Energy 89.2.,. 97.8:1,; 949.., 642, ,, 681.,, 828
MLS 67000, 429.05 444., 8Tdooy 822.0, 64.8 MLS 88.2. 5% 981y15 9515 6541, 6660, 82.7
KLM 484110 419:60 5L1y1q T786.04 830104 60.6 KLM 85.2:15 984,06 95.1.05 748,07 638,05 835
GNorm  49.7.,5 35.7.05 6066 71.3.05 53.9:15 54.2 GNorm  85.1.:> 98.6405 95.0.07 70.1.09 89.6.,5 87.7
ReAct  57.0..5 36.0..0 46.0.-5 819 .., 8l4d., 605 ReAct  943.,, 974, 952.,. 74.2.,, 694.,, 86.1
VIM 938115 48.01100 733475 87.5.03 86.6.0, T7.8 VIM 27.9.55 9724003 61.00000 720414 510405 618
MDS 991, 61.9.0- 985,00 782:0: 83310, 84.2 MDS 25,0, 957.0- 59.01 8341, 546.0. 484
RMDS  70.0.0, 372.5, 554,05 85.4.05 845.,, 665 RMDS  833.0, 985.0, 904.0; 821.,, 56.8.. 82.2
KNN 985100 495.,0 954.00 852.55 T79.3.01 816 KNN 37000 955.04 224,05 64347 689.,; 51.0
SHE 80.0105 473.05 971i01 79605 63.6105 735 SHE 835009 98.010s 155.0% 84.6+114 883.05 T40
SPROD 98.5.0, 67.1.,, 98.6.,, 87.1.,, 843.,; 871 SPROD  4.9.,; 95.6405 5940 512, 56.8.05 429

Table 25: AUPR-IN and AUPR-OUT performance of all methods using ResNet-18 as the feature
backbone.

AUPR-INT AUPR-OUT?T
Method WB uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 62.2.0.0 289 0, 80.8.05 472.0; 484 MSP 727004 TT3415 59.7.05 59.1.00 9240, 722
Energy 62.7-, 3 30205 T798.05 433105 479 Energy 74505, 783105 63.0L50 57310 924.0, 731
MLS 62.6. 10 3000, 5 80.2.0¢ 45.9.,5 484 MLS 43400 TT7u1s 62200 58000 92400, 729
KLM 344, 40.9.05 709.0¢ 41.8.,, 410 KLM 60.6105 75.000% 68.6.04 594.0x 90405 708
GNorm  76.0. 351000 73.7.04 50.0.05 50.3 GNorm  82.5.05 75.8i15 629.05 55.3., 95.2.0, 743
ReAct 71.6:59 307100 804i06 48705 499 ReAct 792450 750419 63.1i55 573000 943.0, 738
VIM 71.5:55 421.59 80.6.05 355.05 516 VIM 8334105 809416 794455 583:10 873.01 T7.8
MDS 61.6. 4 86.8:02 67.0009 159100 52.2 MDS 82.84¢ 834100 925.01 499.07 804.00 T7.8
RMDS 36.6. 4 33100 82504 43710, 422 RMDS 59.41 7284104 609101 623100 89.0000 689
KNN 88102 88714 803.05 334.0, 636 KNN 962100 841103 950105 61.8:09 90.715, 85.6
SHE 81.6.0o 175.0; b571.9o 601.07 479.03 52.8 SHE 95.04¢ 80.6:0, 84.8.0, 450.,9 953.,, 80.1
SPROD 97.1.,, 404, 96.6..( 81.0405 484,01 727 SPROD 989.,, 85.6.0¢c 981.,, 669.,; 944.,, 888

Table 26: AUPR-IN and AUPR-OUT performance of all methods using ResNet-34 as the feature
backbone.

AUPR-INT AUPR-OUT?T
Method WB CA ucC AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 60.1.09 186411 30.7:0o 84.0105 529.04 493 MSP 709405 748108 608106 64.1.09 943,01 73.0
Energy  57.8.5:% 19.0.00 304.,7 854.0, 488.0; 483 Energy 714,75 76.2:55 61.7.55 649.,, 93.8.0, 73.6
MLS 578455 188:05 304.,, 848.,, 513,05 486 MLS L3160 755115 6ldiig 651.19 941,01 735
KLM 33.9.04 183.04 401,05 T43.06 522459 438 KLM 585106 763106 673107 627.09 926.04 715
GNorm  69.5.3 14.5.05 36.8.035 785,03 517,05 50.2 GNorm  79.0.05 73.0106 63605 626.,, 958,00 748
ReAct 68615 143112 320425 85404 533110 50.7 ReAct 755467 T4lysg 61315, 644.,, 952.0, 741
VIM T4.81409 24740 425,50 839.05 43.7.05 539 VIM 85.7155 80241, 787155 608.10 89.6.0, 79.0
MDS 82301 339:i05 878:01 T12.0s 259.5, 602 MDS 888100 84.0.05 922.0, 49.7.0s 83.6.00 T79.7
RMDS  41.1.,;, 144.03 31.7.0, 862.,35 53.2.0, 453 RMDS  63.0. 71.0105 604.0, 66.5:10 91.3.00 704
KNN 96.5.0.1 27.0404 83.6103 83.2.05 396.5. 66.0 KNN 985100 8274104 927101 63500 923.00 859
SHE 759105 153.01 69.0004 742 51.6.04 572 SHE 93.3 10 770105 885.01 586105 95.7.0; 826
SPROD 97.0.,, 404.,; 945, 84.6.101 5340, 740 SPROD 989.,, 842.,: 963.,, 685.,, 954.,, 887
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Table 27: AUPR-IN and AUPR-OUT performance of all methods using ResNet-50 as the feature
backbone.

AUPR-IN1 AUPR-OUT?}
Method ~ WB CA uc AMC Spl  Avg. Method ~ WB CA uc AMC SpI  Avg.
MSP 524, 239.00 283.0; 86405 49.8 MSP 709.04 758.10 57.9.00 665.09 93.9.0; T73.0
Energy  52.1.5, 23.4.,, 28.2..; 86.7. 48.7 Energy 70.4.,, 758.,9 585.5, 66.5.,0 93.7.0o 73.0
MLS 520055 234..5 282.05 86.9:0.4 49.3 MLS 70815 75.6.17 581.s0 66.9:10 94.0.0, 73.1
KLM  395..5 41.0.0- 76.0.0- 45.2 KLM 647,05 T746.,5 66.8.05 6 933.05 T73.0
GNorm  70.2. 5 34.5.05 T84 51.0 GNorm  81.5.05 T73.7.09 60.7.03 9.1.,, 75.0
ReAct  67.8.5, 2971, 87.0:0.4 52.7 ReAct  76.2.,; T7.7.55 60.0.5 95.5.00 T75.2
VIM 72750 39.2.,, 86.5.0. , 554 VIM 85.9. 15 79515 78710 642.0 924,05 80.1
MDS  88.0.,, 30.2.05 88.4.,, T726.0- 28.9.,, 6L6 MDS 925.00 828.05 94.6.00 51.2.09 85.6.00 8L3
RMDS  453.,, 14.4.,5 344.,, 885.05 43.1.,, 45.1 RMDS  68.0.,;, 70.7.05 628.0; 683.09 89.0.0, 718
KNN  978.0; 244.,5 856.0. 862.0s 46.0.0. 68.0 KNN  99.0.0, 823.04 947.00 67610 934.0, 874
SHE 77000 162.05 582.0. 6L6:0- 494,05 525 SHE 935.0, T74.05 826.0; 464.05 95.6.00 T79.1
SPROD 98.1,,, 40.6.,., 967.,, 889.,. 583.,. 765 SPROD 99.2.,, 843.,, 98.1.,, 73.0.,5 96.0.,, 90.1

Table 28: AUPR-IN and AUPR-OUT performance of all methods using ResNet-101 as the feature
backbone.

AUPR-IN?T AUPR-OUT{
Method WB CA uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 558100 236109 29.6.0¢ 88.0.03 574.03 509 MSP 727106 753414 598111 688i10 949.01 743
Energy  53.9.55 239.5, 29.6.,, 88.0.04 55.0.07 50.1 Energy  70.7.39 76.0120 60.0:00 69.6.12 93.9.02 74.0
MLS 54109 238.535 297010 881lig4 575.04 50.6 MLS Tl4yos 756417 59.8i00 699:10 945,01 742
KLM 381104 1874110 402006 782.0¢ 50.6.0s 452 KLM 64.2,07 758411 673110 679:10 93.6.02 738
GNorm  64.2.05 19.0.0 37.5.07 788.54 571,02 513 GNorm  79.8.0¢ 76.1:1: 63.0010 65.6.,; 96.0.0, 76.1
ReAct 67.2.50 167105 314:,5 876106 628, 531 ReAct 75.545 75.04040 614459 692015 95.7.05 754
VIM 837100 271iss 4344015 872.05 569, 59.7 VIM 92315 784415 80.0010 648:; 93.5.,, 818
MDS 95.2.000  244i05 91.5.00 739105 35.6.0, 64.1 MDS 97.0000 815404 952100 513100 88.2.51 826
RMDS  44.8.,, 13.8.0> 31.6.0, 898.,3 474.0, 455 RMDS  69.94 69.8100 602001 712010 90.8.00 724
KNN 979000 202.5, 823.04 88.0.04 499.,, 67.7 KNN 99400 80.9:15 937101 7004, 943.00 87.7
SHE 68506 3491, 66.8.03 65707 47.1.53 56.6 SHE 90.8,0> 871,05 882,01 51.611> 95.1.01 826
SPROD 98.1.,, 44.2.,, 973.,, 87.8.0. 580.,, 771 SPROD 994.,, 84.8.,: 985.,, 745.,5 965.,, 90.7

Table 29: AUPR-IN and AUPR-OUT performance of all methods using DINOv2-S as the feature
backbone.

AUPR-INT AUPR-OUTY
Method WB CA ucC AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
MSP 75804 14819 54.0106 921.55 60.0.,, 59.3 MSP 823116 TL9413 7284103 TTligs 95.5.02 799
Energy 71.7.55 159.5¢ 53.1.95 934.05 65.6.15 59.9 Energy 81.1.355 73.7.45 733.:ss 780:1,1 961.,, 804
MLS 722:50 157:57 533.ss 934.0, 6l4.,5 59.2 MLS 81.7105 731iyp 7334175 782110 959.03 804
KLM 64.7 16 235119 47.2.50 84405 608:,5 56.1 KLM 757455 792415 6924155 77409 951105 793
GNorm  79.4.,- 138.05 471.0. 86.3.07 66.0.;5 585 GNorm  83.8.1. 71.5.1:1 727.05 73.6.11 961.,-, 795
ReAct 707000 152:55 52.9.95 934.05 65.6.,3 59.6 ReAct 80.5130 733440 T3.1lisy 780:1; 96.0.04 802
VIM 958 09 168.55 744,94 919,90, 54T, 66.7 VIM 985105 751iss 8894145 T4Tiio 959.0, 86.6
MDS 98.8:00 29.6+07 91.9:0, 89.9.05 487.5, 718 MDS 993100 812403 953100 723115 95.6.00 887
RMDS  51.2.5; 13.0.03 355:02 939.035 57.5.03 502 RMDS  73.64 678105 650:01 80.4:1, 954.00 764
KNN 98.9:0.1 160405 685:15 94205 456.,, 64.6 KNN 99.5100 778403 9094102 845.0s 943,03 894
SHE 98.6.0.1 447115 889:5> 85304 581igs 751 SHE 99400 790404 953101 723004 95.5.01 883
SPROD 994.,, 45.0., 953 .00 9390, 61.1.,., 789 SPROD 99.7.,, 84.6.0, 971.,, 873.,; 96.0.00 929

Table 30: AUPR-IN and AUPR-OUT performance of all methods using ViT-S as the feature backbone.

AUPR-INT AUPR-OUT?T
Method WB CA uc AMC Spl  Ave. Method ~ WB CA uc AMC Spl  Avg.
MSP 6701005 168:07 35005 894.0> 63.9.., 544 MSP 75.0415 T34.05 624.05 705.05 95.2.0- 753
Energy  63.2.,0, 19.0.5: 355.,: 90.6.,5 6565, 548 Energy  73.4.cx T45.,x 643.,5 T729.09 954.,5 T76.1
MLS 633.0: 188,05 354io5 905.05 66.1.,; 54.8 MLS 7364, T40.,5 64.0.,, T728.0x 955.0. 76.0
KLM 53.6.00 21701 31.2:55 79307 60.5.,, 49.3 KLM 7110 7785, 59.2.,4 693.07; 953.0, 745
GNorm  73.1.,, 164.,5 34.6.0; 87.8.0, 65650, 555 GNorm  77.5.,5 173.2.05 625.05 708.0x 959.0;, 76.0
ReAct  64.0..; 244.0, 355, 90.8.,, 658.,, 56.1 ReAct  74.5.-: T785.,5 641.,5 T720.00 943.0, T6.7
VIM 81.0.5s 21.8.s; BHL7iss 91305 64.6.,5 621 VIM 8717, T764.,, T79.2.., TAdd.o. 956.0, 825
MDS 944, 38.1.,, 938.0, 87.1.0, 589., 745 MDS 95.7.00 831.05 95.2.00 T703.0x 95.3.0, 87.9
RMDS  46.6.,; 13.6.05 309.,, 920.,, 645.,, 495 RMDS  69.3.,; 688.0, 59.1.0; 76.7.07 959.,, 74.0
KNN 928,01 306160 89.3.0: 883.0. 528, T70.8 KNN 944, 808.,, 934.00 721.0s 93.6.00 86.9
SHE 921405 389.10 878.05 804i07 585, 715 SHE 953,00 T7.7.05 938.05 T70.1.9 95.0.0; 86.4
SPROD  95.1.,; 42.0.,, 955.,, 884.05 644.0, 771 SPROD 97.8.,, 833.,; 972.,, 77.0.,; 96.0.,, 90.3
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Table 31: AUPR-IN and AUPR-OUT performance of all methods using Swin-B as the feature
backbone.

AUPR-IN?T AUPR-OUT{
Method WB CA ucC AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 79810 14.0.06 471.04 948.p> 70.0.,5 61.1 MSP 84.5.109 697108 69.00.04 86.2.05 97.3.01 813
Energy  79.0.,5 14.0.07 475.05 959.0o 60.3.:5 59.3 Energy 84.4.,9 70.0.135 69.5.20 874.,5 96.1.,- 815
MLS 79.2.16 14.0.07 475, 950002 649.,6 60.1 MLS 84.6414 698115 69300 87.1igs 97.0.01 81.6
KLM 402000 249400 359105 94.0.05 6720, 524 KLM 726115 T74418 65.6005 852.04 970002 796
GNorm  43.1.0s 12.7.0o 351.0o 83.8.1p 192,53 388 GNorm  76.3.09 69.2.06 67.3:04 81.3.09 86.6.05 76.1
ReAct 809117 152:05 485i03 96.d.0> T45.,, 63.0 ReAct 85.245 T14y14 698107 870106 97000, 821
VIM 89.5.4( 183116 659101 936.0o T77.0.0. 689 VIM 917100 748115 86.0109 73508 97.9.00 848
MDS 83.70 00 344i0s T799:03 85305 T76.6.5. 720 MDS 88.14¢ 84.2407 91.1io 583411 97.8.00 839
RMDS  72.7.0, 13.7.05 35.4.01 96.4.01 76.6.0> 59.0 RMDS  86.5.00 69.0.05 63.9:01 81.8:05 98.0.00 798
KNN 86.8:10.1 29.8.0s8 88.2.05 95.2.05 T73.0.03 746 KNN 933100 825405 948,01 85504 974ig0 90.7
SHE 96.6.0.1 272:09 954105 95.9.00 59.7.5, 750 SHE 98.0100 772105 975101 838105 96.8.00 90.7
SPROD 98.3.,, 478.,. 983.,, 952.0, 809.,, 84.1 SPROD 993.,, 863.,; 992.,; 86.6.0s 981.0, 93.9

Table 32: AUPR-IN and AUPR-OUT performance of all methods using DeiT-B as the feature
backbone.

AUPR-INT AUPR-OUT?T
Method ~ WB CA uc AMC Spl  Avg. Method ~ WB CA uC AMC Spl  Avg.
MSP 729, 214, 405.,, 924.,5 67.9.,, 59.0 MSP  77.9.0; 74710 661,05 80.8.,; 949.,. 789
Energy  73.745. 22205, 398, 924,05 65.6.,% 587 Energy 80.1.55 75.6405 65.7.55 835,00 949.,, 80.0
MLS  73.613. 222.5, 399.., 924.,5 67.1.,, 59.0 MLS  79.9..« 7524« 65.8.,, 829.0s 95.1,0, 79.8
KLM 353,05 186.05 35.700, 875,05 65.1., . 484 KLM  643.,, 747, 64.0.0, 783.0c 958.,; 754
GNorm 51.7,,; 17.1.05 371y, 77.90,, 309.,, 429 GNorm  75.5.0; 75.6105 66.6.05 751.,, 903, 76.6
ReAct  73.6454 203.009 403,56 931.0, 694.,; 59.3 ReAct  80.1.5, TdTioo 661,35, 835,09 954,05 80.0
VIM 81.7:109 235.5, 5217 90.1.05 68.0.0- 63.1 VIM 842,15 T1.9:15 713100 661,00 95.7.0, 80.2
MDS  69.6.,. 194.,;, 687-05 79.1.95 67.0.0: 60.8 MDS  79.8.0; 80.8i0. 844.,, 508, 95.7.0, 78.3
RMDS  56.3,0; 13.9.0> 362,05 9280, 693,05 53.7 RMDS  75.5.; 70.1.,, 641.0, 723.05 96610, 75.7
KNN  886.0s 185..5 8290, 89.5.; 66.7.05 69.2 KNN  914.,5 7934, 913,00 720, 95.1.,, 85.8
SHE 938.,, 353.,5 924., 80.6.,, 654.,, 735 SHE 94.3.00 79310, 960,00 576, 95.7.0 84.6
SPROD 93.6.0; 321.0: 952,00 921., 69.7.,; 765 SPROD 94.8,,, 819.,5 97.0.,, 833.0 967.., 90.7

Table 33: AUPR-IN and AUPR-OUT performance of all methods using ConvNeXt-B as the feature
backbone.

AUPR-IN? AUPR-OUT?
Method ~ WB CA uc AMC Spl  Avg. Method ~ WB CA uc AMC Spl  Avg.
MSP  85.4,,, 141.,, 485.0 O945.0, 782.0x 64.1 MSP  89.6.05 695,00 686.0; 840, 97.7.,, 8L9
Energy 82.74.« 135.,, 46.0,,, 96.1,0, 77.3.,5 63.1 Energy 88.4.5: 69.5,,, 67.9.c, 857.0; 97.9,0; 8L9
MLS 831, 134.,, 46.1.5: 95.1.0, 77.5.,5 63.0 MLS ~ 88.9.5, 693, 680.5, 850.,; 980.,, 818
KLM  443,,, 239.,5 356405 941.; 662, 528 KLM  80.0.,, 7505 654,05 87.6.0, 967,05 80.9
GNorm 51.04, 4 21.0.,, 3l1l., 878, 664.,, 515 GNorm  82.1.05 75.040x 64.0.05 781,09 9690, 79.2
ReAct 821, 128.0; 46.1.,, 96.1.,, 758.,5 626 ReAct  87.7-4, 6831, 67.9-5 851.,5 97.9:.,, 814
VIM 96.6.05 144.,5 73.0..c 968.0, 8L5.,, 725 VIM 9810, TL5.o, 89.8.5, 889,95 97640, 89.2
MDS  97.0.0; 25.0.0x 949,01 926,05 753.0. 77.0 MDS  98.1.0, 80.5i0: 96.7.00 792.0: 96.8.0, 90.3
RMDS  732,; 13.0.05 344.0, 968.,, 786.,, 59.2 RMDS  89.6.(, 67.9: 035 63.9.0, 844.05 977100 80.7
KNN  943,,;, 283.05 85.7.0, 949., 793.,, 765 KNN  978.0, 827.05 96.6.0, 805.,; 98.1.,, 911
SHE 92.8.0, 497.,, 98.7.0, 835.0- T756.0, 80.1 SHE 96.8.0, 82.8.07 995,00 6Ll.gy 977,01 87.6
SPROD 984, 450.05 99.6.00 953.0¢ 832.,. 843 SPROD 994, 853.,: 99.8.,, 86.0.,: 984.,, 938

Table 34: AUPR-IN and AUPR-OUT performance of all methods using BiT-R50x1 as the feature
backbone.

AUPR-IN?T AUPR-OUT?
Method WB uc AMC Spl Avg. Method WB CA uc AMC Spl Avg.
MSP 59.3:5.0 33405 89800 55406 513 MSP 76.0- T47155 626408 735106 948.00 763
Energy  56.4.59 32.0437 913103 52.0.0s 50.4 Energy  72.8.55 75.7.41 60.8.64 79.5.0: 943.03 76.6
MLS 56.5.5.9 320435 913103 527107 50.6 MLS 733405 755440 609:57 T8Tio7 94.6.03 76.6
KLM 357005 368106 797106 565110 45.5 KLM 653105 74245, 64.5.09 71007 949.0, 740
GNorm  38.2.5 55.0016 T41i07 20.5.07 405 GNorm  65.6., 72917 681.15 676105 846.0s 718
ReAct 47609 337110 869104 559100 478 ReAct 64.7100 T42.45 6L.7165 T726.00 942.05 735
VIM 90.710.3 55.3.05 923,02 581.0, 644 VIM 958110 780443 848146 T54igs 96.5.,; 86.1
MDS 98.8.(.1 983,00 85.5:06 5271035 753 MDS 99400 839104 988:i00 651.19 955.00 885
RMDS  47.2., 354102 912000 56.6.03 48.8 RMDS  73.4. 69.1011 647000 Tldigr 95.8.00 749
KNN 9740 931001 89404 48202 69.8 KNN 99.0100 803108 972400 769105 939.00 895
SHE 5.5 0.5 958101 T79.6.05 307102 61.2 SHE 819106 T76.7103 9824100 67.6.00 876102 824
SPROD  97.3. 983 00 89.9:035 56.1.53 783 SPROD 99.1.,, 855.05 99.0.,, 838.05 95.9.00 927

Table 35: Comparison of SPROD variants on SP-OOD datasets using AUROC and FPR @95 metrics.
All methods utilize a pretrained ResNet-50 backbone. Values are averaged over five runs.

AUROCH FPR@95].
Method WB [N uc AMC Spl  Avg. Method WB CA uc AMC Spl  Ave.
SPROD-Default ~ 98.8.,, 6L6.,, 97.4.,, 821.,, 853.,, 850 SPROD-Default 47.,, 937., 190.,, 70.0.,, 580.,, 49.1
SPROD-Converged  98.5:00 59.1.00 97.1.0, 83.0.0; 85.3.,, 846 SPROD-Converged 6.4, 93.9.,, 19.1 710, 5810, 49.7
SPROD-KMeans ~ 98.3.(, 57.3.., 96.8.,, 828.,, 859.,, 842 SPROD-KMeans ~ 6.0.05 93.7.,, 19.3 713, 564, 493
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Table 36: Comparison of SPROD variants on SP-OOD datasets using AUPR-IN and AUPR-OUT
metrics. All methods utilize a pretrained ResNet-50 backbone. Values are averaged over five runs.

AUPR-IN?T AUPR-OUT{
Method WB CA uc AMC Spl Avg. Method WB CA ucC AMC Spl Avg.
SPROD-Default 98.1. 406, 96.7., 88.9. 583100 765 SPROD-Default 99200 843.,5 981., T73.0.55 96.0.00 90.1
SPROD-Converged  97.5.01 36515 96.0001 882104 558 74.8 SPROD-Converged  99.1.0 83.6.05 98.0.00 73 96.0.00  90.0
SPROD-KMeans 97.6101 321140 96.040, 884i0s 58.6.05 T74.5 SPROD-KMeans 99.1.00 834 98.0.00 734:05 963.,, 90.0
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the paper’s main contributions,
which include: (1) the proposal of SPROD, a novel post-hoc prototype-based OOD detection
method designed to be robust against unknown spurious correlations; (2) the method’s ability
to operate without additional OOD data, hyperparameter tuning, or group annotations; (3)
its broad applicability and superior performance, demonstrated through comprehensive ex-
periments on diverse SP-OOD datasets, including the newly introduced AnimalsMetaCoCo
dataset; and (4) insights into factors like backbone fine-tuning and scoring mechanisms
in the context of SP-OOD. These claims are consistently addressed and supported by the
methodology (Section [)), experimental results (Section Table [2| Figures [A}6), and
dataset descriptions (Section[5.2)).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section|[6] discusses limitations.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper proposes an algorithmic method (SPROD) and provides extensive
empirical validation. It does not present new theoretical results in the form of theorems
or formal proofs. The motivation in Section [3.2]discusses probabilistic concepts but does
not derive new theoretical claims. Section [6]suggests that theoretical justifications are a
direction for future work.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides substantial information to facilitate the reproduction of
its main experimental results. 1. The proposed SPROD algorithm is described in detail in
Section ] and ([T} with its three stages (Initial Prototype Construction, Classification-Aware
Prototype Calculation, and Group Prototype Refinement) clearly outlined. Algorithm [I]
provides pseudocode for SPROD. 2. Section [5.1]details the 11 baseline methods used for
comparison, the evaluation metrics (AUROC, FPR@95), the primary backbone (ResNet-50,
with ResNet-18 also mentioned for some analyses), and the fact that experiments were
repeated five times with different random seeds for statistical robustness. 3. Section [5.2]
thoroughly describes the five SP-OOD datasets used, including references to established
ones (Waterbirds, CelebA, UrbanCars, Spurious ImageNet) and a description of the newly
introduced AnimalsMetaCoCo dataset, clarifying the SP-OOD setup for each. Table
summarizes these datasets. 4. A key aspect aiding reproducibility is that SPROD is
presented as a hyperparameter-free method. 5. The authors state their intention to release
the code. The implementation is based on the OpenOOD codebase, which is open-source,
and the code for SPROD and the experiments will be made publicly available. This will
significantly aid in direct replication of the reported results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
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be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will make the code publicly available. The implementation is based on
the open-source OpenOOD codebase, and the new method (SPROD) and experimental
scripts will be added to this and released. For an anonymized version of the code refer
to the supplementary material. The datasets used are: 1. Waterbirds [33]], CelebA [34],
UrbanCars [35]], and Spurious ImageNet [36] are existing publicly available benchmarks,
with references provided for access. 2. AnimalsMetaCoCo is a new benchmark dataset
introduced in this paper, curated from MetaCoCo [71] (which is publicly available). The
paper describes its construction[5.2] and its release is implied as part of the contributions
and benchmarking efforts. Sufficient instructions for reproducing results are provided in the
supplemental material and will accompany the code release. The paper itself (Sections [4]
[5.11[5.2] and Algorithm ] details the method and experimental setup.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies the training and test details necessary to understand and
reproduce the results. It outlines the datasets used (Section @, their spurious correlation
structure, evaluation metrics (e.g., AUROC, FPR@95), and competing baselines. The main
experimental Setup is in Section[5.1] and further details are provided in the Supplemental.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We repeat all experiments five times with different random seeds and report
the mean and standard deviation, as stated in Section[5.I] Experimental results reported
primarily in Section[5.3]and supplemental.

Guidelines:

* The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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Justification: Experiments were designed to be post-hoc and computationally efficient.
All experiments were conducted on a single GeForce RTX 3090 Ti GPU, demonstrating
the method’s practicality in terms of resource requirements. Detailed information on
compute resources, including execution setup and runtime considerations, is provided in the
supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Research presented in this paper fully conforms to the NeurIPS Code of
Ethics. All datasets used are publicly available and widely adopted in the community. The
methodology does not involve human subjects, personally identifiable information, or any
potentially harmful applications. Efforts were made to ensure transparency, reproducibility,
and fairness throughout the study.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The Paper highlights positive societal impacts such as improving reliability and
fairness in safety-critical applications in the introduction. While no direct negative impacts
are identified, responsible deployment is encouraged. Additional discussion is provided in
the supplementary material.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve releasing models or datasets with high risk for
misuse. It builds on publicly available datasets and does not introduce generative models or
large pretrained components requiring additional safeguards.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper uses publicly available datasets and models (e.g., ResNet, Water-

birds, CelebA, etc.), all of which are properly cited in the main text[5.2] License information
and usage terms for these assets are respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.
» The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces a new benchmark dataset, AnimalsMetaCoCo, which is
well documented. Details about its construction, structure, and intended use are provided
in the main text[5.2] and supplementary material. Documentation will be made available
alongside the dataset release.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve any crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve research with human subjects and therefore does
not require IRB or equivalent approval.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core methodology and contributions of the paper do not involve the use of
LLMs in any important, original, or non-standard way.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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