% UHGEval: Benchmarking the Hallucination of
Chinese Large Language Models via Unconstrained Generation

Anonymous ACL submission

Abstract

Large language models (LLMs) produce hallu-
cinated text, compromising their practical util-
ity in professional contexts. To assess the re-
liability of LLMs, numerous initiatives have
developed benchmark evaluations for halluci-
nation phenomena. However, they often em-
ploy constrained generation techniques to pro-
duce the evaluation dataset due to cost and time
limitations. For instance, this may involve em-
ploying directed hallucination induction or de-
liberately modifying authentic text to generate
hallucinations. These are not congruent with
the unrestricted text generation demanded by
real-world applications. Furthermore, a well-
established Chinese-language dataset dedicated
to the evaluation of hallucinations is presently
lacking. Consequently, we have developed
an Unconstrained Hallucination Generation
Evaluation (UHGEval) benchmark, containing
hallucinations generated by LLMs with min-
imal restrictions. Concurrently, we have es-
tablished a comprehensive benchmark evalua-
tion framework to aid subsequent researchers
in undertaking scalable and reproducible ex-
periments. We have also evaluated prominent
Chinese LLMs and the GPT series models to
derive insights regarding hallucination.

1 Introduction

Large language models (LLMs) have unparalleled
proficiency in language generation, knowledge
application, and intricate reasoning (Zhao et al.,
2023). However, these models invariably manifest
hallucination (Rawte et al., 2023), as they often
generate content that is incongruent with user in-
put, the model’s output context, or factual informa-
tion. Real-world hallucination examples from our
UHGEVval dataset can be observed in Fig. 1.

The fabricated news content depicted in Fig. 1
offers NO utility to journalists; on the contrary, the

Note: We follow double-blind peer review requirements and
refer to our author institutions as Orgl, Org2, and Org3.

Organization Fhe-MOHER-Seuth-Kerea Korea Aerospace
hallucinated !ndustries stated that the South Korean government
will continue to advance this export plan.

Statistics During the holiday, the national highway passenger
hallucinated traffic reached 250 310 million person-times,
representing a year-on-year increase of 8:9% 3.2%.

Knowledge  Sickle cell disease is a severe hereditary blood
hallucinated disorder that can lead to atherosclerosis anemia
infarction, and other complications

Timeline China National Arts Fund was officially established in
hallucinated 26+2 2013 with the aim of supporting artistic creation
¢ ( and the cultivation of artistic talent nationwide.

Figure 1: Hallucinations from UHGEval. Using the IDs, you
can locate the original news articles. Note: MOTIE denotes
Ministry of Trade, Industry, and Energy. (In Chinese: Fig. 10)

verification and rectification of such content exacts
a toll on the valuable time of journalists. To this
concern, it is crucial to first formulate a compre-
hensive, stringent, and demanding benchmark for
the assessment of hallucination in language genera-
tion (Zhang et al., 2023; Wang et al., 2023b).

While there have been a bunch of efforts to de-
velop benchmarks for hallucination assessment,
they always employ restricted techniques to pro-
duce particular kinds of hallucinated utterances.
This approach is at odds with real-world scenarios
where hallucinations arise in unrestricted, sponta-
neously generated content. For example, HaluEval
specifies the type of hallucination in the prompt
when generating hallucinated text: “You are trying
to answer a question but misunderstand the ques-
tion context and intention” (Li et al., 2023). Ad-
ditionally, benchmarks such as HADES annotate
hallucinations at a finer granularity by generating
token-level hallucinations based on text perturba-
tions (Liu et al., 2022), but the text perturbation
method is still constrained. Besides, many bench-
marks are centered on the evaluation of hallucina-
tions in English, neglecting the assessment of such
phenomena in Chinese. The extensive lexicon of
Chinese characters, combined with the complex-
ities introduced by Chinese word segmentation,
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Figure 2: The process of creating UHGEval. Steps 1 to 4 regarding the creation of the benchmark dataset are explained in
Section 2; Step 5, concerning the evaluation framework, is detailed in Section 3. (In Chinese: Fig. 11)

renders the Chinese hallucination evaluation partic-
ularly arduous and deserving of focused scrutiny.

To address the aforementioned challenges, we
introduce a novel benchmark for hallucination as-
sessment, as depicted in Fig. 2. The benchmark
dataset is composed of raw Chinese news articles
and continuations of those articles freely generated
by LLMs but annotated with hallucinations.

Furthermore, selecting texts from the news do-
main is intentional, given that news requires ut-
most precision in conveying factual information
and exhibits minimal tolerance for hallucinations,
presenting a considerable challenge for the major-
ity of LLMs. Moreover, news data encompasses
a wide range of topics, including medicine, tech-
nology, finance, sports, etc., incorporating features
found in texts from other domains. Lastly, news
articles are readily available and frequently em-
ployed as training corpora by a large number of
LLMs, guaranteeing impartiality in the evaluation
of many LLMs (Zhao et al., 2023).

Our contributions: (1) The development of an un-
constrained hallucination evaluation dataset, com-
prising over 5000 items. Existing methods for con-
structing datasets often yield biases towards prede-
fined directions, thereby hindering the full simula-
tion of real-world hallucinations. (2) The establish-
ment of a unified and diverse evaluation framework,
UHGEVval, that encompasses discriminative, selec-
tive, and generative evaluations. Current bench-
mark methods for hallucination evaluation often
exhibit a singular approach and lack task speci-

ficity. (3) A comprehensive empirical analysis. We
evaluated eight prominent Chinese LLMs and three
classic GPT series models to explore the credibil-
ity of various LLMs. The aforementioned dataset,
evaluation framework, and empirical results collec-
tively constitute the UHGEval benchmark, which
is openly available on GitHub'.

2 The UHGEval Dataset

2.1 Data Collection and Pre-processing

We amassed tens of thousands of historical news
articles from leading Chinese news websites, cov-
ering the period from January 2015 to January
2017, to serve as the foundation for constructing
the dataset. It is worth noting that the decision
to eschew more recent news articles (e.g., from
2024) was made to better assess the model’s un-
derstanding of existing knowledge. Indeed, the
knowledge embedded within the training data of
existing Chinese LLMs typically encompasses in-
formation about significant news between 2015 and
2017 (Zhao et al., 2023).

The collected news spans various topics, such
as sports, education, science, society, finance, and
more. This diversity underscores the advantage of
choosing news texts for our dataset, as it enables
the incorporation of a wide array of text genres. We
hypothesize that the occurrence of hallucinations
will vary as LLMs generate news across different
"Main: https://anonymous.4open.science/r/UHGEval

Dataset creation: https://anonymous.4open.science/r/
UHGEval-dataset
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Type Share Categories

DOC 27.52% Politics, Law, Military, Education

NUM 43.34% Sports, Economy, Market

KNO 6.55% Science, Technology, Healthcare

GEN  22.59% Society, Culture, Arts, Entertainment,
Weather, Environmental Protection,
Disasters, Accidents

Table 1: Statistics of collected news. DOC, NUM,

KNO, and GEN denote document-intensive, number-intensive,
knowledge-intensive, and general news, respectively.

categories. As a result, we have classified these
diverse categories into four main types: document-
intensive, number-intensive, knowledge-intensive,
and general news, with details provided in Table 1.
In the data pre-processing stage, we divide a
complete news article into three parts: the begin-
ning text, the following text, and the reference in-
formation. The beginning text serves to guide the
model in generating the continuation and is typ-
ically the opening portion of the news. During
evaluation, the LLM is required to generate content
following the beginning text. The following text
comprises the subsequent sentences in the news
article and serves as the ground truth for the con-
tinuation task. Finally, all the remaining text, after
the beginning text is excluded, serves as a source
of reference information. This section provides ref-
erence information for labeling and also acts as the
reference text for the reference-based evaluation.

2.2 Unconstrained Hallucination Generation

Unlike directed hallucination generation (Li et al.,
2023) or perturbation-based generation (Liu et al.,
2022), we have adopted an unconstrained genera-
tion methodology for the continuation of natural
language content, though it poses difficulties for
subsequent annotations. This generation’s fashion
entails directly inputting the text to be continued
into the model without any restrictive prompt in-
structions, thereby obtaining organic results.
Furthermore, current benchmarks for evaluating
hallucination have predominantly relied on a single
LLM to produce a hallucinated dataset. Notable
examples include HaluEval (Li et al., 2023) and
PHD (Yang et al., 2023b), which exclusively uti-
lize ChatGPT, and FActScore (Min et al., 2023)
and FACTOR (Muhlgay et al., 2023), which solely
employ InstructGPT (Ouyang et al., 2022). In con-
trast, our methodology incorporates a suite of five
distinct Chinese LLMs to generate hallucinated

content. These models include ChatGLM2-6B (Du
et al., 2022), Baichuan2-13B (Yang et al., 2023a),
Qwen-14B (Bai et al., 2023), InternLM-20B (In-
ternL.M, 2023), and Xinyu-7B. For additional infor-
mation about the Xinyu series models, please refer
to the Appendix B.1.

For each input news article, we concurrently gen-
erate five candidate continuations using 5 different
LLMs without constraint. Overall, our approach en-
genders a more unconstrained and heterogeneous
generation of hallucinations, mitigating the bias
that may arise from the use of a single model or
constrained prompting.

2.3 Hallucination Ranking

Given the unconstrained nature of our paradigm,
the task of discerning whether the generated con-
tent is indeed hallucinated presents a significant
challenge. Upon generating the continuations, an
exclusive dependence on human annotation would
incur substantial costs, whereas a purely machine-
based approach, such as utilizing GPT4, could po-
tentially yield less accurate results.

To navigate these complexities, we have adopted
a two-stage annotation. This approach begins with
an initial stage of hallucination ranking (Section
2.3), designed to sort the generated content based
on the likelihood of hallucination. The ranking
is then followed by the second stage of automatic
labeling and human rechecking (Section 2.4).

Algorithm 1 Hallucination ranking

Require: candidate : list|[str]

Ensure: final : str
candidate.sort(descend, by = fluency)
picked < candidatel: 3] > More fluency

picked.sort(descend, by = likelihood)
final «+ picked|0] > More Hallucination

Hallucination ranking is a crucial step in select-
ing the most appropriate continuation from a set
of candidate continuations generated by LLMs.
We employ a ranking process detailed in Algo-
rithm 1. This process relies on two critical metrics:
fluency, ensuring that the continuation does not
become too nonsensical, and likelihood, which
stands for the likelihood of hallucination occur-
rence, ensuring that the continuation includes a
detectable level of hallucination. By employing
such a ranking, it is guaranteed that, in the worst-
case scenario, the final candidate ranks at least



third in fluency and third in the likelihood of hal-
lucination occurrence, achieving a balanced level.
The two metrics are computed as follows.

Fluency This refers to the coherence and read-
ability of the text. A fluent text should read
smoothly, be grammatically correct, and make log-
ical sense in the context of the continuation. To as-
sess fluency, a reward model developed by the Org2
is employed, trained to score text quality based on
fluency.

Likelihood of Hallucination Occurrence This
dimension evaluates the extent to which the con-
tinuation may contain hallucinated content. To
estimate the probability, we evaluate the lexical
correlation between the generated continuation and
the reference information. The lower the correla-
tion, the more likely hallucinations are to occur.
Despite existing metrics, such as BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004), we believe
that these rule-based methods may not effectively
discover hallucinations. Therefore, we propose the
keyword precision (kwPrec) metric.

This metric uses an LLM (e.g., GPT3.5-Turbo)
to extract keywords from the continuation and de-
termine whether these keywords have a match in
the reference information. The ratio of all matches
to the total keywords is then calculated. Since
LLMs often extract appropriate keywords more ef-
fectively, kwPrec focuses more on factual relevance
rather than expressional relevance. Fig. 3 illustrates
the tokens segmented by our method compared to
those obtained by BLEU-4 and ROUGE-L.

seve  (IRR B & & 8E w2 awanz]-
rovees [T|Rf2 Hjg & & & = AR aEnz
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Jiangsu is in China
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for green food production  the most  developed provinces  one of

Figure 3: Tokenization results for BLEU-4, ROUGE-L, and
kwPrec, using newsid=num_o00432 as an example. The meaning
of the above sentence: Jiangsu is one of the most developed
provinces in China for green food production.

2.4 Automatic Labeling and Human
Rechecking

Through hallucination ranking, we can identify con-
tinuations that are both articulately expressed and
likely to contain hallucinations. To detect continua-
tions with confirmed hallucinations, we propose an
annotation scheme that utilizes keywords, which

includes automatic labeling and subsequent human
verification, as shown in Fig. 4.

PrecedingSentence: In 2014, China added a grid-connected
photovoltaic (PV) power generation capacity of 10.6 million kilowatts,
accounting for approximately one-fourth of the global newly added
capacity. Among these, the newly added capacity for utility-scale PV
power stations was 8.55 million kilowatts, while distributed generation
contributed 2.05 million kilowatts.

LLM Generation

According to statistics, in 2014, China's photovoltaic power generation
reached [13 billion kilowatt-hours| showing a year-on-year growth of
over 200%.

Hallucination Elements Extraction
Label

statistics - Reasonable
in 2014 - Reasonable foschicckBylbiaman

China's - Reasona ‘\\\
i eneration - Reasonable

hotovoltaic
13 billion kilowatt-hours Ejnreasonable, conflicts with facMuldl
be 25 billion kilowatt-hours |
year-on-year growth - Reasonable
200% - Reasonable (Automatic Checking By GPT-4)
X

The annual photovoltaic power generatiod is approximately 25 biIIion]
showing a year-on-year growth of over 200%.

On the same day, Liang Zhipeng introduced at the briefing on the
development of the photovoltaic industry held by the National Energy
Administration that in 2014, the overall situation of the national
photovoltaic industry showed steady and orderly development, with a
total accumulated grid-connected capacity of 28.05 million kilowatts for
Reference Check

Figure 4: Labeling and rechecking. (In Chinese: Fig. 12)

Automatic labeling We utilize the keywords
identified by GPT3.5-Turbo from the candidate
continuations, similarly to the process used in the
computation of kwPrec previously. These key-
words act as the focal points for subsequent verifica-
tion. Thereafter, we employ GPT4-0613 (OpenAl,
2023) to perform annotation on these keywords. It
evaluates the validity of the keywords in the con-
tinuations by conducting a cross-reference with the
provided original news and provides explanations
for any detected unreasonable keywords.

Human rechecking We undertake a manual, one-
to-one verification process by analyzing the anno-
tated results and explanations provided by GPT4-
0613 against the original news. This step ensures
the accuracy of the machine-generated annotations.
In the end, instances verified as accurate by anno-
tators comprise the final UHGEval dataset. For
details on manual annotation, please refer to Ap-
pendix A.1.

2.5 Dataset Statistics

Starting with 17,714 candidate hallucinated con-
tinuations, we curated a dataset of 5,141 halluci-
nated continuations, as detailed in the basic statis-
tics in Table 2. For further analysis of statistics



and an example of the dataset, please refer to the
Appendix A.2 and the Appendix A.3, respectively.

DOC KNO NUM GEN
#news 1242 320 2431 1148
avg. #hallu. kw. 2.15 1.99 2.54 2.12
avg. #kw. 8.43 8.09 8.07 8.17
#hallu. kw. / #kw. 2547% 24.61% 31.44% 26.00%
avg. len. contn. 46.77 4836 4447 4597
avg. len. begin. 102.15 102.66 10320 102.86
avg. len. refer. 634.17 61890 62447 632.47

Table 2: Dataset basic statistics. # denotes quantity, avg.
denotes average, len. denotes length, contn. denotes hallu-
cinated continuations, begin. denotes news beginnings, and
refer. denotes reference information.

3 Experiments

3.1 Models

Given that our dataset is tailored for the Chi-
nese language generation domain, we selected
eight widely used Chinese LLMs and three models
from OpenAl. These LLMs are from eight base
models: Aquila2 Base (BAAI, 2023), Baichuan2
Base (Yang et al., 2023a), GLM Base (Du et al.,
2022), GPT Base?, InternLM Base (InternLLM,
2023), Qwen Base (Bai et al., 2023), BLOOMZ
Base (Muennighoff et al., 2023), and LLaMA2
Base (Touvron et al., 2023). Refer to the Ap-
pendix B.1 for a detailed overview of the LLMs
used in the experiments.

3.2 Evaluation Forms

In this study, we conducted a detailed analysis of
evaluation methods across three dimensions: form,
metric, and granularity. A more comprehensive
report can be found in the Appendix B.2. Here, we
introduce the three forms of evaluation.

Firstly, there is the discriminative evalua-
tion, which involves having the model determine
whether a continuation contains hallucinations.
Secondly, similar to discriminative evaluation, se-
lective evaluation allows LLMs to choose the con-
tinuation without hallucinations from options with
and without such content. Lastly, we have gen-
erative evaluation. Specifically, the LLM under
evaluation is provided with a beginning text and is
then tasked with generating a continuation. Sub-
sequently, various reference-based techniques are
employed to assess whether the generated continu-
ation includes hallucinations.

2ht‘q:’s://openai.com

3.3 Evaluation Framework

To accommodate different forms of evaluation
methods, we have developed a data-secure, easy-
to-extend, and easy-to-use evaluation framework,
as illustrated in Fig. 5. Refer to Appendix B.3 for
a more detailed understanding of the various layers
of the framework.
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Figure 5: Evaluation framework

UHGEval is both intuitive and secure for users,
offering efficient usage while concurrently ensur-
ing the integrity of experimental results through
robust resistance to exceptions and support for re-
suming evaluations post unexpected interruptions.
For developers and researchers, the modules within
the Dependency and Evaluator layers are fully in-
terchangeable, thereby affording considerable flex-
ibility for expansion.

3.4 Experimental Setup

To establish a robust experimental framework, we
have set up some configurations as follows.

Prompt engineering We apply the technique of

“intent + instruction + 3-shot (explainable) prompt-

ing.” Intent delineates the role, instruction outlines
the task, and the prompt incorporates three exam-
ples to aid the few-shot learning (Zhao et al., 2023).
Furthermore, political content in examples is pro-
hibited to adhere to content policies from model
service providers. Explainable prompting entails
not merely acquiring results, but also eliciting the
model’s rationale behind its responses. Refer to Ap-
pendix E to view the complete prompt templates.

Example Balancing To guarantee the reliability
of experimental outcomes for all LLMs, we meticu-
lously balance examples in discriminative and also
in selective evaluations. Specifically, the LLM un-
der evaluation will encounter an equal number of
examples with and without hallucinations.

Hyperparameter settings Managing parameters
for heterogeneous LLMs is a multifaceted endeavor,
as different LLMs feature unique interface designs,
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and the same parameters can have varying impli-
cations across LLMs. Despite these challenges,
we commit to the principle of “guaranteeing over-
all output determinism while allowing for slight
randomness, and aiming for consistent parameter
settings across models.” Consequently, we set the
temperature to 0.1, the top_p to 0.9, the top_k to 5,
and the random seed to 22.

Metrics For discriminative and selective evalu-
ation, accuracy serves as the metric. For genera-
tive evaluation, metrics consist of 4-gram BLEU
(BLEU-4), the longest common subsequence-based
ROUGE (ROUGE-L), kwPrec, and BERTScore.

3.5 Results and Analysis
Results are presented in Table 3 and Table 4.

Discriminative evaluation Initially, the GPT
series models’ performance is notably superior
in discriminative evaluation, showcasing their
formidable foundational capabilities in knowledge
recall, utilization, and judgment. Moreover, a com-
parison of experimental outcomes at the keyword
and sentence levels reveals that accuracy is gener-
ally superior at the keyword level. This could stem
from the fact that the hallucinated continuations in
our dataset exhibit sufficient fluency, aligning with
the fluency distribution of LLM outputs. This can
potentially confuse the evaluated LLM, complicat-
ing the judgment of the continuation’s authentic-
ity. Conversely, keywords bypass fluency concerns,
rendering keyword-level evaluation more amenable
to LLMs. This observation implies that detecting
hallucinations could be more dependable at the
keyword level compared to the sentence level.

Selective  evaluation Firstly, GPT4-1106
clinches the top spot, reaffirming the formidable
foundational capabilities of the GPT series models.
Concurrently, Xinyu2-70B attains second place,
excelling as a model trained on the Chinese news
corpus. This achievement, to a degree, confirms the
merit of domain-specific LLMs. Secondly, when
comparing the outcomes of the selective evaluation
with those of the discriminative evaluation at
the sentence level, most LLMs exhibit improved
accuracy. We think, furnishing LLMs with more
contrasting information alleviates the demand
for the model’s fact recall, thus diminishing the
challenge of selective evaluation. Therefore, we
posit that selective evaluation is comparatively
simpler for LLMs.

Generative evaluation Overall, InternLM-20B,
Xinyu2-70B, and Aquila-34B have achieved com-
mendable results, but the performance of Aquila-
34B could be attributed to its comparatively shorter
average generation length. Additionally, the GPT
series exhibits subpar performance, possibly due
to the insubstantial amount of Chinese data in its
training corpus. After all, the Chinese data incorpo-
rated into GPT’s training from the Common Crawl
corpus comprises less than 5%7.

Evaluations by Type We focus on selective eval-
uation results and perform a comprehensive break-
down analysis of these across the four types, as
illustrated in Table 4. Initially, most LLMs demon-
strate enhanced accuracy for knowledge-intensive
and document-intensive news. This may be be-
cause the training datasets for LLMs typically in-
clude substantial human knowledge and official
documentation of major historical events. Further-
more, the majority of LLMs show reduced accuracy
in general and number-intensive news. General
news often contains societal minutiae, which are
not the focus of LLM training. Regarding number-
intensive news, it poses a considerable challenge
for LLMs, given that encoding identical numbers
with varied historical meanings is complex. How-
ever, GPT4-1106 attains especially high scores in
the demanding number-intensive news.

3.6 Further Discussion

Each of the three evaluation forms possesses dis-
tinct advantages and drawbacks. Discriminative
evaluation is often the method of choice for a range
of standard benchmarks (Li et al., 2023; Cheng
et al., 2023). This approach is intuitive, and the
construction of evaluation prompts is straightfor-
ward. Selective evaluation resembles discrimina-
tive evaluation but is marginally less demanding
because it includes a reference option for contrast.
In both discriminative and selective evaluations,
certain models might be suspected of conjectur-
ing answers from a few shots due to inadequate
reasoning skills, which can undermine the relia-
bility of the outcomes. Consequently, the use of
explainable prompting becomes essential. Gener-
ative evaluation most closely mirrors real-world
applications. However, the generated content is un-
restricted, which poses challenges for even the most
dependable reference-based evaluation techniques.

3https ://commoncrawl.github.io/
cc-crawl-statistics/plots/languages.html
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Discriminative-Keyword Discriminative-Sentence Selective

avg. acc. avg. #kws #valid avg. acc. #valid acc. #valid
Aquila-34B 53.62% 3.00 3719 49.86% 5009 54.29% 4319
Baichuan2-13B 51.63% 3.128 4478 46.88% 5047 50.23% 5130
Baichuan2-53B 52.13% 2.98 1656 50.81% 1478 54.67% 4443
ChatGLM?2-6B 50.80% 3.10 4289 43.87% 5130 43.59% 5130
GPT3.5-Turbo 53.72% 3.08 4183 50.02% 5039 49.03% 5103
GPT4-0613 70.04 % 3.07 4100 57.42% 5024 55.20% 5047
GPT4-1106 69.48% 3.10 4189 57.38% 4903 60.35% 4752
InternLM-20B 50.92% 3.10 4388 51.01% 5130 49.43% 5130
Qwen-14B 52.86% 3.125 4478 50.58% 5130 54.74% 5130
Xinyu-7B 49.58% 3.12 4451 48.66% 5014 50.58% 5130
Xinyu2-70B 52.94% 3.12 4482 55.04% 5128 57.93% 5129

Generative

avg. bleu avg. rouge avg. kwPrec avg. bert avg. len. #valid
Aquila-34B 11.80% 6.04% 34.36% 67.51% 43.76 5130
Baichuan2-13B 8.84% 6.96% 25.51% 65.69% 46.04 5113
Baichuan2-53B 10.06% 7.55% 26.45% 67.65% 49.40 3837
ChatGLM2-6B 9.17% 7.17% 24.53% 64.89% 46.27 5094
GPT3.5-Turbo 9.02% 6.30% 27.74% 66.39% 39.04 5084
GPT4-0613 10.74% 7.19% 28.47% 67.36% 44.41 5109
GPT4-1106 8.62% 6.86% 30.94% 67.38% 44.83 5121
InternLM-20B 14.89% 7.96 % 31.10% 67.92% 51.55 5125
Qwen-14B 12.72% 6.54% 32.95% 66.96% 45.85 5125
Xinyu-7B 10.30% 6.52% 28.64% 67.32% 49.84 4978
Xinyu2-70B 13.41% 7.05% 33.93% 68.97 % 51.10 5130

Table 3: Discriminative, selective, and generative evaluation results. #kws denotes the number of keywords and #valid denotes
the number of valid evaluations. In the same column, optimal values are bolded, and suboptimal values are underlined.

KNO DOC GEN NUM
Aquila-34B 59.55% 54.97% 53.74%  53.52%
Baichuan2-13B  53.75% 52.10% 48.43% 49.67%
Baichuan2-53B  57.70% 57.46% 56.26% 52.58%
ChatGLM2-6B  40.94% 45.56% 44.23% 42.63%
GPT3.5-Turbo  55.21% 51.06% 47.63% 47.85%
GPT4-0613 59.87% 55.99% 51.93% 55.73%
GPT4-1106 68.73% 60.19% 54.77%  62.04%
InternLM-20B 51.88% 50.65% 49.56%  48.43%
Qwen-14B 6281% 57.35% 53.15% 53.09%
Xinyu-7B 48.44% 52.02% 50.87%  50.00%
Xinyu2-70B 63.13% 61.47% 54.46% 57.07%

Table 4: Evaluation by different types. In the same row, opti-
mal values are bolded, and suboptimal values are underlined.

Therefore, employing a combination of metrics si-
multaneously, including lexical evaluation based
on token coverage and semantic evaluation based
on textual similarity, is imperative.

The foundational capabilities required of LLMs
can be arrayed on a spectrum from simple to com-
plex: generative, selective, and discriminative eval-
uation. Generative evaluation entails the direct in-
vocation of parameters for continuation, bypassing
the need for an extensive grasp of instructions. Se-
lective evaluation necessitates a degree of inferen-

tial reasoning but offers comparative choices, ren-
dering the level of difficulty moderate. Conversely,
discriminative evaluation demands the precise re-
trieval of facts, thereby increasing the challenge.

4 Related Work

This section outlines benchmark datasets, their
characteristics, and evaluation methodologies.
These benchmarks are summarized in Table 5. For
more related works, you may refer to Appendix C.

4.1 Benchmark dataset construction

Dataset construction usually involves three steps.
Firstly, real-world texts for hallucination genera-
tion are collected, and most benchmarks directly
use existing datasets, such as Wiki (Muhlgay et al.,
2023), Alpaca (Li et al., 2023), PubMed (Pal et al.,
2023), etc. Secondly, hallucinations are generated
usually by LLMs such as GPT3.5-Turbo, and most
works use a constrained hallucination generation
(CHG) paradigm. STSN (Varshney et al., 2023)
and XSum Hallu (Maynez et al., 2020) are the only
two benchmarks that use UHG as we do. Thirdly,
it is not certain that the content generated by the
LLMs actually contains hallucinations, and often



Benchmark Generation Method: Base Dataset Annotation Metric Granularity Lang.
ChineseFactEval (Wang et al., 2023a) Manual Manual Acc Sentence CN
CSK-PN (Chen et al., 2023) Direct: Common KGs No Need Acc ‘Word EN
FACTOR (Muhlgay et al., 2023) CHG: Wiki, News Auto FACTOR Acc Sentence EN
FActScore (Min et al., 2023) CHG: Wiki No Need FActScore by Human Short Sentence EN
FactualityPrompts (Lee et al., 2022) Direct: Wiki Auto NE Error, Entailment Document, Sentence EN
HADES (Liu et al., 2022) CHG: Wiki Manual Acc, G-Mean, BSS, AUC, etc. Word EN
HalluQA (Cheng et al., 2023) CHG, Manual: TruthfulQA, Wiki Manual, Auto Non-hallucination Rate Sentence CN
HaLoCheck (Elaraby et al., 2023) CHG No Need HaLoCheck, selfcheckGPT Sentence EN
HaluEval (Li et al., 2023) CHG: Alpaca, HotpotQA, etc. Manual, Auto Acc Document EN
HILT (Rawte et al., 2023) CHG: NYT, Politifact Manual HVI ‘Word EN
KoLA-KC (Yu et al., 2024) Direct: Wiki, evolving dataset Auto BLEU, ROUGE Document EN
Med-HALT (Pal et al., 2023) Direct: MedMCQA, PubMed, etc. No Need Acc, Pointwise Score All EN
PHD (Yang et al., 2023b) CHG: Wiki Manual F1, Acc, Prec, Reca Document EN
SelfAware (Yin et al., 2023) CHG: Quora, HowStuffWorks Manual F1, Acc Sentence EN
STSN (Varshney et al., 2023) UHG Manual Acc, Prec, Reca Sentence, Concept EN
Truthful QA (Lin et al., 2022) Manual Manual Acc by Human or GPT-judge Sentence EN
UHGEval (Ours) UHG: News Auto, Manual Acc, kwPrec, BERTScore, etc. Sentence, Keyword CN
XSum Hallu (Maynez et al., 2020) UHG: XSum Manual ROUGE, BERTScore, Acc, etc. ‘Word, Document EN

Table 5: Hallucination evaluation benchmarks sorted by name. In the Generation Method column, CHG refers to constrained
hallucination generation, UHG refers to unconstrained hallucination generation, Manual indicates manually constructed, and
Direct implies utilizing the base dataset without the need for generation. In the Annotation column, Auto denotes automatic
machine annotation. In the Metric column, Acc, Prec, and Reca respectively indicate accuracy, precision, and recall. In the Lang.

column, CN and EN respectively stand for Chinese and English.

requires annotation, which is mostly done by hu-
man involvement. There are also works using auto-
matic machine labeling (Muhlgay et al., 2023; Lee
et al., 2022; Cheng et al., 2023). These are the ba-
sic methods for constructing datasets, but there are
also some other paradigms, such as constructing
the dataset purely using manual labor, e.g. Chinese-
FactEval (Wang et al., 2023a), HADES (Liu et al.,
2022), Truthful QA (Lin et al., 2022), etc.

4.2 Benchmark dataset characteristics

Regarding the granularity of hallucinations labeled
in the datasets, most studies assess hallucinations at
the sentence and document levels, while a few ex-
amine them at the word (or keyword, concept) level.
Concerning language, most evaluation datasets are
in English. To our knowledge, the only two Chi-
nese benchmarks, ChineseFactEval (Wang et al.,
2023a) and HalluQA (Cheng et al., 2023) contain
only 125 and 450 questions, respectively. Given
the notably limited size of these datasets, our work
significantly enhances the pool of data available for
Chinese hallucination evaluation.

4.3 Evaluation schemes

Currently, building automatic metrics for evalua-
tion is still dominant, and a small proportion of
works use human evaluation (Min et al., 2023;
Lin et al., 2022; Maynez et al., 2020). In terms
of specific evaluation metrics, most works adopt
common classification metrics, e.g., F1, accuracy,
precision, and recall. some other works construct

their calculation methods, e.g., FACTOR (Muhl-
gay et al., 2023), FActScore (Min et al., 2023),
HalLoCheck (Elaraby et al., 2023), etc. However,
the above metrics are rule-based and can only eval-
uate the ability of LLMs to classify hallucinations,
but not the ability of LLMs to generate content
without hallucinations. Thus, some benchmarks ex-
plore even further in generative evaluation. For ex-
ample, KoL A (Yu et al., 2024) evaluates knowledge
creation (KC) using BLEU and ROUGE, and Truth-
ful QA (Lin et al., 2022) evaluates hallucinations
using a specially trained classifier, GPT-judge.

5 Conclusion

LLMs are rapidly evolving, heralding a new era
of potential applications within the realm of pro-
fessional content generation. The progression of
LLMs in this domain necessitates the establishment
of robust benchmarks to steer their development
effectively. In this work, we introduce a novel hallu-
cination benchmark dataset using an unconstrained
fashion, encompassing more than 5,000 instances
annotated at the keyword level. Additionally, we
propose a secure, scalable, and user-friendly evalu-
ation framework to facilitate comprehensive assess-
ments. Through meticulous experimentation on
eleven prominent LLMs, our study has unearthed
a series of enlightening findings. Looking ahead,
our research endeavors will persist in exploring
the intricacies of hallucination phenomena within
professional content generation, aiming to further
understand and enhance LLM capabilities.



Limitations

Dataset Firstly, although we have utilized hal-
lucination ranking, automatic labeling, human
rechecking, and various other techniques men-
tioned in Appendix A to ensure the quality of data
annotation, with over 5,000 data entries, there is
still a possibility of labeling errors. We have mo-
bilized the power of the open-source community
to collectively improve our dataset. Additionally,
the dataset creation process is flexible, allowing
for dataset expansion into English and broader do-
mains, such as mathematical reasoning and pro-
gramming codes.

Framework Although our framework simplifies
the integration of LLMs through APIs or vVLLM?*,
users seeking to utilize custom or diverse Hugging-
Face models may face initial hurdles. We need to
further enhance the usability of our framework.

Constrained v.s. Unconstrained We have de-
termined that constrained generation cannot fully
reflect real-world applications, but empirical analy-
sis is required to prove this point. This may involve
constructing a text classifier to determine the type
of hallucination, followed by comparing the distri-
bution of hallucinations in our dataset with those in
other benchmark datasets to observe any significant
deviations. We leave this for future work.
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A The UHGEval Dataset

A.1 Dive into Human Rechecking Process

Least Hallucination Principle The keyword-
based labeling scheme has inherent limita-
tions. Languages exhibit a dependency struc-
ture (de Marneffe and Nivre, 2019). For instance, in
the phrase “The rainbow is black,” the words “rain-
bow” and “black” exhibit interdependence. One
could contend that “black’ is incorrect, while an-
other could maintain that “rainbow” is erroneous,
given that “night” is typically described as black.
To address the challenges stemming from language
dependency structures, we have adopted the Least
Hallucination Principle. If a set of words can be se-
lected, and their replacement with contextually ap-
propriate words yields a reasonable sentence, then
such a set of words is designated as a hallucinated
word group. The words selected for annotation
must meet the condition of comprising the mini-
mal number of words in the group, as illustrated in
Equation 1. In the equation, W is the set of key-
words in a sentence, w is the hallucinated word
group, correct(-) is the correction function that
modifies hallucinated words to non-hallucinated
words, and hallucinated(-) assesses whether a sen-
tence composed of keywords hallucinated.

|wl

wCW

w’ = correct(w)

false = hallucinated( W — w + w')

S.t.

ey

By this principle, within the phrase “Journey to
the West is an American novel and one of the
Four Great Classics,” the word “American” would
be marked for annotation, as altering this single
keyword to “Chinese” dispels the hallucination
throughout the sentence.

Engagement of Annotators Additionally, we ac-
knowledge that hallucination annotation may be-
come somewhat tedious. Consequently, annota-
tors are integrated throughout the entire process,
participating in discussions instead of solely eval-
uating the accuracy of machine annotations. This
approach also yields benefits for our work. For ex-
ample, an annotator with a journalism background
offered valuable professional insights into pinpoint-
ing news-related hallucinations, emphasizing that
fact increment is a critical aspect of news writing.
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A.2 Analysis of Final Dataset

We developed a conversion rate chart to depict the
transition from candidate hallucinations to the fi-
nal dataset, as depicted in Fig. 6. The conversion
rate can be interpreted as the likelihood of hallu-
cinations occurring across various categories. Our
observations indicate a higher likelihood of hallu-
cinations in number-intensive and general news,
whereas this likelihood is reduced in knowledge-
intensive and document-intensive news.
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Figure 6: Conversion rates from candidates to hallucinations.

By analyzing the hallucinated word cloud de-
picted in Fig. 7 for each news category, we can draw
the following conclusions: Number-intensive news
often includes numeric values that are challenging
to remember, like 0.09% and 6:3, which pose diffi-
culties for both LLMs and humans. General news
encompasses a diverse vocabulary, featuring terms
such as “social media” and “friendship,” which
are often deemed less critical and thus challenging
to incorporate into the training corpora of many
LLMs. Knowledge-intensive news frequently fea-
tures terms such as “according to incomplete statis-
tics” and “key technology,” which are prevalent
in technical literature. However, LLMs may not
always use these terms appropriately. Document-
intensive news often contains terms associated with
official statements, such as “representation,” “pres-
ident,” and “spokesperson.” This suggests that
LLMs are susceptible to introducing unauthorized
alterations to the content of documents.
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Figure 7: Hallucinated keywords in different types of news



A.3 An example from the UHGEval dataset

{
"id": "num_000432",
"headLine": "(Society) Jiangsu's First Selection of the Top 100 Green Foods Most Loved by Consumers",
"broadcastDate": "2015-02-11 19:46:49",
“type": "num",
"newsBeginning": "Xinhua News Agency, Nanjing, February 11 (Reporter Li Xiang) 'Food is the paramount necessity of the

people, and safety is the top priority of food.' On February 11, Jiangsu announced the results of the 'First Consumers'
Favorite Green Foods' selection, with Lao Shan honey and 100 other foods receiving the title of 'Consumers' Favorite Green
Food'.",

"hallucinatedContinuation”: "Jiangsu is one of the most developed provinces in the country in terms of green food
production.”,

"generatedBy": "InternLM_20B_Chat",

"appearedKeywords": ["Jiangsu", "national", "green food production"],

"allKeywords": {

"Jiangsu": "reasonable",

"national": "reasonable",

"green food production": "reasonable",

"developed": "unreasonable, there is no factual evidence to prove that Jiangsu is one of the provinces with developed

green food production in the country, but what can be confirmed is that Jiangsu has active practices and promotions in green
food production”,

"province": "reasonable",
"one of": "unreasonable, there is no specific factual evidence to show that Jiangsu is one of the developed provinces in
terms of green food production in the country"
s
"realContinuation”: "61 award-winning production enterprises jointly signed a integrity pact, jointly building a green food
integrity alliance."”,
"newsRemainder": "61 award-winning production enterprises jointly signed an integrity pact, jointly building a green food

integrity alliance. This is an important measure for Jiangsu to ensure food safety and promote green food production.\n..."

Figure 8: An example from the UHGEval dataset. (In English)

"id": "num_o0e432",
"headLine": " (#%) JIHERTFREREZSEZNEMNEZERS",
"broadcastDate": "2015-02-11 19:46:49",
"type": "num",
"newsBeginning": " FiEAMER2A11HE (iCEZEW) ‘RURAR, BMUZRAK . IHALBRA EREREREZNEZER R THEER,
ZlEEF100ME RREERE REZNGERL KRS, ",
"hallucinatedContinuation": “JIAREEZERMESTRRENENZ— ")
"generatedBy": "InternLM_20B_Chat",
"appearedKeywords": [ "JI#A", "£EH", "&B_RES"],
"allKeywords": {
SIH: AR,
"SE": AR,
"FERARES" "EHE",
ijfl&t} "fﬁgﬁ, BREFRIEWIAREEZERREFRENEDN, ETMHRENE, IAHAEEERRE~ L ATRMNTERMHE",
"ght "RE",
=" "REE, REAANERIIERPIARSEZERAESKEANE R —"
}J

"realContinuation”: "6IRKX A=A VWHEEBIWELAYN, HEZCRRWERKE. ",

"newsRemainder”: "61RKXA MW HEEBWELN, LBZERKWEHE. XD TARELRZRE. RIIRCAREFNEESE,
\n IERTPEERIIAREERRMESERIIEN, FEEIAERE. AZRTHh. 41AE. 485, 2EHH. WENSEEANZR. 1T
RN SR, EWiRE. AESVF. ERERZEERLR, BRALPNERRSBREREEAEREH, ML, BF. RERNGE
EH310LAHNEH, ENRPTITEERNEESE. \n RRRE—EEHSXTNHE. ILRFEEES, AR TIEARESL. HEH,
BIERA. BHEE. TRRANFHARZERREMT, BRT7TEMEMN, TER BEWRERN " PERIMOEEREEIIE ST LEETE,
FelIArgeRaEIRE SE&FHHE..."

}

Figure 9: An example from the UHGEval dataset. (In Chinese)
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B Experiments

B.1 LLMs Employed in This Research
All LLMs used in this study are detailed in Table 6.

Model #Para.  Publisher Date
GPT3.5-Turbo  175B*  OpenAl 2023.03*
GPT4-0613 NaN OpenAl 2023.06
ChatGLM2 6B Tsinghua 2023.06
Xinyu 7B Org2&O0Org3 2023.06
InternLM 20B ShLab 2023.07
Baichuan2 13B Baichuan Inc.  2023.09
Baichuan2 53B Baichuan Inc.  2023.09
Qwen 14B Alibaba 2023.09
Aquila2 34B BAAI 2023.10
Xinyu2 70B Org2&O0Org3 2023.10
GPT4-1106 NaN OpenAl 2023.11

Table 6: LLMs sorted by release date. All LLMs are
chat models. Asterisk (*) denotes estimated value, NaN
denotes no public data available, and 175B denotes
175billion.

GPT represents a series of LLMs developed by
OpenAl (OpenAl, 2023). In this study, GPT3.5-
Turbo, GPT4-0613, and GPT4-1106 are utilized.
GLM constitutes a pre-training framework pro-
posed by Tsinghua University (Du et al., 2022),
and the ChatGLM2-6B chat model is employed.
InternLM serves as an open-source, lightweight
training framework, with its development team re-
leasing a spectrum of models utilizing this frame-
work (InternL.M, 2023); the InternLM-20B open-
source chat model is utilized in the present work.
Baichuan2 comprises a series of expansive, multi-
lingual base language models (Yang et al., 2023a),
with both the open-source Baichuan2-7B chat
model and the closed-source Baichuan2-53B chat
model being employed in this investigation. Qwen
encompasses a language model series character-
ized by distinct models with varying parameter
counts (Bai et al., 2023), and the Qwen-14B open-
source chat model is utilized in the current study.
Aquila2 represents a language model series devised
by BAALI, noted for surpassing comparable mod-
els in terms of performance (BAAI, 2023), and
the Aquila2-34B chat model is employed in this
research.

Besides, the Xinyu series models are the results
of a collaborative research and development ef-
fort between the Org2 and the Org3. Xinyu-7B is
an augmented large-scale language model derived
from the foundational model, BloomZ-7B (Muen-
nighoff et al., 2023) through continued pre-training,
news-specific fine-tuning, and alignment optimiza-
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tion. And, Xinyu2-70B is developed based on
the open-source LLaMA2-70B (Touvron et al.,
2023) framework, incorporating expansions to the
Chinese lexicon, ongoing pre-training, and news-
specific fine-tuning, thereby endowing it with a
robust foundational capability in the news domain.

B.2 Evaluation Method

The evaluation of hallucinations can be decom-
posed into three principal dimensions: form, met-
ric, and granularity. Form concerns how the model
interacts with the evaluation dataset; metric refers
to the precise computational approach utilized for
performance assessment; and granularity signifies
the depth of detail considered in the evaluation of
hallucinations.

Form This encompasses human evaluation, dis-
criminative evaluation, selective evaluation, and
generative evaluation, among others. Human eval-
uation entails the direct application of human judg-
ment to determine if the model’s output contains
hallucinations, representing a critical evaluation
form (Chang et al., 2024). However, the draw-
backs of this approach are evident: evaluating too
many data points is tantamount to annotating a new
dataset, with the associated time and financial ex-
penditures proving prohibitive.

Discriminative evaluation enables LLMs to re-
spond with binary answers of “yes” or “no” (Li
et al., 2023; Cheng et al., 2023). Specifically, this
evaluation modality involves presenting the LLM
under scrutiny with an initial text followed by a
continuation that may or may not include hallucina-
tions. The LLM is tasked with producing a verdict
as to the presence of hallucinations. Owing to
the efficacy of few-shot prompting, this evaluation
paradigm is relatively uncomplicated for LLMs to
administer, as it facilitates the elicitation of the req-
uisite responses. However, this method depends
solely on the LLM’s ability to draw upon the knowl-
edge encoded within its parameters, necessitating
the concurrent application of knowledge and rea-
soning, and thus requiring a robust foundational
model capacity.

Selective evaluation allows LLMs to tackle
multiple-choice questions by choosing between op-
tion A or B, as exemplified by PandaLM (Wang
et al., 2024). Specifically, in selective evaluation,
the LLM under evaluation is presented with an ini-
tial text followed by two continuations: one that
includes hallucinations and another that does not.



The LLM’s objective is to identify which of the two
is hallucinated. This assessment method offers the
LLM more contextual information than discrimi-
native evaluation, thereby alleviating the burden
of fact-checking and lessening the dependence on
retrieving facts from its parameters. Consequently,
this reduces the level of difficulty for the LLM.
However, both discriminative and selective eval-
uations encounter a substantial challenge. They
are predicated on the assumption that “LLMs’s ca-
pacity to produce reliable text is contingent upon
their discernment between hallucinated and non-
hallucinated content.” These methods do not sim-
ulate the evaluation of the model’s output for hal-
lucinations. Consequently, generative evaluation
is crucial as it directly evaluates the presence of
hallucinations in the text generated by the LLM
under evaluation. However, the challenge arises
from the fact that it is not feasible to automatically
and accurately ascertain if the newly generated text
is hallucinated; if it were, annotated datasets would
be redundant. In scenarios of unrestrained text gen-
eration, this issue becomes increasingly complex.
This complexity stems from the fact that text gener-
ated without constraints may introduce a multitude
of entities and facts absent in the reference material,
complicating the verification of their accuracy. De-
spite these hurdles, generative evaluation continues
to be a predominant strategy in Natural Language
Generation (NLG) tasks (Novikova et al., 2017).

Metric Metrics include classification metrics
such as accuracy, precision, recall, and others,
which are applicable to human evaluation, dis-
criminative evaluation, and selective evaluation.
Generative evaluation, on the other hand, encom-
passes both lexical and semantic metrics. Lexi-
cal metrics evaluate the extent of token overlap
between the generated text and the reference in-
formation, including metrics such as BLEU (Pa-
pineni et al., 2002), ROUGE (Lin, 2004), and
the newly proposed metric by us, kwPrec. Se-
mantic metrics gauge the similarity in mean-
ing between sentences, with examples including
BERTScore (Zhang et al., 2020), GPT-judge (Lin
et al., 2022), and GPTScore (Fu et al., 2023),
among others.

Granularity Evaluations can be conducted at
both the sentence and keyword levels. Owing to
our annotation methodology, our dataset is marked
at the keyword level to signify instances of halluci-
nations. This approach affords a broader spectrum
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of possibilities for configuring the evaluation task,
enabling the evaluated model to address the pres-
ence of hallucinations at either the keyword level,
the sentence level, or even the document level.

B.3 UHGEval Framework in Detail

The framework comprises four ascending layers:
the dependency layer, the evaluator layer, the core
layer, and the interface layer.

The dependency layer defines the essential
foundational components needed for the evalua-
tion framework, including datasets, LLM hubs, and
various metrics. Importantly, each component is
designed for extensibility: datasets can be replaced
with custom ones, LLMs can be integrated via APIs
or platforms like Hugging Face’, and metrics can
be customized to fit specific needs.

The evaluator layer, constituting the second
layer, centers on an abstract class, Evaluator, and its
various implementations. Within this layer, three
distinct types are implemented: GenerativeEvalua-
tor, DiscriminativeEvaluator, and SelectiveEvalu-
ator. Users may also engineer custom evaluators,
contingent upon adherence to the interface specifi-
cations of the abstract class, necessitating merely
three function overloads.

The core layer, representing the third stratum,
comprises two principal modules: experiment.py
and analyst.py. The former facilitates experiments
involving multiple LLMs, evaluators, and pro-
cesses, whereas the latter is tasked with the sta-
tistical analysis of experimental outcomes.

The interface layer, serving as the final layer,
orchestrates the user’s interaction with UHGEval.
To streamline the initiation process, a succinct 20-
line demonstration is offered, alongside a run.py
script for launching experiments through the com-
mand line.

Shttps://huggingface.co/models


https://huggingface.co/models

C More Related Works
C.1 Large Language Models

Language models are pivotal in computer science,
evolving from statistical language models to neu-
ral language models, to pre-trained language mod-
els (PLMs), and now to the current generation of
LLMs. The advent of models such as ChatGPT
has seen contemporary LLMs exhibit new capabili-
ties in handling complex tasks. These models can
manage few-shot tasks via in-context learning and
tackle mixed tasks by following instructions (Zhao
et al., 2023).

LLMs can be classified according to two dimen-
sions. The first dimension concerns the openness of
the model weights. For example, open-source mod-
els include Meta’s LLaMA (Touvron et al., 2023),
Tsinghua University’s GLM (Du et al., 2022), and
Alibaba’s Qwen (Bai et al., 2023), while closed-
source models feature OpenAI’s GPT (OpenAl,
2023), Baidu’s ERNIE Bot (Sun et al., 2021), and
Anthropic’s Claude®, among others. The second
dimension differentiates between the use of a PLM
or a supervised fine-tuned (SFT) model for specific
inferences. A PLM is a language model trained on
extensive unlabeled textual data to discern under-
lying patterns, structures, and semantic knowledge
within the corpus. Conversely, an SFT model in-
volves further training a PLM with labeled datasets
tailored to a specific task, to improve performance
in that area. Many open-source models, including
LLaMA, GLM, and Qwen, have made their PLM
weights publicly available. For SFT models, users
can access the chat variants of open-source mod-
els or the API services provided by closed-source
models. In our research, we focus primarily on
evaluating closed-source GPT series models and
open-source Chinese chat models.

C.2 Hallucinations in LLM

Despite remarkable advancements in LLMs, they
continue to encounter challenges, with hallucina-
tion being one of the most notable. Hallucination in
language models refers to generating content that
strays from factual accuracy, leading to unreliable
outputs. Hallucinations occur when the generated
content is not aligned with user input, deviates from
the model’s previous outputs, or is at odds with
established real-world knowledge (Zhang et al.,
2023).

6https://www.anthropic.com/index/
introducing-claude
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Specific examples include inaccuracies in age,
currency, scores, and other numerical values; citing
fictional statements; inventing non-existent char-
acters; and muddling timelines by merging events
from different periods (Rawte et al., 2023).

Regarding the causes of hallucinations, several
factors can be responsible (Zhang et al., 2023). One
contributing factor is the use of inaccurate or in-
complete training data. During training, LLMs fine-
tune their parameters with vast quantities of text
data. However, this data may be flawed, harboring
errors, inaccuracies, or gaps in information. An-
other factor involves inconsistencies in contextual
information. While LLMs typically consider previ-
ously generated context when producing content,
challenges in managing long-term dependencies or
understanding complex contexts can result in incon-
sistencies. Additionally, hallucinations can arise
from lacking or erroneous world knowledge. Al-
though LL.Ms gain considerable world knowledge
via training data, they may be deficient in specific
domain knowledge or misinterpret certain facts,
leading to hallucinations. Furthermore, model limi-
tations, including generation strategies and align-
ment methods, can also play a role in hallucinations
during content creation.


https://www.anthropic.com/index/introducing-claude
https://www.anthropic.com/index/introducing-claude

D Figures in Chinese
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Figure 10: Hallucinations from UHGEval. Using the IDs, you can locate the original news articles. (In English: Fig. 1)
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Figure 11: The process of creating UHGEval. Steps 1 to 4 regarding the creation of the benchmark dataset are explained in

Section 2; Step 5, concerning the evaluation framework, is detailed in Section 3. (In English: Fig. 2)
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Figure 12: Labeling and rechecking. (In English: Fig. 4)
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E Prompt Templates

In these templates, the orange text represents intent and instruction, the green text represents demonstra-
tions, and the black text represents specific questions.

You are a news worker for Xinhua News Agency. You need to determine whether a key term in the news continuation
is realistic. Please directly state whether it is realistic or not, and provide the reason.

The beginning of the news: " {European Basketball League's Second Phase Group Stage: Alba Berlin Faces Grim
Qualification Prospects) \n2015-03-05 06:01:47\n Xinhua, Berlin, March 4 (Reporter Wang Dong) — The ninth
round of the 2014-2015 season European Basketball League's second phase group stage kicks off tonight. In Group E,
Alba Berlin defeated Lithuania's Kaunas zalgiris at home with a score of 80:72. After nine rounds, with four wins and five
losses, they are firmly in fifth place in the group, yet their qualification prospects still look grim.""

Continuation: """Alba Berlin's head coach, John Cummings, stated that although their current ranking is not ideal, they
will still give their all and strive for victory in every match."""

Realistic or not: The continuation's """John Cummings""" is not realistic because such a person does not exist.

Demonstration 2; Demonstration 3
The beginning of the news: """ {{headLine}) \n{broadcastDate\n{newsBeginning}"""

Continuation: """{continuation}""
Realistic or not: The continuation's """{keyword}"""

RE—BWHELTETES RERHMHESSFHENXBEAEET SN FEERETAUXHIART UL,
R4 HIREA.

FrEEFL: " (EE) BONBIREESRE BV NAFER RE HAFE R RM) \n2015-03-05 06:01:47\n e
#HiEM 3 B4 HB (ﬁl%‘i?ﬁ) 2014-2015 FHEMOMNBEERELFRE —MBUNAFEE W BSR4, 7 EAAIELFET, 1A
MBTREBAESIN 80: 72 NI EMETEREFIIBAN, O ®iT/F 4 fE5 7, BE/NAFEHR, BRELEHEMD
REW, "™

G5 "ARRIRERERLELE RPTRT, 2RAEHNHERHAEE, BM{MNASEHME, FEBE LN
BEF,

EEHAUS: £5PH A RP " AFEUE, BARTFELA,

2, =13
FERFL: " ({headline}) \n{broadcastDate)\n{newsBeginning}"""

%5 ""{continuation}"""
EEFAUSE: &£5HH""(keyword}™

Figure 13: Prompt template for discriminative evaluation (keyword level)
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You are a news worker for Xinhua News Agency. You need to assess whether the news continuation is realistic.
The beginning of the news: """ {European Basketball League's Second Phase Group Stage: Alba Berlin Faces Grim
Qualification Prospects) \n2015-03-05 06:01:47\n Xinhua, Berlin, March 4 (Reporter Wang Dong) — The ninth
round of the 2014-2015 season European Basketball League's second phase group stage kicks off tonight. In Group E,
Alba Berlin defeated Lithuania's Kaunas zalgiris at home with a score of 80:72. After nine rounds, with four wins and five
losses, they are firmly in fifth place in the group, yet their qualification prospects still look grim."""

Continuation: """Alba Berlin's head coach, John Cummings, stated that although their current ranking is not ideal, they
will still give their all and strive for victory in every match."""

Judgment: The continuation is not realistic because there is no person named "John Cummings".

Demonstration 2; Demonstration 3
The beginning of the news: ™™ {{headLine}) \n{broadcastDateP\n{newsBeginning}"""

Continuation: """{continuation}""
Judgment:

RE—BHEMFELEE. RERAMTESSREFSUX,

L " () RNERERE B NARFIREHAHTRI) \n2015-03-05060147\n  Hitk
AP 3 B 4 B (ZHIFK) 2014-2015 FBHOMEIREIEE —MENAREARSWIFE, £ £ AT, 10
WRIREAEH L 80 72 Pk MEMIFRRFMN, O RIT/E 4 B 5 71, BENABES, BRHLHAND
AR, "

S5 R RER T HALE FRRET, RASNOHEFTEE, BRIBASLNNE, FRE RN
BRI

U SERFATE, B AT L8 B XA

2, =13
FEBFL: " ({headline}) \n{broadcastDate)\n{newsBeginning}"""

%5 ""“{continuation}"""

HIT

Figure 14: Prompt template for discriminative evaluation (sentence level)
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Now, | hope you can act as a sequel evaluator, where you need to choose the continuation that is more realistic and
accurate.

The beginning of the news: " {European Basketball League's Second Phase Group Stage: Alba Berlin Faces Grim
Qualification Prospects) \n2015-03-05 06:01:47\n Xinhua, Berlin, March 4 (Reporter Wang Dong) — The ninth
round of the 2014-2015 season European Basketball League's second phase group stage kicks off tonight. In Group E,
Alba Berlin defeated Lithuania's Kaunas zalgiris at home with a score of 80:72. After nine rounds, with four wins and five
losses, they are firmly in fifth place in the group, yet their qualification prospects still look grim."""

A: """Alba Berlin's head coach, John Cummings, stated that although their current ranking is not ideal, they will still give
their all and strive for victory in every match."""

B: """\n The European Basketball League games are usually scheduled for Thursdays and Fridays, but the group
stage match between Alba and Kaunas was moved forward a day."""

Which continuation is more realistic and accurate: B is more realistic and accurate

Demonstration 2; Demonstration 3

The beginning of the news: """ {{headLine}) \n{broadcastDate)\n{newsBeginning}"""
A: """{contn1}""

B: """{contn2}""

Which continuation is more realistic and accurate:

W&, REFEREI-—AESITNE, RRBEFHEFEUX, EARNES.

HFEEFFL: " ((ERE) BUNEIREEFRSE ZME/NVARM RE &R ERERW) \n2015-03-05 06:01:47\n ik
#HIAM 3 B 4 BHE (IBEEER) 2014-2015 RERONKIRBERE _MEUNARSE RS ETIE. 7 EARLLES, 18
MBIREAESIN 80 72 S IFHEEMETFEREFIEN, o ®widE 4 pE5 f, BE/NAERR, BELRERHAD
BRI, "

Al AR R EAER SN RIRERR, ERENHERFAREE, BhMNPASESHE, FRENERNHE
F, o

B: ""\n  BUMBEERBEE—MTHESANMARES, BEM/REMEWRLTNXZ/ AR —R#ET, ™
MNEEEFAUEL, FAH: BEFTAUSL, BAEH

w2, =3

HEAFL: " ({headLine}) \n{broadcastDate}\n{newsBeginning}"""
A: "{contn1}™"

B: ""{contn2}""

MAEEEHFEIME, EAH:

Figure 15: Prompt template for selective evaluation
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You are a news worker for Xinhua News Agency. | hope you can assist me in completing a news article. Please write a
continuation based on the text | have already prepared. Here's an example:

The text already written:

{(Cultural Relics and Archaeology) The First Discovery of Tang Dynasty Pear Garden Disciples' Tomb Inscriptions in
Luoyang)
2016-10-27 15:14:41

Xinhua, Zhengzhou, October 27 - Two Tang Dynasty Pear Garden disciples' tomb inscriptions recently appeared at

Luoyang Normal University, with experts preliminarily speculating that the tomb owners were the couple of the Sogdian
musician Cao Qianlin from the Tang Dynasty. This is the first discovery of Tang Dynasty Pear Garden disciples' tomb
inscriptions in Luoyang, adding valuable data to the study of ancient Silk Road cultural exchanges.
Text for continuation:

<response>
\n These two tomb inscriptions, currently on display at the Heluo Culture International Research Center Relics Exhibition
Hall at Luoyang Normal University, were unearthed in the Zhanggou Community of the Longmen Garden District in
Luoyang city. The tomb inscription of Cao Qianlin is 47 cm in length and width, with the cover engraved in seal script
"Tomb Inscription of the Late Mr. Cao of the Great Tang", and the text of the inscription is in regular script, with clear
and visible handwriting.

</response>

The text | have already written is: {{headLine}) \n{broadcastDate}\n{newsBeginning}
Please complete the text for continuation (write the continuation text between <response></response>):

RE—BHEAFEIES. RFEEREFEIRTHR—EHENES, BRRIEBERELSHFNNAARES—KIE.
TEE—MIF:

EALEIFHISIA:
(Ccxd) SRERERERTES)
2016-10-27 15:14:41

FEAL AN 10 B 27 BE®R (IEEER) BABRAEFFESTHIIN S KRAITEEER, TRUENEE AN
BEREFRFAETEZH AL, XEEAEREXMNERIERTFES, ATRLEXUTAARBAETZER.
ERERISUR:
<response>
\n IEEEEIMSEFEEE X ERM R PO XBFRIERHPIXBAES, HEFEETRNEXKEEX ., £,
EEMETKREE 47 EX, EXEFAEHEREESTH, ESXFHER, FEEWITNL,

</response>

WAREELEHFHXARE: ({headLine}) \n{broadcastDate}\n{newsBeginning}
BREMBELEENXAR (EHMXAS7E<response></response> [8])

Figure 16: Prompt template for generative evaluation
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