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Abstract

We investigate intention detection in persuasive001
multi-turn dialogs employing the largest avail-002
able Large Language Models (LLMs). Much003
of the prior research measures the intention de-004
tection capability of machine learning models005
without considering the conversational history.006
To evaluate LLMs’ intention detection capabil-007
ity in conversation, we modified the existing008
datasets of persuasive conversation and created009
datasets using a multiple-choice paradigm. It is010
crucial to consider others’ perspectives through011
their utterances when engaging in a persuasive012
conversation, especially when making a request013
or reply that is inconvenient for others. This014
feature makes the persuasive dialogue suitable015
for the dataset of measuring intention detection016
capability. We incorporate the concept of ‘face017
acts,’ which categorize how utterances affect018
mental states. This approach enables us to mea-019
sure intention detection capability by focusing020
on crucial intentions and to conduct compre-021
hensible analysis according to intention types.022

1 Introduction023

Identifying the speaker’s intention is crucial for024

maintaining a smooth conversation. Suppose a sit-025

uation where Alice asks Bob for a donation to a026

specific charity, and Bob responds with an evasive027

answer such as ‘Well, you know....’ In this situa-028

tion, we can assume that Bob is unwilling to donate,029

but since refusing the donation is psychologically030

burdensome, he wants Alice to sense his hesitation.031

The speaker’s intentions can be conveyed without032

saying them out loud, and they also vary depending033

on the context of the conversation. We engage in034

conversations while estimating the speaker’s inten-035

tions unconsciously, and this ability is essential for036

facilitating natural communication.037

In recent years, there has been remarkable038

progress in developing LLMs such as ChatGPT1 or039

1https://chat.openai.com

GPT-4 (OpenAI, 2023). By leveraging the capabil- 040

ity to engage in human-like communication using 041

natural language, research and development of di- 042

alogue systems incorporating LLMs are actively 043

going on (Ham et al., 2020; Hudecek and Dusek, 044

2023). Considering LLMs are already applied 045

in various real-world scenarios, we hypothesize 046

that they can detect speakers’ intentions well dur- 047

ing conversations. There are some datasets, such 048

as GLUE (Wang et al., 2021), to assess whether 049

LLMs understand natural language like humans. 050

Although LLMs perform well in most existing NLP 051

tasks and are known to have high linguistic knowl- 052

edge, few works focus on exploring their ability to 053

detect speakers’ intentions in conversations. 054

This study creates a dataset to measure LLMs’ 055

intention detection capability in persuasive conver- 056

sations. This dataset consists of multiple-choice 057

questions that ask LLMs to identify the speakers’ 058

intentions in conversations. Unlike prior studies 059

focused on single-turn utterances, detecting inten- 060

tions within a conversation requires considering the 061

context of previous utterances. Moreover, in per- 062

suasive conversations, making requests or replies 063

that are inconvenient for others or even hurt others’ 064

feelings is inevitable. Therefore, speakers should 065

consider others’ feelings or perspectives more care- 066

fully through their utterances than in daily conver- 067

sation. These features are suitable for measuring in- 068

tention detection capability in multi-turn dialogues. 069

In the dataset creation, we employ the concept 070

of face (Goffman, 1967), a desire related to human 071

relationships in social life. By focusing on specific 072

utterances that influence face, we can measure the 073

ability to detect the intentions of crucial speech 074

that affect the interlocutor’s emotions. Moreover, 075

grouping similar types of intentions by applying 076

face enhances the clarity of analysis, leading to 077

improved insights. After creating the dataset, we 078

verified whether LLMs can detect intentions from 079

utterances. We analyzed several LLMs’ intention 080
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detection capabilities and identified the types of in-081

tentions that are particularly challenging for them.082

This research makes the following two contribu-083

tions. First, we constructed a dataset for measuring084

intention detection capability from persuasion dia-085

logues. This dataset follows the format of compre-086

hension problems from previous studies. Second,087

we evaluated how well state-of-the-art LLMs such088

as GPT-4 and ChatGPT detect the intention of ut-089

terances in dialogues. We provide insights into090

mistakes made by LLMs and intentions that are091

challenging to comprehend.092

2 Background093

This section first explains face and face acts and094

the existing dialogue data utilized in our research.095

After that, we discuss previous studies on dialogue096

comprehension and intention detection.097

2.1 Face and Face Act098

Face is our primary need related to human rela-099

tionships with others in social life. This concept100

was introduced by Goffman (1967). Brown and101

Levinson established politeness theory by applying102

the concept of face, and systematized the verbal be-103

haviors that influence faces as politeness strategies104

(Brown et al., 1987).105

In Brown and Levinson’s politeness theory, face106

can be divided into two categories: positive face107

and negative face. A positive face is a desire to be108

recognized, admired, and liked by others. On the109

other hand, a negative face is a desire not to let oth-110

ers invade one’s freedom or domain. In our daily111

conversation, utterances can affect face in various112

ways. For instance, requesting someone for some-113

thing deprives the other person of time; in other114

words, the request threatens the other’s negative115

face. Those speech acts that affect either oneself116

or others’ faces are called Face acts, and those that117

attack faces are specifically called Face Threaten-118

ing Act (FTA). On the other hand, Face Saving Act119

(FSA) is a speech act that saves faces, such as sav-120

ing the other person’s positive face by praising the121

other or saving the other’s negative face by alleviat-122

ing the burden caused by the request. According to123

the politeness theory, people tend to avoid attacking124

faces as much as possible to manage relationships.125

Also, even when they must attack faces, they will126

do it in a way that reduces the risk of attacking127

faces by employing politeness strategies such as128

implying their needs or apologizing for what they129

have requested. 130

Dutt et al. (2020) incorporates the concept of 131

face acts for analyzing dialogues in persuasive sit- 132

uations, where maintaining good relationships is 133

particularly important. They identified face acts 134

as factors influencing the success of persuasion. 135

They developed a machine learning model to track 136

the conversation’s dynamics, employing face acts 137

and conversation histories. They divided face acts 138

into eight categories based on the following three 139

criteria. 140

• whether it is directed toward the speaker or 141

the hearer (s/h) 142

• whether it is directed toward a positive or neg- 143

ative face (pos/neg) 144

• whether the face is saved or attacked (+/-) 145

Suppose a persuasive situation where there are 146

two people. The one who makes the other mind 147

change is called persuader (ER), and the other is 148

called persuadee (EE). When ER requests EE to do 149

something, the utterance is a face act categorized as 150

hneg-. That is because the speaker is taking away 151

the hearer’s freedom. On the other hand, when ER 152

shows the validity of their argument, the utterance 153

has face act categorized as spos+, as the speaker is 154

defending their positive face. 155

2.2 Dataset Annotated with Face Act 156

The representative English dialogue dataset anno- 157

tated with face acts is created by Dutt et al. (2020). 158

This study annotated face acts in persuasion dia- 159

logues about the donation to a charity named Save 160

the Children (STC)2. In the whole conversation, 161

there are two people called persuader (ER) and 162

persuadee (EE), and ER persuades EE to donate 163

to STC. Table 1 is a part of a conversation in the 164

dataset. Utterances categorized as other are greet- 165

ings, fillers, and utterances unrelated to the main 166

topic of the conversation. 167

The dialogue was initially collected in Wang 168

et al. (2019). Only one face act is attached to each 169

utterance in Dutt et al. (2020). Although it might 170

be possible that one utterance has two or more face 171

acts, the previous study reported that those utter- 172

ances comprise only 2% of the dataset. Therefore, 173

they randomly selected only one face act out of 174

possible face acts, and regarded it as a gold label. 175

2https://www.savethechildren.org
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Table 1: An example of a part of an annotated conversa-
tion with face act labels from Dutt et al. (2020). In this
two people’s conversations, persuader (ER) persuades
persuadee (EE) to donate to a charitable organization.

Speaker Utterance Face act
ER Would you be interested today in

making a donation to a charity?
hneg-

EE Which charity would that be? other
ER The charity we’re taking donations

for is save the children!
other

EE I’ve seen a lot of commercials
about them, but never did a lot of
research about them.

hpos+

ER They are actually really great. spos+

2.3 Intention Detection176

There has been much research on intention detec-177

tion in specifically task-oriented dialogue systems,178

as they need to understand what users want to179

achieve through their utterances or judge whether180

the utterance falls into the domain they can han-181

dle (Gupta et al., 2019; Larson et al., 2019). The182

typical format of intention detection tasks is clas-183

sifying an utterance to an intention label from a184

predefined label set (Liu and Lane, 2016; Mehri185

et al., 2022). Some datasets focus on the specific ap-186

plication domain like travel (Hemphill et al., 1990)187

or banking (Casanueva et al., 2020), while others188

could include multiple domains (Larson and Leach,189

2022). One of the representative datasets is SNIPS190

(Coucke et al., 2018), and LLMs such as GPT-2 are191

reported to achieve comparably high performance192

in intention detection tasks (Winata et al., 2021).193

The prediction models in those studies often do194

not incorporate conversational context and predict195

intention from the utterance itself.196

On the contrary, a few studies address intention197

detection with contextual information. Cui et al.198

(2020) created a dataset to analyze the dialogue199

understanding abilities of machine learning models200

from multiple perspectives, including intention pre-201

diction. They adopt the next utterance prediction202

task, and machine learning models need to grasp203

the conversational context to select one logically204

coherent option suitable for the following utterance.205

Their dataset can evaluate dialogue understanding206

ability according to various perspectives. However,207

the means for detailed analysis of each reasoning208

ability is unexplored, let alone for intention detec-209

tion. Dutt et al. (2020) created an intention de-210

tection model that can incorporate conversational211

context when predicting the intention of utterances212

in persuasive conversation. They employed face213

Figure 1: A dataset instance we create comprises con-
versation history and four candidate descriptions of in-
tentions for the last utterance.

acts as the intention label and trained a machine 214

learning model to predict face acts from specific ut- 215

terances, evaluating the model’s intention detection 216

capability. They did not employ LLMs, and how 217

well LLMs can detect the intention of utterances 218

from multi-turn persuasive dialogue is yet to be 219

revealed. 220

3 Data 221

As mentioned in the previous section, prior studies 222

on intention detection mostly did not apply multi- 223

turn dialogue data. A possible approach to evaluate 224

intention detection capability is utilizing the persua- 225

sive dialogue dataset created in Dutt et al. (2020) 226

and directly predicting face acts from utterances. 227

However, considering that face acts are abstract 228

intentions and are not well-known concepts, they 229

are non-intuitive for humans to handle. Also, they 230

are likely not sufficiently acquired by LLMs in in- 231

context learning, as face acts should be infrequent 232

in the text data for pretraining. Thus, modifying 233

the task into an applicable format in zero-shot or 234

few-shot scenarios is necessary to evaluate LLMs’ 235

intention detection capability instead of just em- 236

ploying face act prediction tasks straightforwardly. 237

We modify persuasive dialogue data3 in Dutt 238

et al. (2020) and create a dataset for evaluating 239

intention detection capability. Instead of directly 240

predicting face acts, we transform face acts into 241

intention descriptions written in natural language 242

to make the task comprehensible. Each entry in 243

our dataset is represented in Figure 1. The input 244

of this task consists of conversational history and 245

four intention descriptions for the last utterance 246

in the conversation. The output is one descrip- 247

tion out of four options. This format is a reading 248

comprehension style inspired by several previous 249

dialogue reasoning studies (Cui et al., 2020; Huang 250

3This data is licensed under the MIT license.
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et al., 2019) and frequently employed for evaluat-251

ing LLMs’ reasoning ability. This study aims to252

create evaluation data for measuring the intention253

detection capability. Therefore, we partitioned the254

dataset into training, development, and test data in255

an 8:1:1 ratio and only utilized the test subset.256

In this section, we describe how we developed257

the evaluation dataset. First, we outline how we de-258

fined intention descriptions that will be annotated259

into utterances. Then, we detail how we annotated260

descriptions for each utterance through crowdsourc-261

ing. Lastly, we clarify how we selected three dis-262

tractors to create four options.263

3.1 Preparation of Intention Description264

Dutt et al. (2020) presented several intention de-265

scriptions found in persuasive situations with corre-266

sponding face acts. We adapted and expanded upon267

these descriptions, which were then annotated to268

correspond with specific utterances. Specifically,269

we devised new descriptions to encompass all utter-270

ances in the development data and refined broader271

intention descriptions into more specific versions.272

We curated 42 utterances listed in Table 2.273

3.2 Intention Annotation274

We sample 30 dialogues for test data from the per-275

suasion dialogue dataset and annotate intention de-276

scriptions to utterances. Those utterances are anno-277

tated face act labels by Dutt et al. (2020), as they278

can affect the interlocutor’s emotion more than ut-279

terances that are not regarded as face act. We hired280

crowdworkers residing in the US to carry out the281

description annotation process through Amazon282

Mechanical Turk (AMT). We ensured fair compen-283

sation, offering all participating workers an average284

hourly wage of $12. We conduct three rounds of285

pilot tests to refine instructions and select annota-286

tors who provide high-quality annotation. Final-287

ized instructions for the annotation process can be288

found in Appendix A. During annotation, workers289

carefully read through entire conversations and as-290

sign intention descriptions to specific utterances291

from a set of candidate descriptions. Workers are292

presented with descriptions categorized under the293

same face act as the utterance. For example, if294

workers annotate a description of the EE’s utter-295

ance whose face act is categorized as ‘hpos-,’ they296

annotate either ‘EE doubts or criticizes STC or ER.’297

or ‘EE either knows nothing about STC or is not298

interested in STC.’ as the intention of the utterance.299

For each instance, three workers conducted annota-300

tions, resulting in three descriptions annotated for 301

each utterance. We took a majority vote for three 302

descriptions and annotated gold labels if more than 303

one worker annotated the same intention descrip- 304

tion. We let workers annotate 691 utterances in to- 305

tal, and among them, 620 utterances had agreement 306

from at least two out of three individuals’ opinions. 307

In the following process, we create a problem of 308

intention classification for these 620 utterances. To 309

assess the level of agreement among annotators, 310

we calculated Krippendorff’s alpha (Krippendorff, 311

2011). It results in a value of 0.406 and indicates a 312

moderate level of agreement. See Appendix B for 313

more details about the annotator agreement. 314

3.3 Question Creation 315

After obtaining 620 utterances annotated with in- 316

tention descriptions, we concatenated consecutive 317

utterances annotated with the same descriptions. 318

There are some utterances where the intentions be- 319

come apparent only after hearing the subsequent 320

utterances. Therefore, this process is essential to 321

prevent creating questions that need to predict in- 322

tentions from incomplete utterances. See Appendix 323

C for more details on the utterance concatenation 324

process. As a result, we obtained 549 utterances 325

annotated with intention descriptions. We create 326

multi-choice questions from those utterances. We 327

randomly selected three distractors from the pre- 328

defined description pool for each utterance. Refer 329

to Appendix D for rules for the distractor selection 330

process. Table 3 shows the data statistics. 331

4 Experiment 332

We evaluate how well LLMs detect intentions 333

from utterances in persuasive dialogues. We em- 334

ployed various sizes of LLMs to observe how the 335

model size affects the intention detection capability. 336

Among LLMs released by OpenAI, we employed 337

GPT-4 and ChatGPT. Other smaller models are 338

Llama 2-Chat (Touvron et al., 2023) from Meta 339

and Vicuna (Zheng et al., 2023) from LMSYS. 340

The provided prompts to LLMs include infor- 341

mation for detecting intentions of the utterance: 342

conversational situation and task explanation, con- 343

versational script, and a four-optional question. We 344

designed the prompt according to the zero-shot 345

Chain-of-Thought style (Kojima et al., 2022), di- 346

viding the answering process between the reason 347

explanation and option selection phases. See Ap- 348

pendix F for details of the prompt we created. In the 349
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Table 2: All 42 descriptions we defined.

Face Act Persuader (ER) Persuadee (EE)
spos+ ER praises or promotes the good deeds of STC. EE presents their knowledge about charities to ER.

ER states that STC is a reputable and trustworthy organization. EE insists that they are proud of themselves.
ER states that STC provides information on donations or other
related matters, implying that STC engages in beneficial activi-
ties for society.

EE claims that they have donated to charities other
than STC or participated in their activities.

ER shows their involvement for STC, such that they are going to
donate to STC or have done so in the past.

EE expresses their preference for charities or the
targets they want to help.

ER expresses their preference for charities or the targets they
want to help.

EE claims that they want to do something good, such
as helping children.

ER claims that they want to do something good, such as helping
children.
ER claims that they have donated to charities other than STC or
participated in their activities.
ER insists that they are proud of themselves.

spos- EE apologizes for not making a donation or for mak-
ing only a small one.

hpos+ ER appreciates or praises EE’s generosity. EE shows willingness to donate or to discuss the
charity.

ER empathizes or agrees with EE. EE empathizes or agrees with ER.
ER encourages EE to do good deeds, other than donating to STC. EE acknowledges the efforts of STC.
ER is interested in the organization mentioned by EE and plans
to research it later.

EE states that they know about STC by name, but
they are not so familiar with the organization.

ER compliments EE for their virtues, efforts, likes or desires. EE appreciates or praises ER’s generosity.
ER motivates EE to donate to STC, such as by explaining the
essential role their donation plays in helping children or high-
lighting the suffering children endure due to war, poverty, and
other hardships.

EE is planning to browse the website recommended
by ER.

hpos- ER criticizes EE. EE doubts or criticizes STC or ER.
EE either knows nothing about STC or is not inter-
ested in STC.

sneg+ EE is either hesitant or unwilling to donate to STC.
EE refuses to donate to STC or increase the donation
amount without even giving a reason.
EE cites reason for not donating at all or not donating
more.

hneg+ ER makes donating easy and simple, reducing any inconvenience
for EE.
ER apologizes for inconvenience or intrusion.
ER tries to minimize the financial burden on EE.

hneg- ER asks EE for donation. EE asks ER for donation.
ER asks EE to donate more. EE asks ER questions about STC.
ER asks EE for their time or permission to discuss charities. ER asks or confirms the amount that EE is donating

to STC.
EE asks ER how ER themselves are involved in STC.

Table 3: Data Statictics.

# Questions 549
# Dialogues 30
# Avg. questions per dialogue 18.3
# Avg. turns per dialogue 30.8
# Avg. words per utterance 11.99
# Avg. Words per description 10.61

reason explanation phase, LLMs explain whether350

the intention is explicitly stated or implied and what351

the interpreted intention is. In the option selection352

phase, LLMs judge which option is the best accord-353

ing to the output in the reason explanation phase.354

Models can see whole utterances before the objec-355

tive utterance. Due to memory constraints, we limit 356

the history length to the past ten utterances when 357

using Llama 2-Chat and Vicuna. 358

To benchmark human performance, we hire 359

workers from AMT to solve the task. They have al- 360

ready taken a pilot test, as we mentioned in Section 361

3.2, and have proven to be able to provide high- 362

quality annotation. They do not join in the annota- 363

tion process for the test data and we guarantee that 364

they do not know the gold intention description for 365

each utterance. Workers read through the presented 366

conversation and select the intention description 367

of the last utterance from four options. The final 368

answer is determined by a majority vote among 369

the three workers’ choices. If the three workers 370
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Table 4: Each model’s performance of the intention detection task. Each cell represents the accuracy of ER’s
utterance, the accuracy of EE’s utterance, and the accuracy of Both ER & EE’s utterances. For human results, we
collected responses from three workers and determined the chosen intention by majority vote. The bottom row
represents the number of utterances in the test data according to speakers and face acts. We took the micro average
and showed it in the rightmost column. See Appendix E for details about model versions and decode settings.

spos+ spos- hpos+ hpos- sneg+ hneg+ hneg- Total
Human - .96/.79/.91 -/1.0/1.0 .94/.93/.94 .86/.81/.82 -/1.0/1.0 1.0/-/1.0 .98/.93/.96 .96/.90/.93
Vicuna-v1.5 7B .48/.32/.43 -/0.0/0.0 .59/.61/.60 0.0/.19/.15 -/.78/.78 .53/-/.53 .64/.53/.59 .55/.53/.54
Llama 2-Chat 7B .48/.42/.47 -/.50/.50 .53/.62/.58 .14/.42/.36 -/.78/.78 .29/-/.29 .54/.28/.44 .50/.53/.51
Vicuna-v1.5 13B .66/.40/.58 -/.50/.50 .64/.72/.68 .29/.23/.24 -/.82/.82 .59/-/.59 .66/.56/.61 .64/.61/.63
Llama 2-Chat 13B .53/.45/.50 -/.50/.50 .72/.74/.73 .14/.46/.39 -/.82/.82 .71/-/.71 .64/.37/.52 .63/.62/.63
Llama 2-Chat 70B .66/.45/.60 -/1.0/1.0 .89/.81/.85 .29/.46/.42 -/.85/.85 .65/-/.65 .81/.63/.73 .78/.70/.74
ChatGPT 175B .94/.63/.85 -/1.0/1.0 .85/.89/.87 .57/.73/.70 -/1.0/1.0 .82/-/.82 .87/.84/.85 .87/.84/.86
GPT-4 - .93/.74/.87 -/1.0/1.0 .94/.96/.95 .14/.62/.52 -/1.0/1.0 .94/-/.94 .94/.95/.95 .92/.90/.91
# Utterances 89/38/127 0/2/2 126/121/247 7/26/33 0/27/27 17/0/17 53/43/96 292/257/549

choose different options, the problem is marked as371

incorrect regardless of their responses.372

Table 4 shows how well the models identified373

intentions. The smallest model achieved an accu-374

racy exceeding 50%, while GPT-4 surpassed 90%,375

demonstrating their capacity to solve questions in376

this dataset. As model size increased, accuracy377

rates consistently improved. However, LLMs are378

struggled with detecting intentions whose face act379

are categorized as ‘hpos-.’ Notably, when detecting380

the intention of ER’s utterances labeled as hpos-,381

GPT-4 can correctly detect the intention in only 1382

out of 7 questions. This suggests underlying issues383

that will be further addressed. This section first384

observes the behaviors where smaller LLMs strug-385

gle during inference. Subsequently, we analyze386

utterances where LLMs, especially GPT-4, exhibit387

difficulties detecting intentions.388

4.1 Behavior of Smaller LLMs389

While GPT-4 answered more than 90% of ques-390

tions correctly in our dataset, smaller models en-391

countered difficulties in inference. This section392

compares ChatGPT and Llama 2-Chat-70B to GPT-393

4, both smaller than GPT-4 yet could answer more394

questions correctly than other smaller LLMs. We395

divided problem types in which smaller models396

struggled into intention-related and non-intention-397

related problems. The intention-related problems398

are where a flawed interpretation of intention leads399

to the selection of incorrect answers. On the other400

hand, the non-intention-related problems outline401

errors unrelated to intention detection, such as pre-402

dicting the intention of different utterances other403

than the objective one or encountering logical in-404

consistencies in outputting answers.405

4.1.1 Intention-related Problems 406

Both ChatGPT and Llama 2-Chat-70B struggle 407

with problems that they carry out logically flaw- 408

less inference, but the thought process is unusual. 409

While GPT-4 guesses intentions within reasonable 410

bounds, those smaller models occasionally overin- 411

terpretate intentions. For instance, in the example 412

illustrated in Figure 2, GPT-4 interpreted that EE 413

just mentions their donation habits, which aligns 414

with humans’ judgment. On the other hand, both 415

ChatGPT and Llama 2-Chat-70B expanded the in- 416

terpretation by inferring, ‘Since EE has already 417

donated to the church, there is no intention to do- 418

nate to STC.’ Considering EE has smoothly agreed 419

to donate to STC in this conversation, the choices 420

made by GPT-4 and the humans seem more appro- 421

priate, and no ulterior motives can be inferred. 422

4.1.2 Non-intention-related Problems 423

Llama 2-Chat-70B, besides overinterpreting inten- 424

tions, faces issues like generation loops and pre- 425

dicting intentions of utterances different from the 426

objective one. Smaller models also exhibit these 427

behaviors. The cause of these issues could be the 428

use of complex and lengthy prompts that were chal- 429

lenging for the smaller model to comprehend, re- 430

sulting in a lack of understanding of the instructions 431

in the prompt. Furthermore, smaller models suf- 432

fered from a critical issue of logical inconsistencies 433

within their responses. This problem might stem 434

from their inferior capability in logically deriving 435

answers in line with the instructions provided in 436

the prompt, compared to larger-scale models. 437

Figure 3 provides an example of common errors 438

observed in the output of Llama 2-Chat-70B. The 439

model often chooses the last option as the correct 440

answer without proper consideration after dismiss- 441
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Figure 2: An example of intention-related problems. GPT-4 reasonably infers intentions, while ChatGPT and Llama
2-Chat-70B overread EE’s intention.

Figure 3: Examples of non-intention-related problems. Llama 2-Chat-70B simply dismissed all options among A to
C and select the option D as a correct answer.

ing the first three options. While option D consti-442

tutes 25.7% of the correct answers overall, Llama443

2-Chat-70B chooses it 31.9% of the time, indicat-444

ing an unusually high frequency of selecting the445

last option. Problems like struggling to pick the446

most plausible option after examining all choices447

or having inconsistencies in reasoning during infer-448

ence degrade the performance of smaller models.449

4.2 About hpos-450

LLMs are especially weak against interpreting ut-451

terances whose face acts are categorized as hpos-.452

Those utterances are in which ER condemns EE’s453

hesitation to donate, or EE expresses doubts about454

ER’s credibility. GPT-4 made mistakes in inferring455

the intentions behind EE’s utterance mostly due456

to flawed questions we mention in the limitation457

section; hence, we primarily examine how GPT-4458

interprets utterances in which ER criticizes EE.459

4.2.1 Patterns in Our Dataset460

Table 5 shows two prominent patterns in how ER461

criticizes EE. The first pattern is that ER questions462

EE’s spending habits, suggesting redirecting waste-463

ful spending towards STC. The second pattern is464

that ER mentions people who are experiencing fi-465

nancial hardship compared to EE and appeals to466

Table 5: Examples of ER’s critical utterances appeared
in our datasets. There are two patterns in how ER criti-
cizes EE. Firstly, ER questions EE about how they spend
money. Secondly, ER mentions impoverished people
and guilt-tripping EE’s inaction.

Type Utterance
Questioning
EE’s spend-
ing habits

(1) Think about how you were probably going
to just waste the measly reward amount you
were being offered for this HIT on junk food
or coffee and think about what amazing things
Save the Children would be able to do with
that money.
(2) How much money do you waste on candy
or cookies every year?

Blaming
EE’s inac-
tion

(1) Why do you think that? There are children
dying in Syria who can benefit from the dona-
tion.
(2) By not donating this tiny amount you’re
directly allowing children to sufer.

guilt by implying that the inaction of EE causes suf- 467

fering for the impoverished. GPT-4 discerned that 468

most of those utterances were not primarily critical 469

but had other intentions, as outlined in Table 6. 470

4.2.2 Artificially Created Dataset 471

To examine to what extent utterances with the two 472

characteristics mentioned in the preceding section 473

are perceived as critical, we artificially create sce- 474

narios with those utterances. As in Appendix H, 475
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Table 6: List of intention descriptions chosen by GPT-4
instead of inferring ‘ER criticizes EE.’ among the six
errors made by GPT-4. ‘No suitable option among the
choices’ refers to outputs where GPT-4 considered all
options but found no suitable choice.

Intention description #
(1) No suitable option among the choices 2
(2) ER expresses their preference for charities or the
targets they want to help.

2

(3) ER motivates EE to donate to STC, such as by
explaining the essential role their donation plays in
helping children or highlighting the suffering chil-
dren endure due to war, poverty, and other hardships.

1

(4) ER asks or confirms the amount that EE is donat-
ing to STC.

1

Table 7: Differences of Intention interpretation between
Human and GPT-4. ‘H’ and ‘G’ represents humans and
GPT-4, respectively. These characters are combined
with verbs corresponding to the selected descriptions.
H-ask means humans choose the description ‘ER asks or
confirms the amount that EE is donating to STC.’ Other
descriptions are ‘ER motivates EE to donate to STC,
such as by explaining the essential role their donation
plays in helping children or highlighting the suffering
children endure due to war, poverty, and other hard-
ships.’ (motivate), and ‘ER criticizes EE.’ (criticize).

H-ask H-motivate H-criticize
G-ask 0 1 0
G-motivate 1 84 1
G-criticize 0 0 3

we devised a prompt to generate persuasive con-476

versations where EE hesitates to donate, ER criti-477

cizes EE’s spending habits, or ER points out EE’s478

carelessness for those who are unprivileged. We479

generated 20 persuasive dialogues using GPT-4 and480

extracted 90 utterances that can be regarded as pos-481

sessing the critical characteristics stated above. We482

let GPT-4 and humans judge whether they are criti-483

cal and assess the level of agreement in judgments.484

We hired three workers through AMT, and they485

annotated intention descriptions in the utterances486

we extracted. Besides ‘ER criticizes EE,’ the can-487

didate intention descriptions consist of three de-488

scriptions in Table 6, which are descriptions GPT-4489

have mistakenly selected as correct answers. As490

a result, out of the 90 utterances, humans judged491

the intentions of 85 utterances as ‘ER motivating492

EE for donation,’ 4 as ‘ER criticizing EE,’ and 1 as493

‘ER confirming the donation amount from EE.’ It494

appears that most utterances generated by GPT-4495

are not critical but just motivating EE. The same496

utterances were presented to GPT-4, and out of497

the 90 utterances, GPT-4 chose the same intention498

Table 8: Examples of ER’s utterances appeared in the
dialogue generated by GPT-4. The prior two utterances
are regarded as critical by humans. On the other hand,
the latter two utterances are regarded as not critical.

Type Utterance
Critical (1) Honestly, it seems like your coffee is more

important than a child’s life. Isn’t that right?
(2) Struggles, really? How many meals did
you skip today? Did you go to bed on an
empty stomach?

Non-critical (1) Do you feel that it’s better to spend the
$2 reward from this task on coffee or snacks
rather than helping a child in need?
(2) Consider how privileged we are compared
to those children. Isn’t it our responsiblity
to ensure they don’t starve or suffer from the
lack of healthcare?

descriptions as humans for 87 utterances. Table 7 499

summarizes the results from humans and GPT-4. 500

As in Table 8, utterances identified as ‘ER criti- 501

cizes EE.’ by human judgment are rather apparently 502

and sarcastic. Even if the content was similar, ut- 503

terances where ER vilified EE for not offering a 504

hand were perceived as critical remarks. The tac- 505

tic of emotional appeal tends to be recognized as 506

a rhetorical strategy to boost donation motivation. 507

However, when an anomaly happens, such as an 508

ironical remark appearing in utterances, humans 509

tend to notice and attempt to discern implicit inten- 510

tions. In this regard, GPT-4 also tended to interpret 511

similarly to humans. The extent to which guilt- 512

tripping motivates donation versus being perceived 513

as discomforting by the audience would be a po- 514

tential area where differences in judgment between 515

humans and LLMs should be identified. 516

5 Conclusion 517

This study investigates whether LLMs can detect 518

intentions in multi-turn persuasive dialogues. We 519

utilized existing persuasive dialogue, and designed 520

a framework for building datasets and conducting 521

detailed analyses to evaluate LLMs’ intention de- 522

tection capabilities in conversation. Although this 523

research is confined to the narrow conversational 524

situation, we did not employ unique methods that 525

relied on the specific situation. Therefore, the in- 526

sights gained from this study are likely applicable 527

to various dialogues, and we can conduct simi- 528

lar analyses in different dialogue genres. In this 529

study, we solely created a dataset for evaluation 530

purposes. The availability of training data for fine- 531

tuning pre-trained language models is essential, 532

and that would be our future study. 533
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Limitations534

While creating this dataset, we encountered sev-535

eral limitations in using this method for detecting536

intentions.537

The first problem is that we cannot eliminate538

questions with inappropriate labeling. Due to539

choosing from a roughly categorized and prede-540

termined label set, some questions have no appro-541

priate choice but to select an intention description542

that does not fit the utterance. Moreover, there are543

some utterances whose annotated face acts seem544

inappropriate, which might be the cause of wrongly545

annotated intention descriptions.546

The second problem is that it is inevitable to have547

questions with multiple correct answers. It seemed548

challenging to avoid situations where intentions549

could be interpreted in multiple ways, as there is a550

situation where an utterance that sounds like criti-551

cizing the listener could be interpreted as intending552

to boost motivation for donations. There are not a553

few cases where models provide reasonable infer-554

ence but select incorrect answers, as there must be555

only one intention description. Selecting the cor-556

rect intention description from presented options557

might not be suitable for measuring intention de-558

tection capability. Therefore, exploring alternative559

methods for evaluating LLMs’ intention detection560

capability is necessary.561

The third problem is that this dataset’s distribu-562

tion of face acts is relatively sparse. We cannot563

fully measure LLMs’ ability to comprehend inten-564

tions that appear less frequently.565

Also, we conducted an additional experiment566

to find out what difference exists between LLM567

and humans in identifying critical intention. We568

employed the conversational data which was gener-569

ated by GPT-4. The generated text reflects the bias570

in GPT-4; the bias also affects the experimental571

result. Therefore, the validity of the findings in this572

paper can be affected by the artificial nature of the573

conversational dataset.574

Ethical Considerations575

This study aims to evaluate the intention detection576

capability of LLMs, and we do not anticipate that577

the insights gained from this study will be imme-578

diately applied to uses with severe ethical impacts.579

As research on LLMs’ intention detection capabil-580

ity progresses and if it is revealed that there are581

LLMs capable of accurately detecting intentions,582

they are expected to become prominent as conve-583

nient interactive agents and be utilized in a broader 584

range of fields. However, if those LLMs are uti- 585

lized as the foundation of dialogue systems, they 586

may be able to alter human intentions. In such a 587

scenario, there is a risk of exploiting LLMs to de- 588

ceive humans, such as malicious actors utilizing 589

them for fraud, which leads to potential harm to in- 590

dividuals. Furthermore, if LLMs acquire the ability 591

to skillfully spread misinformation, particularly on 592

social media platforms, it could lead to widespread 593

confusion among many individuals. 594

In addition, this study utilizes LLMs such as 595

ChatGPT and GPT-4. Therefore, the results we ob- 596

tained may be affected by LLMs’ inherent aggres- 597

sive knowledge, expressions, and various biases. 598
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Appendix753

A Supplementary Materials for754

Annotation755

Figure 4, 5, and 6 are the instructions provided756

to annotators. The workers annotated intention757

descriptions for utterances following these instruc-758

tions. Figure 7 is the interface provided to anno-759

tators. We implemented this interface on Ama-760

zon Mechanical Turk. The data collection pro-761

tocol is not subject to ethical approval from the762

department’s ethics review board and has been de-763

termined to be exempt from ethical review.764

B Krippendorf’s Alpha of Each Face Acts765

Table 9 is Krippendorf’s alpha of each face acts.766

We averaged them and obtained Krippendorf’s al-767

pha as 0.406.768

C Utterance Concatenation Process769

There are some utterances where the intentions be-770

come apparent only after hearing the subsequent771

utterances. For instance, the face act of the ut-772

terance ‘In the first two months of 2018, around773

1,000 children were killed or injured due to vio-774

lence there.’ is labeled as spos+ in the previous775

study. However, among the intention descriptions776

corresponding to spos+ in the description table, no777

description seems appropriate to describe the in-778

tention of this utterance. In order to interpret the779

intention of this utterance, it is necessary to capture780

the context that ER is promoting STC’s activities781

from the subsequent utterance, ‘Save the Children782

works to provide relief in countries like that.’ As783

just described, this process of utterance concatena-784

tion is essential to prevent creating questions that785

need to predict intentions from incomplete utter-786

ances.787

When connecting two utterances, if there is a788

period at the end of the first utterance, we insert a789

space before connecting the second utterance. If790

there is no period at the end of the first utterance,791

we add a period and a space, then connect the sec-792

ond utterance.793

D Rules of Selecting Distractors 794

In our study, we annotated intention descriptions 795

based on face acts annotated to utterances in the 796

previous study. For instance, utterances whose face 797

acts are classified as spos+ are annotated inten- 798

tion descriptions within utterances corresponding 799

to spos+ as depicted in Table 2. 800

However, there are utterances where intentions 801

can be interpreted in multiple ways, leading to 802

cases where multiple intention descriptions belong- 803

ing to different face acts might be suitable. For 804

instance, consider when ER asks, ‘Do you know 805

Save the Children?’ and EE responds, ‘No, what 806

is it?’ In this scenario, EE’s intention in the ut- 807

terance could be interpreted as either ‘EE either 808

knows nothing about STC or is not interested in 809

STC,’ classified as hpos-, or ‘EE asks ER questions 810

about STC,’ classified as hneg-. The determina- 811

tion of which description is correct relies on the 812

face acts annotated in prior research. However, as 813

the selection of a distractor is performed randomly, 814

there exists a risk that the alternative intention, not 815

chosen as the correct intention, might appear as a 816

distractor. 817

We identified such cases from the development 818

data. We established rules for specific types of ut- 819

terances to avoid adopting descriptions that might 820

be interpreted as the correct intention as distractors. 821

Our study defined five groups of intention descrip- 822

tions as Table 10, ensuring that descriptions falling 823

within the same group are not simultaneously in- 824

cluded as choices. 825

For instance, suppose the intention description 826

of a certain utterance is ‘EE asks ER for donation.’, 827

and we create a multiple-choice question based on 828

that utterance. Firstly, since the face act of ‘EE 829

asks ER for donation.’ is hneg-, the distractors 830

must be intention descriptions whose face acts are 831

other than hneg-. Also, the subject of the intention 832

description must be the same as that of utterance. 833

Moreover, ‘EE asks ER for donation.’ falls under 834

Type 4 in Table 10. Therefore, when selecting three 835

distractors, we randomly select three descriptions 836

that meet three constraints: where EE is the sub- 837

ject, not belonging to hneg-, and different from 838

‘EE shows willingness to donate or to discuss the 839

charity.’ 840

E Model and Decode Settings 841

Among LLMs released by OpenAI, we employed 842

ChatGPT (gpt-3.5-turbo-0613) and GPT-4 (gpt-4- 843
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Table 9: Krippendorf’s alpha of each face acts. The field filled with a hyphen indicates one of the following
situations: there are no ER’s or EE’s utterances classified in the face act in the test data, or there is only one possible
description among the options.

spos+ spos- hpos+ hpos- sneg+ hneg+ hneg-
ER 0.322 - 0.517 - - 0.365 0.570
EE 0.323 - 0.447 0.498 0.259 - 0.354

0613). Both are decoder-based LLMs, and the num-844

ber of parameters of ChatGPT is 175 billion. Al-845

though it is empirically shown that the performance846

of GPT-4 surpassed ChatGPT, much of the infor-847

mation, even the number of parameters of GPT-4,848

has not yet been disclosed. When we employ the849

models and let them infer, we adopt the OpenAI850

API4. We checked OpenAI’s usage policies and ex-851

perimented by following them. We can configure852

various parameters related to LLMs via OpenAI853

API, and we utilize default arguments for all param-854

eters except temperature. We set the temperature855

to 0 to eliminate randomness in the output. We856

provide whole utterances before the objective utter-857

ance for ChatGPT and GPT4.858

The other model we employ is Llama 2-Chat5859

(Touvron et al., 2023) from Meta6. Llama 2-860

Chat has three variants according to its parame-861

ters (Llama-2-70b-chat-hf, Llama-2-13b-chat-hf,862

Llama-2-7b-chat-hf). Their sizes range between 7863

billion and 70 billion, which is relatively smaller864

than that of ChatGPT. We also employed Vicuna7865

(Zheng et al., 2023) from LMSYS8. Vicuna has two866

variants according to the parameter size (vicuna-867

13b-v1.5, vicuna-7b-v1.5). We employed these868

models via the huggingface library. Due to diffi-869

culty handling lengthy prompts, we limit the length870

of the dialogue history to the past ten utterances871

when we employ Llama 2-Chat and Vicuna. Addi-872

tionally, we set the number of maximally generated873

tokens to 1024 to prevent issues where the first874

generation looped, resulting in an excessively long875

output. Also, we set the model generation pro-876

cess to be done greedily so that we can eliminate877

randomness in the output. When we experimented878

with Llama 2 and Vicuna, we employed four Nvidia879

A100 GPUs, and each experiment of model evalua-880

tion took less than 6 hours.881

4https://openai.com/api/
5https://huggingface.co/meta-llama
6https://about.meta.com
7https://huggingface.co/lmsys
8https://lmsys.org

F Prompt for Model Evaluation 882

Table 11 shows the prompt for model evaluation. 883

We designed the prompt according to the zero-shot 884

Chain-of-Thought style (Kojima et al., 2022), di- 885

viding the answering process between the reason 886

explanation and option selection phases. 887

To assess the impact of Chain-of-Thought on 888

problem-solving, we experimented with and with- 889

out Chain-of-Thought on the development set. Ta- 890

ble 12 shows the prompt without Chain-of-Thought. 891

We employed GPT-4 (gpt-4-0613) and let it solve 892

all 545 questions in the development set. With the 893

Chain-of-Thought prompting, GPT-4 correctly an- 894

swered 511 questions, compared to 507 questions 895

without it. Although the influence of Chain-of- 896

Thought was slight, we employed a better version 897

of the prompt for the model evaluation. 898

G Additional Experiment of Refined 899

Descriptions and Distractor Selection 900

Intention descriptions presented in Dutt et al. 901

(2020) have issues such as typos. Also, those de- 902

scriptions are not very specific, and there are some 903

overlaps between the two descriptions. Therefore, 904

we correct typos in this study and ensure those 905

descriptions are mutually exclusive. 906

Furthermore, when solving the intention detec- 907

tion task, it is necessary to minimize situations 908

where multiple options in the choices are deemed 909

appropriate. As we discussed in Appendix D, we 910

tried eliminating potentially confusing utterances 911

using rule-based methods to construct appropriate 912

choices when selecting three distractors. 913

We conduct an additional experiment to confirm 914

that the model can perform optimally in the in- 915

tention detection task when these adjustments are 916

applied. We employed development data and ex- 917

perimented with multiple LLMs. The experiment 918

involved two settings: where we annotate intention 919

descriptions from Dutt et al. (2020) to utterances in 920

the development data, and where we annotate the 921

descriptions improved in this study to utterances in 922

the development data. Additionally, we explored 923

12
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Table 10: Rules of selecting distractors. If a particular description is a correct choice, other descriptions within the
same type are not used as distractors.

Type 1: ER’s utterances to encourage donations.
ER motivates EE to donate to STC, such as by explaining the essential role
their donation plays in helping children or highlighting the suffering children
endure due to war, poverty, and other hardships.
ER encourages EE to do good deeds, other than donating to STC.
ER tries to minimize the financial burden on EE.
ER makes donating easy and simple, reducing any inconvenience for EE.
ER states that STC provides information on donations or other related matters,
implying that STC engages in beneficial activities for society.
ER praises or promotes the good deeds of STC.
Type 2: EE’s utterances to decline donations.
EE claims that they want to do something good, such as helping children.
EE doubts or criticizes STC or ER.
EE is either hesitant or unwilling to donate to STC.
EE refuses to donate to STC or increase the donation amount without even
giving a reason.
EE cites reason for not donating at all or not donating more.
EE expresses their preference for charities or the targets they want to help.
EE asks ER questions about STC.
EE asks ER how ER themselves are involved in STC.
Type 3: EE’s utterances to convey a positive impression towards STC.
EE shows willingness to donate or to discuss the charity.
EE expresses their preference for charities or the targets they want to help.
Type 4: EE’s utterances to ask donating STC while also encouraging
contributions to other organizations.
EE asks ER for donation.
EE shows willingness to donate or to discuss the charity.
Type 5: EE’s utterances to convey that EE is unfamiliar with STC.
EE either knows nothing about STC or is not interested in STC.
EE asks ER questions about STC.

two variations regarding setting rules for select-924

ing distractors and not setting rules, resulting in925

four experimental settings. We employed GPT-4,926

ChatGPT, and Llama 2-Chat-70B and compared927

accuracy rates. The decode settings for the models928

were aligned with those shown in Appendix E, and929

the prompts utilized zero-shot Chain-of-Thought,930

consistent with the main content.931

Table 14 shows the experiment results. Using the932

improved descriptions from this study yields higher933

accuracy rates than prior research. Also, we can see934

that creating less confusing distractors improves935

the performance of LLMs, indicating that it may936

be suitable for estimating the ceiling performance937

of LLMs.938

H Prompt for Dialogue Generation 939

Table 15, 16, 17, and 18 are the prompts we em- 940

ployed for persuasive conversation generation. We 941

employed two prompts. However, because the 942

prompt is lengthy, it will be displayed in segments. 943

The first prompt is the combination of Table 15 and 944

16. This prompt is for creating a persuasive conver- 945

sation where ER questions EE’s spending habits. 946

The second prompt is the combination of Table 17 947

and 18. This prompt is for creating a persuasive 948

conversation where ER blames EE’s inaction for 949

letting the unprivileged people suffer. We extracted 950

the strategies for ER and EE from materials pre- 951

sented in the prior research by Dutt et al. (2020) 952

and incorporated them into the prompt. 953
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Figure 4: Instruction for annotating intention descriptions. (1/3)

14



Figure 5: Instruction for annotating intention descriptions. (2/3)
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Figure 6: Instruction for annotating intention descriptions. (3/3)

Figure 7: Annotation interface provided to annotators.
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Table 11: The example of the prompt for model evaluation. We need to extract which of the four options from A to
D was selected from the output text of the option selection phase. To perform this answer cleansing, we pick up the
first capital letter encountered in the text and consider it the model’s response. This process follows Kojima et al.
(2022) that utilized zero-shot Chain-of-Thought prompting to have LLM solve multiple-choice questions.

1st phase: Reason explanation
Two individuals are participating in a crowdsourcing task.
They have been assigned the roles of persuader (ER) and persuadee (EE), and they are
discussing Save the Children (STC), a charitable organization.
STC is an NGO founded in the UK in 1919 to improve children’s lives globally.
ER is attempting to convince EE to make a donation to STC.
Your task is to determine the real intention of the last utterance based on the conversation.

ER: Please donate $1.
EE: Sorry I can’t.

Q: Explain whether the last utterance clearly conveys the speaker’s intention. If the last
utterance clearly conveys the speaker’s intention, what was that? If not, why did the speaker
say it that way, and what intention was implied through the utterance? Based on that premise,
which option among A through D is the most appropriate option that represents the intention
of the last utterance? Answer Choices: (A) EE insists that they are proud of themselves. (B)
EE either knows nothing about STC or is not interested in STC. (C) EE acknowledges the
efforts of STC. (D) EE apologizes for not donating.
A: Let’s think step by step.
2nd phase: Option selection
Two individuals are participating in a crowdsourcing task.
They have been assigned the roles of persuader (ER) and persuadee (EE), and they are
discussing Save the Children (STC), a charitable organization.
STC is an NGO founded in the UK in 1919 to improve children’s lives globally.
ER is attempting to convince EE to make a donation to STC.
Your task is to determine the real intention of the last utterance based on the conversation.

ER: Please donate $1.
EE: Sorry I can’t.

Q: Explain whether the last utterance clearly conveys the speaker’s intention. If the last
utterance clearly conveys the speaker’s intention, what was that? If not, why did the speaker
say it that way, and what intention was implied through the utterance? Based on that premise,
which option among A through D is the most appropriate option that represents the intention
of the last utterance? Answer Choices: (A) EE insists that they are proud of themselves. (B)
EE either knows nothing about STC or is not interested in STC. (C) EE acknowledges the
efforts of STC. (D) EE apologizes for not donating.
A: Let’s think step by step.
<output of the reason explanation phase>
Therefore, amond A through D, the answer is
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Table 12: The example of the prompt without Chain-of-Thought.

ER: Please donate $1.
EE: Sorry I can’t.

Q: What is the speaker’s current intention, based on their last utterance? Answer Choices:
(A) EE insists that they are proud of themselves. (B) EE either knows nothing about STC or
is not interested in STC. (C) EE acknowledges the efforts of STC. (D) EE apologizes for not
donating.
A:

Table 13: Intention descriptions presented in Dutt et al. (2020). In the ‘old’ setting in the additional experiment, we
annotated these intention descriptions to the utterances in the development data.

Face Act Persuader (ER) Persuadee (EE)
spos+ ER praises/promotes the good deeds of STC EE states her preference for other charities

ER shows her/ his involvement for STC EE states that she does good deeds
spos- EE apologizes for not donating
hpos+ ER appreciates/praises EEs generosity or time EE shows willingness to donate to discuss the charity

Incentives EE to do a good deed. EE acknowledges the efforts of STC.
Empathize/ agree with EE Emphathizes/ agrees with ER

hpos- ER criticizes EE EE doubts/ questions STC or EE
EE is not aware of STC

sneg+ Rejects donation out-right
Cites reason for not donating at all or not donating more.

hneg+ ER provides EE convenient ways to donate.
ER apologizes for inconvenience/ intrusion.
ER decreases the amount of donation.

hneg- ER asks EEs time/ permission for discussion. EE asks ER questions about STC.
ER asks EE for donation.
ER asks EE to donate more.

Table 14: Results of the additional experiment. Each cell shows the accuracy of each model under each setting. ‘Old’
denotes the setting where we employ intention descriptions from previous studies, while ‘new’ denotes the setting
where improved descriptions are used in this study. Additionally, ‘w/ rule’ refers to applying the rules described in
Appendix D when selecting distractors, whereas ‘w/o rule’ refers to randomly selecting intention descriptions which
has the same subject with the utterance, and belongs to the other face acts. The number of problems when using
intention descriptions from previous studies is 538, which is fewer than the 545 problems when using intention
descriptions from this study. This is because the different descriptions affect the utterance concatenation process
explained in Appendix C.

old & w/o rule old & w/ rule new & w/o rule new & w/ rule
Llama 2-Chat 70B 0.678 (365/538) 0.691 (372/538) 0.774 (422/545) 0.789 (430/545)
ChatGPT 175B 0.777 (418/538) 0.803 (432/538) 0.796 (434/545) 0.840 (458/545)
GPT-4 - 0.877 (472/538) 0.881 (474/538) 0.913 (498/545) 0.938 (511/545)
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Table 15: Prompt for dialogue generation (1/2). This prompt was utilized to generate persuasive dialogues that have
critical utterances. The pattern of criticism is presented in 4.2.1, where ER questions EE’s spending habits.

You are a talented scenario writer.
Your task is to create a dialogue between two individuals discussing a charity within the following settings:

# Settings
The conversation must consist of at least twenty exchanges. Minimize lengthy sentences to simulate a chat
format in text. You must include at most three sentences in one turn.
Two characters participate in a crowdsourcing task with a $2 reward upon completion. They meet for the first
time without revealing their identity and engage in online conversation with assigned roles as ‘ER’ and ‘EE.’
At the end of the conversation, they must decide how much they donate within the $0 to $2 range.
The roles assigned to the two characters are ‘persuader (ER)’ and ‘persuadee (EE).’
They are discussing Save the Children (STC), a charitable organization. Save the Children (STC) is an NGO
established in the UK in 1919 that is dedicated to enhancing children’s lives globally.
ER is attempting to convince EE to donate to STC.

# Storyline
Phase 1: ER greets EE and talks about STC, asking if EE is familiar with it or has thoughts about charitable
organizations like STC.
Phase 2: Subsequently, ER appeals to EE for a donation to STC. EE thinks they don’t want to donate, so they
refuse ER’s proposal.
Phase 3: ER harshly criticizes how EE spends money. One way of criticism is that ER blames EE for wasting
money on unnecessary things like coffee, snacks, or junk food every day. When you incorporate this line, you
must use the word ‘waste’ so that the line indicates that ER explicitly criticizes EE. The other way is that if EE
has said they have already contributed to other local or global charities, there might also be room to redirect
those funds toward donations to STC. This remark carries the nuance of accusing EE that donating to different
charities should not be a reason not to contribute to STC.
Phase 4: EE is reluctant to be persuaded easily and rejects ER’s requests for several turns. ER persisted in
convincing EE, and eventually, they reached an agreement, with EE agreeing to donate 0.5 dollars to STC.

You can incorporate some strategies in the conversation.
Here are some examples:

# ER’s strategies
logical-appeal
Logical appeal refers to persuading others by using logical arguments. ER can tell EE what Save the Children is
and how their donation is essential to help ensure children’s rights to health, education, safety, etc.
Convince EE that their donation will make a tangible impact on the world.
e.g., ‘Your donation will make their life better.’

emotion-appeal
Emotional appeal refers to persuading others by using emotions. It refers to the elicitation of specific emotions
to influence others. Specifically, there are four emotional appeals:
1) telling stories to involve participants
2) eliciting empathy
3) eliciting anger
4) eliciting the feeling of guilt. ‘Kids are dying from hunger every minute.’

rhetorical question, irony
This term refers to linguistic expressions that imply a speaker’s negative attitude towards reality by intentionally
saying things contrary to reality.
e.g., ‘Saying that you can’t donate even a cent means you must be suffering much more than children in
impoverished countries.’ (ER implies the opposite of the truth, knowing EE is not as distressed as children in
impoverished countries)
e.g., ‘Donating a dollar seems to be way too much. By the way, how much do you usually spend on a cup
of coffee?’ (ER critically questioning why EE can afford coffee doesn’t allocate resources to help children,
implying the ability to donate but choosing not to do so)
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Table 16: Prompt for dialogue generation (2/2). This prompt was utilized to generate persuasive dialogues that have
critical utterances. The pattern of criticism is presented in 4.2.1, where ER questions EE’s spending habits.

# EE’s strategies
disagree-donation
Use sentences that explicitly refuse donation, usually short sentences.
e.g., no, I don’t want to donate this time.

Disagree-donation-more
Decline to donate more after making a donation.
e.g., ‘I cannot donate more.’

Provide-donation-amount
Indicate the donation amount.
e.g., ‘I’d like to donate 0.5.’

Confirm-donation
Confirm the donation amount.
e.g.,
ER: ‘Do you confirm your donation to be 0.1?’
EE: ‘Yes, I confirm I want to donate $0.1.’

negative-reaction–to-donation
Negative reaction to donation refers to sentences that show the EE’s opinions on the ER’s last sentence (mostly
passively, not proposing any new topic/idea, but more like responding to the persuader’s opinion) that show a
general negative attitude towards a possible donation.
1) Can be ’reasons for refusing donation’ (in this case, usually happens after disagree-donation)
2) Can be a general opinion that usually happens after emotion_appeal/ logical_appeal/ propose_donation and
other persuasive strategies.
This is a generic/broad class. These opinions are more against a possible donation.
Unlike general disagreement, these sentences are usually long and contain some opinions (thoughts) but do not
propose a new thought, which is more passive.
e.g.,
EE: I am already making a difference in many children’s lives. (The context is he declines to donate; this is
providing the reason for refusing)
EE: ‘I’ve been donating for years.’ (context is disagree-donation-yet, this is providing the reason for refusing)
ER: Save the Children’s goal is to promote children’s rights, provide relief, and help support children in
developing countries.
EE: I just don’t believe in these organizations. (can also be disagree-donation-reason)

Please start writing the conversation from here.
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Table 17: Prompt for dialogue generation (1/2). This prompt was utilized to generate persuasive dialogues that have
critical utterances. The pattern of criticism is presented in 4.2.1, where ER blames EE’s inaction for letting the
unprivileged people suffer.

You are a talented scenario writer.
Your task is to create a dialogue between two individuals discussing a charity within the following settings:

# Settings
The conversation must consist of at least twenty exchanges. Minimize lengthy sentences to simulate a chat
format in text. You must include at most three sentences in one turn.
Two characters participate in a crowdsourcing task with a $2 reward upon completion. They meet for the first
time without revealing their identity and engage in online conversation with assigned roles as ‘ER’ and ‘EE.’
At the end of the conversation, they must decide how much they donate within the $0 to $2 range.
The roles assigned to the two characters are ‘persuader (ER)’ and ‘persuadee (EE).’
They are discussing Save the Children (STC), a charitable organization. Save the Children (STC) is an NGO
established in the UK in 1919 that is dedicated to enhancing children’s lives globally.
ER is attempting to convince EE to donate to STC.

# Storyline
Phase 1: ER greets EE and talks about STC, asking if EE is familiar with it or has thoughts about charitable
organizations like STC.
Phase 2: Subsequently, ER appeals to EE for a donation to STC. EE thinks they don’t want to donate, so they
refuse ER’s proposal.
Phase 3: EE has reasons for hesitating to donate to STC, such as financial constraints, saving money for other
purposes, or a preference for another local or global charity. ER harshly criticizes EE’s attitude of hesitating to
donate STC. ER employs guilt-tripping tactics, leveraging emotions and a sense of responsibility for helping
needy children. One of those strategies is that ER emotionally pressures EE by saying that if EE doesn’t donate,
it means that EE is allowing impoverished children to suffer or even die. ER accuses EE by implying that EE’s
inaction is akin to bystander apathy toward children in distress. Another strategy is that ER harbors doubt about
EE’s hesitation and asks why EE does not donate, even though some lives could be saved through donations.
Additionally, ER might persuade EE by comparing EE’s situation with those of poor children. ER may say that
considering that children in impoverished countries experience more significant suffering than EE, even if EE
claims they have financial constraints, ER insists that EE should donate, as EE is comparatively more privileged
than those children.
Phase 4: EE is reluctant to be persuaded easily and rejects ER’s requests for several turns. ER persisted in
convincing EE, and eventually, they reached an agreement, with EE agreeing to donate 0.5 dollars to STC.

You can incorporate some strategies in the conversation.
Here are some examples:

# ER’s strategies
logical-appeal
Logical appeal refers to persuading others by using logical arguments. ER can tell EE what Save the Children is
and how their donation is essential to help ensure children’s rights to health, education, safety, etc.
Convince EE that their donation will make a tangible impact on the world.
e.g., ‘Your donation will make their life better.’

emotion-appeal
Emotional appeal refers to persuading others by using emotions. It refers to the elicitation of specific emotions
to influence others. Specifically, there are four emotional appeals:
1) telling stories to involve participants
2) eliciting empathy
3) eliciting anger
4) eliciting the feeling of guilt. ‘Kids are dying from hunger every minute.’

rhetorical question, irony
This term refers to linguistic expressions that imply a speaker’s negative attitude towards reality by intentionally
saying things contrary to reality.
e.g., ‘Saying that you can’t donate even a cent means you must be suffering much more than children in
impoverished countries.’ (ER implies the opposite of the truth, knowing EE is not as distressed as children in
impoverished countries)
e.g., ‘Donating a dollar seems to be way too much. By the way, how much do you usually spend on a cup
of coffee?’ (ER critically questioning why EE can afford coffee doesn’t allocate resources to help children,
implying the ability to donate but choosing not to do so)
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Table 18: Prompt for dialogue generation (2/2). This prompt was utilized to generate persuasive dialogues that have
critical utterances. The pattern of criticism is presented in 4.2.1, where ER blames EE’s inaction for letting the
unprivileged people suffer.

# EE’s strategies
disagree-donation
Use sentences that explicitly refuse donation, usually short sentences.
e.g., no, I don’t want to donate this time.

Disagree-donation-more
Decline to donate more after making a donation.
e.g., ‘I cannot donate more.’

Provide-donation-amount
Indicate the donation amount.
e.g., ‘I’d like to donate 0.5.’

Confirm-donation
Confirm the donation amount.
e.g.,
ER: ‘Do you confirm your donation to be 0.1?’
EE: ‘Yes, I confirm I want to donate $0.1.’

negative-reaction–to-donation
Negative reaction to donation refers to sentences that show the EE’s opinions on the ER’s last sentence (mostly
passively, not proposing any new topic/idea, but more like responding to the persuader’s opinion) that show a
general negative attitude towards a possible donation.
1) Can be ’reasons for refusing donation’ (in this case, usually happens after disagree-donation)
2) Can be a general opinion that usually happens after emotion_appeal/ logical_appeal/ propose_donation and
other persuasive strategies.
This is a generic/broad class. These opinions are more against a possible donation.
Unlike general disagreement, these sentences are usually long and contain some opinions (thoughts) but do not
propose a new thought, which is more passive.
e.g.,
EE: I am already making a difference in many children’s lives. (The context is he declines to donate; this is
providing the reason for refusing)
EE: ‘I’ve been donating for years.’ (context is disagree-donation-yet, this is providing the reason for refusing)
ER: Save the Children’s goal is to promote children’s rights, provide relief, and help support children in
developing countries.
EE: I just don’t believe in these organizations. (can also be disagree-donation-reason)

Please start writing the conversation from here.
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