
Integrating Plutchik’s Theory with Mixture of Experts for Enhancing
Emotion Classification

Anonymous ACL submission

Abstract001

Emotion significantly influences human behav-002
ior and decision-making processes. We propose003
a labeling methodology grounded in Plutchik’s004
Wheel of Emotions theory for emotion classifi-005
cation. Furthermore, we employ a Mixture of006
Experts (MoE) architecture to evaluate the effi-007
cacy of this labeling approach, by identifying008
the specific emotions that each expert learns009
to classify. Experimental results reveal that010
our methodology improves the performance of011
emotion classification.012

1 Introduction013

Emotion is essential in human life, having influ-014

ence on our thoughts, behaviors, and communica-015

tion. Recognizing the paramount importance of016

emotions, researchers have made significant efforts017

to analyze and understand them (Picard, 1997). A018

particularly important area of this research is emo-019

tion recognition in text, as it forms a substantial020

part of our daily interactions, including email and021

Social Network Service (SNS).022

While sentiment analysis, categorizing text as023

positive, negative, or neutral, has advanced signifi-024

cantly, recognizing the full spectrum of emotions in025

text–such as joy, anger, sadness, and fear–remains026

a challenging task. Mao et al. (2023) report that027

RoBERTa large with HG-F24 achieved 84.7% ac-028

curacy on sentiment analysis of Amazon product029

reviews but only 40.9% accuracy in emotion detec-030

tion using a Twitter (X) dataset.031

Previous research utilizing deep learning tech-032

nology has demonstrated significant promise in ex-033

tracting emotions from text (Yu et al., 2018; Bazio-034

tis et al., 2018; Ying et al., 2019; Li and Xiao, 2023;035

Alhuzali and Ananiadou, 2021). Recently, Chen036

et al. (2023) conducted a study analyzing the role of037

emotions in controversial Reddit comments using038

language models. He et al. (2024) systematically039

measured the affective alignment of language mod-040

els (LMs) by comparing LM-generated responses041

to SNSs on two socio-political issues. However, 042

these studies face challenges like sampling bias 043

and subjective annotation. For instance, Chai et al. 044

(2024) note that existing multilabel text classifica- 045

tion models lack the ability to generalize complex 046

concepts. Ahanin et al. (2023) argue that current 047

methods overlook the sentiment polarity of words. 048

To tackle the problems in emotion annotation, 049

we introduce a new labeling approach. Our pri- 050

mary objective is to enhance the expressiveness of 051

emotion labels by applying Plutchik’s Wheel of 052

Emotions and Diagram of Emotion Dyads. Fur- 053

thermore, we employ a Mixture of Experts (MoE) 054

framework for emotion classification, which iden- 055

tifies the specific emotions that each expert in the 056

model is best at classifying.This approach seeks to 057

validate the improved classification performance 058

and specialization of experts in distinct emotional 059

categories. 060

The key contributions of this research are listed 061

as follows: 062

• We propose a new emotion labeling method 063

based on Plutchik’s wheel of emotions theory. 064

• We leverage MoE that is trained on basic emo- 065

tions and learns to classify composite emo- 066

tions effectively. 067

• We conducted experiments to show the effi- 068

cacy of the proposed method. The results 069

demonstrate that our approach can effectively 070

improve the performance of emotion classifi- 071

cation tasks, especially for emotions that are 072

typically harder to classify with traditional 073

methods. 074

The structure of the paper is organized as fol- 075

lows. Section 2 provides a review of related work. 076

Section 3 outlines our approachSection 4 details 077

the experimental design. Section 5 discusses the 078

results, and Section 6 provides an in-depth analysis. 079

The final section concludes with future research. 080
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Figure 1: Plutchik’s Diagram of Emotion Dyads. Depict-
ing the primary, secondary, and tertiary dyads formed
by mixing the eight basic emotions.

Figure 2: Plutchik’s Wheel of Emotions. The eight
emotions are represented within the color spectrum,
showing their mild and intense variations.

2 Related Work081

2.1 Affective Computing082

Emotions are physical and mental states induced083

by neurophysiological changes, often associated084

with specific thoughts, feelings, behavioral re-085

sponses, and varying degrees of pleasure or dis-086

pleasure (Damasio, 1998; Ekman and Davidson,087

1994; Panksepp, 2004). They intertwine with mood,088

temperament, personality, disposition, and creativ-089

ity (Averill, 1999). Recent research across psychol-090

ogy, medicine, history, sociology, and computer091

science highlights the complexity and importance092

of understanding emotions.093

Despite extensive research, there is no univer-094

sally accepted definition of emotion (Cabanac,095

2002; Clore and Ortony, 2008). Emotions are cate-096

gorized into various affects corresponding to spe-097

cific situations (Barrett, 2006), and numerous theo-098

ries have been proposed, each offering distinct per- 099

spectives on emotional experiences (James, 1884; 100

Candland, 2003). 101

Ekman has significantly advanced our under- 102

standing of basic emotions through his research 103

on facial expressions (Ekman, 1984). He identi- 104

fied six fundamental emotions: anger, disgust, fear, 105

happiness, sadness, and surprise (Ekman, 1992a,b; 106

Miller, 2016). Later, he expanded this list to in- 107

clude amusement, contempt, contentment, embar- 108

rassment, excitement, guilt, pride in achievement, 109

relief, satisfaction, sensory pleasure, and shame, 110

recognizing emotions not expressed solely through 111

facial muscles (Ekman, 1999). 112

Our labeling method relies on Plutchik’s emotion 113

theories (Plutchik, 2000, 1988), which define eight 114

basic emotions, grouped as joy versus sadness; 115

anger versus fear; trust versus disgust; and sur- 116

prise versus anticipation. These basic emotions can 117

combine to form complex emotions, as depicted in 118

Figure 1; for instance, the complex emotion love 119

is formed by joy and trust, while remorse is a mix 120

of disgust and sadness. These complex emotions 121

may arise from cultural conditioning or associa- 122

tions combined with the basic emotions. He fur- 123

ther introduced twenty-four ‘Primary,’ ‘Secondary,’ 124

and ‘Tertiary’ dyads, representing different emo- 125

tion combinations, and noted that emotions can 126

vary in intensity from mild to intense (Plutchik, 127

1991; Turner, 2000). As illustrated in Figure 2, 128

annoyance, anger, and rage fall within the same 129

category with different intensities. 130

2.2 Mixture of Expert 131

The Mixture of Experts (MoE) method divides com- 132

plex problems into multiple sub-problems, using 133

specialized models (i.e., experts) to address each 134

sub-problem. MoE utilizes a gating network to 135

combine the outputs of each expert model, select- 136

ing the most suitable expert for a given input. This 137

approach is particularly useful for datasets with 138

diverse characteristics, enhancing model perfor- 139

mance and computational efficiency. 140

Eigen et al. (2013) introduced the idea of us- 141

ing multiple MoEs, each with its own gating net- 142

work, as part of a deep model. This approach is 143

more powerful since complex problems may con- 144

tain many sub-problems, each requiring different 145

experts. They also suggest that introducing sparsity 146

could transform MoE into a tool for computational 147

efficiency Shazeer et al. (2017) proposed a new 148

type of general-purpose neural network component: 149
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a Sparsely-Gated Mixture-of-Experts Layer (MoE).150

This method uses Noisy top-k gating, which adds151

sparsity and noise to the Softmax Gate used in the152

MoE architecture (Jordan and Jacobs, 1994), select-153

ing the top k values among the experts to produce154

the output. There are numerous other attempts to155

improve the gate network (Clark et al., 2022; Haz-156

imeh et al., 2021; Zhou et al., 2022).157

Lepikhin et al. (2020) replaced the Transformer158

Encoder’s FFN layer with MoE, distributing ex-159

perts across devices. This had the drawback of160

slower speeds when computations concentrated on161

a single expert. Fedus et al. (2022) improved this by162

limiting each token to one expert (k=1) and restrict-163

ing the number of tokens per expert. Jiang et al.164

(2024) used an MoE structure with Top-k Gating165

and SwiGLU as experts within the Mistral model’s166

Transformer block, improving performance across167

tasks and showing each expert specialized in spe-168

cific tasks.169

3 Method170

This section describes our proposed method for171

emotion classification, utilizing the new labeling172

method based on Plutchik’s emotion theory and the173

implementation of the MoE structure in our model.174

3.1 Plutchik Labeling175

We redefine the dataset’s emotion labels for evalua-176

tion, based on the work of Plutchik (2000, 1988).177

Data labeled with our method are termed “Plutchik178

Labeling" and and those without it as “Normal La-179

beling." The Plutchik Labeling process follows the180

following rules:181

• Labels corresponding to the eight basic emo-182

tions in Plutchik’s emotion theory were re-183

tained.184

• Labels corresponding to primary, secondary,185

and tertiary dyads of the eight basic emotions186

were decomposed into their constituent emo-187

tions before labeling.188

• Emotions that are combinations of opposite189

emotions were similarly decomposed into190

their constituent emotions before labeling.191

• Mild and intense emotion labels were rela-192

beled as the corresponding basic emotions.193

While Plutchik’s emotion theory also hints at the194

existence of triads (Plutchik, 1991), these dataset195

Figure 3: The Structure of Top-k MoE FFN.

Original Emot. Augmented Emot.
Love Joy, Trust

Optimism Anticipation, Joy
Pessimism Anticipation, Sadness

Table 1: Rules for relabeling compound emotions as the
corresponding basic emotions in SemEval-2018.

did not provide sufficient detail on these emotions. 196

Therefore, our study does not consider the triads, 197

higher-order combinations, or the intensity of emo- 198

tions. 199

3.2 Mixture of Emotion Expert 200

We aim to apply MoE to each model to determine 201

whether each expert can be trained as a specialist 202

in individual emotions. As mentioned earlier, there 203

are several methods for gating that connect inputs 204

to specific experts. Following the approach in Jiang 205

et al. (2024), we selected the k most relevant ex- 206

perts for each token. The reason for experimenting 207

with multiple values of k instead of fixing it is to 208

account for complex emotions such as love and 209

optimism, which are described as mixtures of sev- 210

eral basic emotions according to Plutchik (2000, 211

1988). This consideration is crucial when tokens 212

contain complex emotions. For the implementation 213

of MoE, we refer to Mixtral (Jiang et al., 2024). 214

To compare how well the model understands 215

emotions when MoE is applied, we used the exist- 216

ing FFN network as experts. To observe the perfor- 217

mance changes with minimal parameter modifica- 218

tions, we replaced the FFN in the last transformer 219

block of each model with an MoE structure. 220

4 Experiment 221

This section details the experimental design for 222

evaluating the effectiveness of the proposed method 223
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Original Emot. Augmented Emot.
Admiration Trust
Annoyance Anger
Confusion Anticipation, Surprise
Curiosity Surprise, Trust

Disappointment Sadness, Surprise
Disapproval Sadness, Surprise
Excitement Fear, Joy

Grief Sadness
Love Joy, Trust

Optimism Anticipation, Joy
Pride Anger, Joy

Remorse Disgust, Sadness

Table 2: Rules for relabeling compound, mild, and in-
tense emotions as the corresponding basic emotions in
GoEmotions.

Emotion train valid test
Anger 2544 315 1101

Anticipation 978 124 425
Disgust 2602 319 1099

Fear 1242 121 485
Joy 2477 400 1442

Love 700 132 516
Optimism 1984 307 1143
Pessimism 795 100 375

Sadness 2008 265 960
Surprise 361 35 170

Trust 357 43 153

Table 3: Emotion distribution across train, validation,
and test sets for SemEval-2018 with Normal labeling.

in multi-label emotion classification.224

4.1 Experimental Setup225

Our experiments utilize two transformer-based226

models, Llama-2(Touvron et al., 2023) and Mis-227

tral(Jiang et al., 2023), each with 7 billion param-228

eters, chosen for their effectiveness across vari-229

ous domains. Their unmodified versions served230

as baselines for comparison. The models were ac-231

cessed and utilized through the Hugging Face API.232

We fine-tuned the models using Q-LoRA(Dettmers233

et al., 2024). For all experiments, we used the same234

hyperparameters except for the k value. Perfor-235

mance was evaluated by averaging the results over236

five runs for each setting. Detailed hyperparameter237

configurations are provided in Section A.1.238

Emotion train valid test
Anger 2544 315 1101

Anticipation 3216 453 1688
Disgust 2602 319 1099

Fear 1242 121 485
Joy 2991 454 1669

Sadness 2266 292 1049
Surprise 361 35 170

Trust 975 161 621

Table 4: Emotion distribution across train, validation,
and test sets for SemEval-2018 with Plutchik labeling.

Emotion train valid test
Admiration 4130 488 504

Anger 1567 195 198
Annoyance 2470 303 320
Confusion 1368 152 153
Curiosity 2191 248 284

Disappointment 1269 163 151
Disapproval 2022 292 267

Disgust 793 97 123
Excitement 853 96 103

Fear 596 90 78
Grief 77 13 6
Joy 1452 172 161

Love 2086 252 238
Optimism 1581 209 186

Pride 111 15 16
Remorse 545 68 56
Sadness 1326 143 156
Surprise 1060 129 141

Table 5: Emotion distribution across train, validation,
and test sets for GoEmotions with Normal labeling.

Emotion train valid test
Anger 3877 464 504

Anticipation 2944 360 336
Disgust 1334 164 179

Fear 1448 186 181
Joy 5801 707 669

Sadness 4928 643 607
Surprise 7472 944 951

Trust 8125 956 994

Table 6: Emotion distribution across train, validation,
and test sets for GoEmotions with Plutchik labeling.
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4.2 Labeling for Building Datasets239

We chose the evaluation datasets based on the fol-240

lowing criteria: 1) inclusion of all 8 basic emo-241

tions from Plutchik’s wheel, or 2) inclusion of242

emotions corresponding to Plutchik’s ‘Primary’,243

‘Secondary‘, and ‘Tertiary’ dyads, which, when244

decomposed, satisfy criterion 1. As a result, we245

selected SemEval-2018 (Mohammad et al., 2018)246

and GoEmotions (Demszky et al., 2020).247

SemEval-2018 includes tweets, each labeled248

with one or more of 11 emotions or marked as249

Neutral. GoEmotions consists of 58K Reddit com-250

ments from 2005 to 2019, labeled with one or more251

of 27 emotions or Neutral. The rules for applying252

Plutchik labeling in these datasets are detailed in253

Table 1 and 2.254

For a fair comparison, we excluded data for emo-255

tions not covered by Plutchik’s 8 basic emotions or256

their dyads, as well as Neutral, in all experiments.257

The final datasets are detailed in Tables 3, 4, 5,258

and 6. We fine-tuned the classification models us-259

ing the train sets and evaluated their performance260

with the test sets.261

5 Result262

5.1 Main Result263

Table 7 and 8 present the F1-scores of our proposed264

methods on two dataset. Table 7 shows the perfor-265

mance for different kvalues when applying MoE in266

Normal Labeling. For SemEval-2018, the macro-267

F1 indicates the model exceeds baseline perfor-268

mance at k=2, achieving the highest performance.269

In GoEmotions, the Mistral model surpasses the270

baseline across all kvaluess, peaking at k=4, while271

the Llama2 model underperforms at all kvalues.272

The micro-F1 shows the highest performance at273

k=4 in all cases.274

Overall, SemEval-2018 shows a consistent trend275

in macro-F1 changes with varying k values, unlike276

GoEmotions. This inconsistency, shown in Table 5,277

is due to significant label imbalance in GoEmo-278

tions. Elbayad et al. (2023) and Fedus et al. (2022)279

explain that MoE models tend to overfit on low-280

resource data, suggesting that the experts in the281

MoE model failed to learn effectively for certain282

emotions due to extreme imbalance. Additionally,283

the ‘grief’ and ‘pride’ have significantly fewer test284

samples, leading to high variance in performance285

metrics. Thus, performance comparisons using286

macro-F1 in GoEmotions may not be accurate.287

Table 8 presents the performance using MoE288

Top-k SemEval-2018 GoEmotions
miF1 maF1 miF1 maF1

baseline 70.7 56.4 64.2 58.7
1 70.6 56.4 63.5 58.5
2 70.8 57.0 63.8 58.0
3 70.7 56.1 63.8 58.0
4 70.8 55.9 64.3 58.7

baseline 70.3 55.4 63.7 58.2
1 70.5 55.4 63.8 58.9
2 70.3 55.5 64.1 58.9
3 69.6 54.7 64.0 59.2
4 70.7 54.6 64.2 59.3

Table 7: F1 scores of the models with Normal Labeling.
Upper: Llama2, Lower: Mistral

Top-k SemEval-2018 GoEmotions
miF1 maF1 miF1 maF1

baseline 74.9 68.0 75.6 70.9
1 61.2 57.8 75.7 71.3
2 74.7 68.0 75.6 70.8
3 75.0 68.4 75.8 71.1
4 74.6 67.4 75.7 71.0

baseline 74.4 67.1 75.01 70.4
1 60.6 56.2 74.5 69.8
2 74.7 67.0 74.9 70.3
3 74.9 67.6 74.6 70.1
4 74.6 67.0 75.1 70.7

Table 8: F1 scores of the models with Plutchik Labeling.
Top: Llama2, Bottom: Mistral.

with Plutchik Labeling varying the k values . With 289

SemEval-2018, the highest macro-F1 was obtained 290

at k=3, outperforming the baseline model. In GoE- 291

motions, the Mistral model achieved the highest 292

score at k=4, while the Llama2 model exceeded the 293

baseline at k=1. The highest micro-F1 was gener- 294

ally obtained at k=3, except for the Mistral model 295

on GoEmotions, which showed different patterns. 296

Plutchik Labeling resulted in more stable and 297

superior performance than Normal Labeling, es- 298

pecially in GoEmotions, mitigating severe label 299

imbalance. The MoE-trained model consistently 300

outperformed the baseline model across various k 301

values. 302

Figure 4 illustrates the changes in macro-F1 per- 303

formance across both datasets with varying k val- 304

ues. When applying Plutchik Labeling, there is a 305

significant improvement in performance compared 306

to Normal Labeling in both the baseline and all 307

MoE configurations. Especially, in SemEval-2018, 308
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Figure 4: The macro-F1 scores of the MoE model across each datasets, k values, and labeling methods.

when k is set to 1, the performance improvement309

with Plutchik Labeling is less pronounced com-310

pared to the baseline and other k values. This sug-311

gests that selecting at least two or more experts in312

SemEval-2018 allows for better interpretation of313

emotions.314

5.2 Underperforming Emotions315

To evaluate the improving emotion classification316

performance by Plutchik Labeling, we investigated317

whether Plutchik Labeling could enhance the clas-318

sification of emotions that were poorly classified319

under Normal Labeling. Specifically, we focused320

on Underperforming emotions, defined as those321

with an F1-score below 0.6 using the Normal La-322

beling dataset. This indicates that these emotions323

were challenging for the model to classify accu-324

rately.325

Table 91 presents the F1-scores for Underper-326

forming Emotions in SemEval-2018. When apply-327

ing Plutchik Labeling, Pessimism is decomposed328

into Anticipation and Sadness, resulting in the re-329

moval of the Pessimism label. For Basic Emotions,330

both Anticipation and Trust showed significant im-331

provement in classification performance due to data332

augmentation. However, in the case of Surprise,333

the transition from Normal Labeling to Plutchik334

Labeling did not benefit from data augmentation.335

Table 101 presents the F1-scores for each Under-336

performing Emotions in GoEmotions. Basic emo-337

tions such as anger, disgust, and surprise, identified338

as Underperforming Emotions, demonstrated sub-339

stantial improvement with the Plutchik Labeling.340

1AN: Anger, ANO: Annoyance, ANT: Anticipation, CO:
Confusion, CUR: Curiosity, DIS: Disappointment, DAP: Dis-
approval, DIG: Disgust, EXC: Excitement, GRF: Grief, LO:
Love, OPT: Optimism, PES: Pessimism, PRI: Pride, REM:
Remorse, SUR: Surprise, TRU: Trust

Weak
Emot.

Llama2 Mistral
Norm. Plut. Norm. Plut.

ANT 24.0 66.8 24.3 69.4
PES 33.1 - 32.6 -
SUR 28.3 27.9 25.7 24.2
TRU 12.8 57.8 11.2 58.3
maF1 24.6 42.7 23.4 50.6

Table 9: F1-scores of Underperforming Emotions in
SemEval-2018.

Most of the other Underperforming Emotions in 341

GoEmotions are either complex emotions or mild 342

or intense emotions, making direct comparisons 343

with Plutchik Labeling challenging. 344

By comparing the macro-F1 scores of Underper- 345

forming Emotions between Normal Labeling and 346

Plutchik Labeling in Tables 9 and 10, we observe 347

a significant overall improvement in classification 348

performance for Underperforming Emotions across 349

both datasets. This enhancement indicates that our 350

proposed method can effectively improve emotion 351

classification tasks, especially for emotions that 352

are typically harder to classify accurately. This 353

demonstrates the potential of Plutchik Labeling to 354

enhance the robustness and accuracy of emotion 355

classification systems. 356

5.3 Complex Emotions 357

To assess if our MoE approach better classifies 358

complex emotions, we compared the F1-scores of 359

complex emotions between the baseline and MoE 360

models under Normal Labeling. 361

Table 111 presents the classification performance 362

of complex emotions in SemEval-2018, comparing 363

the baseline with the Top-2 MoE models. The MoE 364

approach resulted in a substantial improvement in 365

macro-F1, notably increasing the performance for 366
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Weak
Emot.

Llama2 Mistral
Norm. Plut. Norm. Plut.

AN 57.0 66.4 51.2 65.0
ANO 45.3 - 45.2 -
CO 57.7 - 58.0 -
DIS 32.0 - 35.6 -
DAP 57.9 - 57.5 -
DIG 48.9 56.8 46.1 56.8
EXC 47.8 - 50.0 -
GRF 29.5 - 29.4 -
PRI 43.9 - 42.2 -
SUR 60.8 77.5 58.3 76.5
maF1 48.1 66.9 47.4 66.1

Table 10: F1-scores of Underperforming Emotions in
GoEmotions.

Comp
Emot.

llama2 mistral
baseline k=2 baseline k=2

LO 62.4 61.8 59.0 60.8
OPT 70.7 71.7 71.0 72.4
PES 33.1 37.7 32.6 37.3

maF1 55.4 57.1 54.2 56.8

Table 11: F1-scores of complex emotions in SemEval-
2018.

Pessimism, previously categorized as a Weak Emo-367

tion.368

Table 121 shows the complex emotion classi-369

fication performance of the baseline and Top-4370

MoE models on GoEmotions. Based on macro-371

F1, Llama2 exhibited a slight increase in overall372

classification performance, while Mistral showed373

a slight decrease. Specifically, Llama2’s perfor-374

mance decreased for emotions such as confusion375

and pride, whereas Mistral saw decreases for con-376

fusion, curiosity, disappointment, disapproval, and377

pride. Pride, with insufficient data representation,378

poses a challenge for performance improvement379

due to data imbalance. According to Plutchik380

(1991), confusion, curiosity, disappointment, and381

disapproval share elements with surprise. Clore and382

Ortony (2013) explains that emotions like surprise383

are a neutral cognitive state that can be positive or384

negative, focusing neither on affect nor evaluation.385

Due to these characteristics, the MoE model likely386

struggled with classifying surprise and related com-387

plex emotions. Analysis of recall values revealed388

that applying MoE decreased recall for confusion,389

curiosity, disappointment, and disapproval, while390

recall for surprise increased.391

Comp
Emot.

llama2 mistral
baseline k=4 baseline k=4

CO 57.7 57.2 58.0 57.3
CUR 67.4 67.6 68.2 67.0
DIS 32.0 33.7 35.6 30.4
DAP 57.9 58.6 57.5 56.6
EXC 47.8 50.7 50.0 54.7
LO 83.3 83.9 84.2 85.6

OPT 68.7 70.3 69.8 69.9
PRI 43.9 38.2 42.2 41.9

REM 70.6 71.9 71.6 72.8
maf1 58.8 59.1 59.7 59.6

Table 12: F1-scores of complex emotions in GoEmo-
tions.

6 Analysis 392

To clarify the relationships between emotions, an 393

analysis was conducted comparing the predomi- 394

nant selections made by experts for each emotion. 395

By tracking the output values of the Gate Layer 396

in a MoE (Mixture of Experts) model, we iden- 397

tified which Experts were primarily selected for 398

each emotion. Our approach involved selecting 399

Experts for each token and aggregating the selec- 400

tion proportions of the Top-k Experts per token 401

for each input. The value of k corresponds to the 402

Top-k used in the MoE, and the sum of the selec- 403

tion proportions of the Top-k Experts per token 404

equals 1. Subsequently, inputs were grouped by 405

their labels (emotions), and the aggregate Expert 406

selection proportions for each label were computed 407

and standardized. Using the compiled frequency 408

of Expert selections for each emotion, we plotted 409

the emotion-emotion correlations to examine the 410

relationships between different emotions. 411

The Figure 5a reveals that ‘joy’, ‘love’, and ‘op- 412

timism’ exhibit strong correlations, indicating that 413

positive emotions are closely interconnected. In 414

contrast, ‘anger’, ‘sadness’, and ‘disgust’ show 415

strong positive correlations with each other, as well 416

as with ‘fear’ and ‘pessimism’, forming a cluster of 417

negative emotions. Additionally, ‘optimism’ and 418

‘pessimism’, as well as Additionally, ‘love’ tends to 419

show high correlations with ‘joy’ and ‘trust’, ‘opti- 420

mism’ with ‘joy’, and ‘pessimism’ with ‘anticipa- 421

tion’ and ‘sadness’, allowing us to understand the 422

similarities between complex emotions and their 423

component basic emotions. 424

In Figure 5b, ‘joy’, ‘love’, ‘optimism’, and ‘ad- 425

miration’ exhibit strong positive correlations, in- 426
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(a) SemEval-2018 (b) GoEmotions

Figure 5: (a): Emotion correlations in Normal Labeling with Top-2 Gating. (b): Emotion correlations from in
Normal Labeling with with Top-4 Gating.

dicating their close interrelation as positive emo-427

tions. Conversely, ‘anger’, ‘annoyance’, ‘excite-428

ment’, ‘fear’, ‘grief’, and ‘pride’ form a group of429

negative emotions, with ‘admiration’ and ‘anger’430

showing a strong negative correlation, highlighting431

their opposing nature. Furthermore, the complex432

emotions ‘disappointment’ and ‘curiosity’ show433

high correlations with ‘sadness’ and ‘surprise’, re-434

spectively, while ‘anger’ correlates strongly with435

‘annoyance’ and ‘sadness’ with ‘grief’. These pat-436

terns reveal the similarities between complex emo-437

tions and their component emotions, as well as438

the relationships between basic emotions and their439

mild or intense counterparts.440

Overall, while the tendency to choose Experts441

for each emotion does not perfectly align with442

Plutchik’s emotion theory, the results show a sig-443

nificant degree of similarity. This suggests that our444

approach is valid for emotion analysis. These find-445

ings contribute to understanding the interrelations446

of emotions and can enhance the development of447

emotion prediction models.448

7 Conclusion449

Our approach is based on Plutchik’s emotion the-450

ory and the MoE architecture to enhance the451

performance of multi-label emotion classification452

tasks. The proposed methodologies were evaluated453

against baseline models, demonstrating significant454

improvements in classification performance. No-455

tably, our approach excelled in accurately identi-456

fying emotions that were challenging to classify457

with traditional methods and showed superior per-458

formance in recognizing complex emotions.459

Additionally, analyzing expert selection tenden- 460

cies based on emotion correlations showed that 461

our model’s behavior aligns closely with Plutchik’s 462

emotion theory. This alignment enhances classifica- 463

tion accuracy and provides a theoretically grounded 464

understanding of emotional interactions. Our re- 465

search presents a robust framework for multi-label 466

emotion classification, integrating psychological 467

theories and advanced machine learning techniques 468

in emotion recognition tasks. 469

Limitation 470

This study acknowledges several limitations. First, 471

utilizng Plutchik’s emotion theory requires the 472

dataset to include all eight basic emotions defined 473

by the theory, posing a challenge for datasets lack- 474

ing these emotions. Furthermore, excluding emo- 475

tions not covered by Plutchik’s emotion theory can 476

be inefficient, making careful selection of datasets 477

crucial. Future research could improve the label- 478

ing method by incorporating additional emotion 479

models, such as the OCC model (Clore and Ortony, 480

2013). 481

Second, during the application of MoE, we en- 482

countered a known issue where tokens clustered 483

around specific experts. This imbalance suggests 484

the model may not fully leverage all experts. We 485

plan to design a more sophisticated MoE structure 486

to address this in the near future. 487
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Hyperparameter Value
epoch 10

gradient_accumulation_steps 4
learning_rate 1e-4
warmup_ratio 0.1

max_grad_norm 0.3
weight_decay 0.001

batch_Size 8
quant_type nf4

lora_r 8
lora_alpha 8

lora_dropout 0.1
num_expert 8

Table 13: Hyperparameter Settings for our experiments.

A Appendix673

A.1 Hyperparameters674

Table 13 shows the hyperparameter values applied675

to the models used in our experiments. Except for676

the K value, all hyperparameters were kept constant677

across all experiments. Each condition was tested678

five times.679
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