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ABSTRACT

In the recent years, Physics Informed Neural Networks (PINNs) have received
strong interest as a method to solve PDE driven systems, in particular for data
assimilation purpose. This method is still in its infancy, with many shortcomings
and failures that remain not properly understood. In this paper we propose a
natural gradient approach to PINNs which contributes to speed-up and improve the
accuracy of the training. Based on an in depth analysis of the differential geometric
structures of the problem, we come up with two distinct contributions: (i) a new
natural gradient algorithm that scales as min(P2S, S P), where P is the number
of parameters, and S the batch size; (ii) a mathematically principled reformulation
of the PINNs problem that allows the extension of natural gradient to it, with
proved connections to Green’s function theory.

1 INTRODUCTION

Following the spectacular success of neural networks for over a decade (LeCun et al., 2015), intensive
work has been carried out to apply these methods to numerical analysis (Cuomo et al., 2022).In
particular, following the pioneering work of Dissanayake & Phan-Thien (1994) and Lagaris et al.
(1998), Raissi et al. (2019a) have introduced Physics Informed Neural Networks (PINNs), a method
designed to approximate solutions of partial differential equations (PDEs), using deep neural networks.
Theoretically based on the universal approximation theorem of neural networks (Leshno et al., 1993),
and put into practice by automatic differentiation (Baydin et al., 2018) for the computation of
differential operators, this method has enjoyed a number of successes in fields as diverse as fluid
mechanics (Raissi et al., 2019¢;b; Sun et al., 2020; Raissi et al., 2020; Jin et al., 2021; de Wolff
et al., 2021), bio-engineering (Sahli Costabal et al., 2020; Kissas et al., 2020) or free boundary
problems (Wang & Perdikaris, 2021). Nevertheless, many limitations have been pointed out, notably
the inability of these methods in their current formulation to obtain high-precision approximations
when no additional data is provided (Krishnapriyan et al., 2021; Wang et al., 2021; Karnakov et al.,
2022; Zeng et al., 2022). Recent work by Miiller & Zeinhofer (2023), however, has substantially
altered this state of affairs, proposing an algorithm similar to natural gradient methods in case of
linear operator (cf. Appendix E), that achieves accuracies several orders of magnitude above previous
methods.

Contributions: Miiller & Zeinhofer (2024) argue for the need to take function-space geometry into
account in order to further understand and perfect scientific machine-learning methods. With this
paper, we intend to support and extend their approach by making several contributions:

* (i) We highlight a principled mathematical framework that restates natural gradient in an
equivalent, yet simpler way, leading us to propose ANaGRAM, a general-purpose natural
gradient algorithm of reduced complexity O(min(P2S, S? P)) compared to O(P3), where
P = #parameters and S = #batch samples.

* (ii) We reinterpret the PINNs framework from a functional analysis perspective in order to
extend ANaGRAM to the PINN’s context in a straightforward manner.

* (iii) We establish a direct correspondence between ANaGRAM for PINNs and the Green’s
function of the operator on the tangent space.
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The rest of this article is organized as follows: in Section 2, after introducing neural networks and
parametric models in Section 2.1 from a functional analysis perspective, we review two concepts
crucial to our work: PINNs framework in Section 2.2, and natural gradient in Section 2.3. In Section 3,
we introduce the notions of empirical tangent space and an expression for the corresponding notion
of empirical natural gradient leading to ANaGRAM 1. In Section 4, after reinterpreting PINNs
as a regression problem from the right functional perspective in Section 4.1, yielding ANaGRAM
algorithm 2 for PINNs, we state in Section 4.2 that natural gradient matches the Green’s function
of the operator on the tangent space and analyse the consequence of this on the interpretation of
PINNSs training process under ANaGRAM. Finally, in Section 5, we show empirical evidences of the
performance of ANaGRAM on a selected benchmark of PDEs.

2 POSITION OF THE PROBLEM

2.1 NEURAL NETWORKS AND PARAMETRIC MODEL
Our starting point is the following functional definition of parametric models, of which neural

networks are a non-linear special case:

Definition 1 (Parametric model). Given a domain Q) of R", K € {R,C} and a Hilbert space H
compound of functions 2 — K™, a parametric model is a differentiable functional:

[ RP > H
u'{@ — (xeQmu(x;0)) - O

To prevent confusion, we will write u|9(m) instead of u(@) (x), forall x € Q

Since a parametric model is differentiable by definition, we can define its differential:

Definition 2 (Differential of a parametric model). Let v : R® — 7 be a parametric model and
0 € R”. Then the differential of the parametric model u in the parameter 8 is:

R — H
dU|9 . h s 211::1 h ou 3 (2)

P36,

To simplify notations, we will write for all 1 < p < P and forall 8 RP, &pu‘g, instead of %.
P

Given a parametric model u, we can define the following two objects of interest:

The image set of w : this is the set of functions reached by u, i.e. :
M :=Imu:= {uyp : 6 €R"} (3)
Although not strictly rigorous', M is often considered in deep-learning as a differential
submanifold of 7, so we will keep this analogy in mind for pedagogical purposes.

The tangent space of v at 0 : this is the image set of the differential of w at 0, i.e. the linear subspace
of H compound of functions reached by dujg, i.e. :

ToM :=Imdujg = Span (Jpue : 1 < p < P) 4)

Once again, this definition is made with reference to differential geometry.

We give several examples of Parametric models in Appendix B. We now introduce PINNs.

2.2 PHYSICS INFORMED NEURAL NETWORKS (PINNS)

As in Definition 1, let us consider a domain €2 of R™ endowed with a probability measure ,
K e {R,C}, 99 its boundary endowed with a probability measure o, and H a Hilbert space compound
of functions 2 — K™. Then let us consider two functional operators:

D:{f — L*(Q—R,pu) 7 B:{H — L%(0Q - R,0) ,

—  Dlu] u — Blu )

'In particular, because u may not be injective.
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that we will assume to be differentiable?. We can then consider the PDE:

{D(u) =fel*(Q—R,pu) inQ

B(u) = geL*(0Q - R,0) ondQ’ ©

The PINNs framework, as introduced by Raissi et al. (2019a) consists then in approximating a
solution to the PDE by making the ansatz v = wg, with u|g a neural network, sampling points

(xP)1<i<s,, in Q according to p, (2P)1<i<s, in 09 according to o and then to optimize the loss:

Sp SB
66) i= 55— 3. (DluplaP) = FaP)* + 55— 3, (Blulaf) ~ o))’ 0

by classical gradient descent techniques, used in the context of deep learning, such as Adam (Kingma
& Ba, 2014), or L-BFGS (Liu & Nocedal, 1989). One of the cornerstones of Raissi et al. (2019a) is
also to use automatic differentiation (Baydin et al., 2018) to calculate the operators D and B, thus
obtaining quasi-exact calculations, whereas most classic techniques require either approximating
operators as for Finite Differences, or carrying out the calculations manually as for Finite Elements.

Although appealing due to its simplicity and relative ease of implementation, this approach suffers
from several well-documented empirical pathologies (Krishnapriyan et al., 2021; Wang et al., 2021;
Grossmann et al., 2024), which can be understood as an ill conditioned problem (De Ryck et al.,
2024; Liu et al., 2024) and for which several ad hoc procedures has been proposed (Karnakov et al.,
2022; Zeng et al., 2022; McClenny & Braga-Neto, 2022). Following Miiller & Zeinhofer (2024), we
argue in this work that the key point is rather to theoretically understand the geometry of the problem
and adapt PINNSs training accordingly.

2.3 NATURAL GRADIENT

Natural gradient has been introduced, in the context of Information Geometry by Amari & Douglas
(1998). Given a loss: £ : @ — R™, the gradient descent:

0,41 — 60, —nVL,

is replaced by the update:

0i11 < 0, — 1 F, VL, (8)
with Fp, being the Gram-Matrix associated to a Fisher-Rao information metric (Amari, 2016) or
equivalently, the Hessian of some Kullback-Leibler divergence (Kullback & Leibler, 1951), and
the Moore-Penrose pseudo-inverse. This notion has been later further extended to the more abstract
setting of Riemannian metrics in the context of neural-networks by Ollivier (2015). In this case, given
a Riemannian-(pseudo) metric Gy, the gradient-descent update is replaced by:

Oii1 — 0, —nGy VL, 9)

where G, ,, , := Ge, (0puja,, Oqtijp, ) is the Gram matrix of partial derivatives relative to Gg,. Despite
its mathematically principled advantage, natural gradient suffers from its computational cost, which
makes it prohibitive, if not untractable for real world applications. Indeed:

* Computation of the Gram matrix G, is quadratic in the number of parameters.

* Inversion of G, is cubic in the number of parameters.

Different approaches have been proposed to circumvent this limitations. The most prominent
one is K-FAC introduced by Heskes (2000) and further extended by Martens & Grosse (2015);
Grosse & Martens (2016), which approximates the Gram matrix by block-diagonal matrices. This
approximation can be understood as making the ansatz that the partial derivatives of weights belonging
to different layers are orthogonal. A refinement of this method has been proposed by George et al.
(2018), in which the eigen-structure of the block-diagonal matrices are carefully taken into account
in order to provide a better approximation of the diagonal rescaling induced by the inversion of the
Gram matrix. In a completely different vein, Ollivier (2017) has proposed a statistical approach that
has been proved to converge to the natural gradient update in the 0 learning rate limit.

’It can be shown that, if D and B are defined and differentiable on C* (2 — R™) then such a H always
exists; c¢f. chapter 12 of Berezansky et al. (1996).
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To conclude this section, let us give a more geometric interpretation of natural gradient. To this end,
let us consider the classical quadratic regression problem :

S
(6) = 5o ) (o) — £(z0)” (10)

with ujg a parametric model, for instance a neural-network, (z;) sampled from some probability

measure x on some domain © of RY. In the limit S — oo (population limit), this loss can be
reinterpreted as the evaluation at g of the functional loss:

1
L :U€L2(Qau) = iHU_in?(Q,M)' (D

Taking the Fréchet derivative, one gets: for all v, h € L*(, p)
dﬁ‘v(h) = <’U - f’ h>L2(ﬂ,;L) ’

i.e. the functional gradient of £ is VL), := v— f. As noted for instance in Verbockhaven et al. (2024),
Natural gradient has then to be interpreted from the functional point of view as the projection of
Vﬁ‘u‘ , onto the tangent space Tp M from Equation (4) with respect to the L?(2, 1) metric. However,
this functional update must be converted into a parameter space update. Since the parameter space
R” is somehow identified with Ty M via the differential application duyg, it would be sufficient to
take the inverse of this application to obtain the parametric update. In general dug is not invertible
but at least it admits a pseudo-inverse du‘Tg. Moreover, since T M = Im dU|g by definition, du‘Tg is

defined on all Ty M. Thus, we have that the natural gradient in the population limits corresponds to
the update:

6us1 < 6~ nduly (T, p (L0, ) (12)

Note that the use of the pseudo-inverse implies that the update in the parameter space happens in the
subspace (Kerdujg)* < R,

3 EMPIRICAL NATURAL GRADIENT AND ANAGRAM

In practice, one cannot reach the population limit and thus Equation (12) is only an asymptotic update.
Nevertheless, we can derive a more accurate update, when we can rely only on a finite set of points
(z;)7_, that is usually called a batch. Following Jacot et al. (2018), we now that quadratic classical
gradient descent update with respect to a batch in the vanishing learning rate limit 7 — 0, rewrites in
the functional space as:

dU|9t
dt

S P
() = = > NTKo, (2, 2:)(up, (1) = :), NTKo(z,y) = Z Opuie (1)) (Ppute ()"

13)

Furthermore, Rudner et al. (2019); Bai et al. (2022) show that under natural gradient descent, the
Neural Tangent Kernel NT K, should be replaced in Equation (13) by the Natural NTK:

NNTKg(z,y) := Z (Opuje(w)) epq(opu|9( N, Go,, 4 = (Opuye, ; (’}qU|gt>H. (14)
1<p,q<P

Asa consequence one may see that the update under natural gradient descent with respect to a batch
(w;)5_, happens in a subspace of the tangent space, namely the empirical Tangent Space:

TYNTEM = Span(NNT Ko (-, 7:) ¢ (z:)1<i<s) < ToM. (15)
Subsequently, Equation (12) can then be adapted to define the empirical Natural Gradient update:
Ore1 < 6, — ndul,, (H%ﬁvw o (vcuwt)> . (16)

Note that this update can be understood from the functional perspective as the standard Nystrom
method (Sun et al., 2015), bridging the gap between our work and the many methods developed
in this field. Nevertheless, the N NT K g kernel cannot be computed explicitly in our case, since it
requires a prioriinverting the Gram matrix, which adds further challenge. With this in mind, we
present a first result, encapsulated in the following theorem, which is one of our main contributions:



]
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Theorem 1 (ANaGRAM). Let us be forall 1 <i < S andforalll <p < P:
$0;p = Opwo(:); VL, = VL, (i) = we(w;) — f(z;) and VeAeUg = SV D(¢e).

PN 1 — — 1
Then: duly (105, VL) = (3 + 15°) (VL — VL0, ) (17)
with: « = = Vp (Ip —11,) VGV II, (nrf/g(;;f/e ) ApUG T i= 3 eel’,
— 1
. = ) - - L .
VL, (v,c(xz) (NNTKg(z:, "), v£>H)1<isS ((HTQL Mvc) (xz)>1sz<s.

A proof of this theorem, as well as a more comprehensive introduction to empirical natural gradient,
. p . . L.
encompassing a détour through RKHS theory, can be found in Appendix C. Note that I3 is an
. . .. . i n J_ . /\l .
interlacing term, intuitively accounting for Im (G9¢9 N (Im¢e ) , while V‘C|U\e is an over-

evaluation term, intuitively accounting for the evaluation of the orthogonal to tangent space part of
the functional gradient. In the following, we show that in some cases those latter terms vanish.

Proposition 1. There exist P points (&;)1<i<p such that féV(ILT)KM = To M. In particular Ie£ =0.

— 1
Proposition 2. If u rewrites as ujg = Ljg o Cjg, with L linear in 0, and f = 0, then v£\u|e =0.
As a first approximation, we can neglect those two terms, yielding the following vanilla algorithm:

Algorithm 1: vanilla ANaGRAM
Input:* u:RY — L%(Q,u) // neural network architecture

e 0peRP // initialization of the neural network

» fel*(Q,u) // target function of the quadratic regression
s (x;)€Q% // a batch in Q

*e>0 // cutoff level to compute the pseudo inverse

repeat
do, — ((}Pu‘et(xi))lgpsP,lgigS // Computed via auto-differentiation

We,, De,, Vg, — SV D(dg,)
Ag, — (Ae,,p if Ag,, > €else O)

VL — (ujg, (@) = f(2) ;g
d@t <« Wet Agt Vaff VE

1<p<P

2
N < argmin Y, (f(xi)—u‘gt,nde (xz)) // Using e.g. line search
neR+  1<i<S ¢

011 < 0y — 1y de,
until stop criterion met

Note that algorithm 1 is equivalent to Gauss-Newton algorithm applied to the empirical loss in
Equation (10) also considered recently in ? with a different setting. Nevertheless, our work aims at a

more general approach, giving rise to different algorithms depending on the approximations of I, eé

— 1
and Vﬁu‘e.One of the pleasant byproducts of the ANaGRAM framework is also that it leads to a
straightforward criterion to choose points in the batch, namely:

(.CL’:{) = Z?rg)n’(lzl;l ‘|H§pan(NNTK9(I,7)1<lSS) (V£) - V‘CHH3 (18)
x;)E

which is amenable to various approximations, subject to further investigations. Taking the best
advantage of this criterion should eventually allow us to use natural gradient in a stochastic setting
while staying close to the convergence rate of the full batch natural gradient as characterized in Xu
et al. (2024). We will now show how ANaGRAM can be applied to the PINNs framework.

4 ANAGRAM FOR PINNS

Generalizing ANaGRAM to PINNs only requires to change the problem perspective.
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4.1 PINNS AS A LEAST-SQUARE REGRESSION PROBLEM

The only difference between the losses of Equation (7) and Equation (10) is the use of the differential
operator D and the boundary operator B in Equation (7). More precisely, PINNs and classical
quadratic regression problems are essentially similar, except that in the case of PINNs we use the
compound model (D, B) o u instead of u directly, where, using the definitions of Equation (5):
RPF — N — 12(Q,00):=L*Q —R,u) x L*(0Q — R,0)
D,B)owu: ’ ’ ’
(D, B)ou { 0 — up — (D[ue) Blup])
The derivation of vanilla ANaGRAM in PINNs context is then straightforward:
Algorithm 2: vanilla ANaGRAM for PINNs
Input:* v:R” - H // neural network architecture

19)

e 0peRP // initialization of the neural network

e D:H—>L*Q—R,u) // differential operator

. B:H—>L2(09—>R,0) // boundary operator

« felL?(Q—R,u) // source term

* geL*Q —R,0) // boundary value

e (zP)eQ // a batch in Q

s (xP)e Q% // a batch in 0Q

*e¢>0 // cutoff level to compute the pseudo inverse

1 repeat
~ P
: | o, < ((%D[uwt](xiD))ffl, (5pB[u‘gt](xF))fjl)p:1 // via autodiff

s | We,,Qe,, V4 <« SVD(de,)
4 Ag, — (Ag,, if Ag,, > eelse O)

= [ (Dlue])(?) )
s | VL < ' L<i<s
((B[uet] ) 1<i<S
o | do, — WA}V VL
2
7| o argmingls Y (f(@P) = Dlue, o @P)) +

neR+ 1<i<Sp
1 B By) : :
255 X (g(:vZ ) — Blwa, —ndo, |(7; )) // Using e.g. line search
1<i<Sp
8 0ii1 — 0, — 1 dg,
9 until stop criterion met

More precisely, this comes from the adaptation of definitions of Section 2.3 as follows:
The image set of the model I' := Im ((D, B) ou) = {(D[up], Blujg]) : 6 € R} = L (€, 0Q)

R — L2(Q,090)

The model differential d((D,B)ou)‘e :{ b e 3P hyd,((D,B)ou)
p=1""PVP ) |9

The tangent space TpI" := Imd((D, B) O“)|9 = {Zf 1 by (0pDlujel, 0pBluje]) : h e RP}

The functional loss £ : v € L*(Q,09) — 1 |v— (f, g)HLQ(Q,EQ)
The functional gradient VLo := VL (D B)ou),p = (((D, B)o U)IG — (f, g)) e L?(Q,09).
PINN’s natural gradient 6,,, — 6, — nd((D, B) o “)\o (H%etF (V[th)>

Appendix C.4 details the slightly more technical definitions of N NT'K and empirical Tangent Space.
We now present the link between PINN’s natural gradient and the operator’s Green’s function.
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4.2 PINNS NATURAL GRADIENT IS A GREEN’S FUNCTION

Knowing the Green’s function of a linear operator is one of the most optimal ways of solving the
associated PDE, since it then suffices to estimate an integral to approximate a solution (Duffy, 2015).
However, this requires prior knowledge of the Green’s function, which is not always possible. Here,
we show that using the natural gradient for PINNs implicitly uses the operator’s Green’s function. In
Appendix D, we briefly recall the main definitions required to state and prove the following theorem:

Theorem 2. Let D : H — L*(Q0 — R, ) be a linear differential operator and v : R — H a
parametric model. Then for all @ € RY, the generalized Green’s function of D on Tg M = Im dug
is given by: for all x,y € §)

grom(@,y) = > Gpue(x) Gf ,0,D[uje](y), (20)
1<p,q<P

with: forall1 < p,q < P

qu = <apD[’U,|9], an[u‘9]>L2(Q—>R,;L) . (21)
In particular, the natural gradient of PINNs defined at the tend of Section 4.1 can be rewritten:
0,01 — 0, — 7 d“ret <x e f 91e, M(T,Y)V L9, (y);u(dy)) , 22)
Q

A few comments should be made about Equation (22). First, if = 1, then the natural gradient can be
understood as the least-square’s solution of D[u] = f at order 1, i.e. in the affine space |9, + Tp, M.
However, it does not hold a priori that:

* Dl[ujg, + To, M] correctly approximates f € L%(Q — R, ).
* ujg, + T, M correctly approximates the image space M = {ujg : 6 € R}

Multiplying by a learning rate 7 « 1 is then essential. In this way, natural gradient can be understood
as moving in the direction of the solution of D[u] = f in the affine space g, + Tp, M, and thus
getting closer to the solution, while expecting that the change induced by this update will improve
the approximation space wg, , + 7o, , M. On the other hand, when we approach the end of the
optimization, i.e. when the space D[ujg, + Tp, M] approximates f “well enough”, while dujg,
approximates “well enough” M, then it is in our best interest to solve the equation completely, i.e.
to take learning rates 7 close to 1. This is why the use of line search in ANaGRAM (cf. line 6 in
Algorithm 2) is essential. We should then conclude that the quality of the solution found by the
parametric model v depends only on:

* How well T' = {D[ug] : 6 € RP} can approximate the source f € L*(Q — R, u).

* The curvature of I". More precisely, if its non-linear structure induces convergence to a
Dlug] such that f — D[ujg] is non-negligible, while being orthogonal to the tangent space
DTy, M].
If we assume now that D is also nonlinear, then all the above analysis also holds for the linear
operators dD),, 0, the difference being that the operator changes at each step. This means that in the
case of non-linear operators, we have to deal with both the non-linearity of D and u, but that does not
change the overall dynamic.

Finally, assuming that both D and w are linear (this is for instance the case when we assume u to be a
linear combination of basis functions, like in Finite Elements, or Fourier Series). Then “learning”
ujg with natural gradient (and learning rate 1) corresponds to solve the equation in the least-squares
sense with a generalized Green’s function.

5 EXPERIMENTS

We test ANaGRAM on four problems: 2 D Laplace equation ; 1+1 D heat equation ; 5D Laplace
equation ; and 1+1 D Allen-Cahn equation. The first three problems comes from Miiller & Zeinhofer
(2023), while the last one is proposed in Lu et al. (2021).

3To our best knowledge, rigorous proof of this phenomenon has yet to be provided. We can therefore only
rely on empirical evidence, which we will detail in Section 5.
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For training, we use multilayer perceptrons with varying layer sizes and tanh activations, along with
fixed batches of points: a batch of size Sp to discretize €2 and a batch of size Sp to discretize 0S2.
The layer size specifications, cutoff factor ¢, values of Sp and Sp, and discretization procedures are
specified separately for each problem. Currently, the cutoff factor is chosen manually and warrants
further investigation.

For these various problems, we display as a function of gradient descent steps, the medians over
10 different initializations, of L? error Er> and test loss Fieg, with shaded area indicating the
range between the first and third quartiles. - is defined as: given test points (z;)5_,, Er2(0) :=

o 20 Juge (i) — (i)
bigger than the €2 batch size Sp, while Ei is the empirical PINNSs loss ¢ of Equation (7), computed
with a distinct set of points, of size 5 times bigger than the 2 batch size Sp. We compare ANaGRAM
to Energy Natural Gradient descent (E-NGD) (Miiller & Zeinhofer, 2023), vanilla gradient descent
(GD) with line-search, Adam (Kingma & Ba, 2014) with exponentially decaying learning-rate
after 10'° steps as in Miiller & Zeinhofer (2023) as well as L-BFGS (Liu & Nocedal, 1989). The
corresponding CPU times are also provided in tables for reference. The code is made avaible at
https://anonymous.4open.science/r/ANaGRAM-3815/ and further implementation
and computation details are provided in Appendix A.1.

2 . . . .
, where u* is a known solution to the PDE and S is taken 10 times

2D Laplace equation : We consider the two dimensional Laplace equation and its solution:

u*(z1,32) = sin(mxy) sin(rza).  (23)

Au = —2n? sin(mrzq) sin(rze) in Q= [0,1]*
u=0 on 09 ’

10° - - 10! - ——
1071~
1072- N B

= n 10 ~_
o 0w _s
c 10 2 107
NCU B 107-
o d

107¢- 10

10-11-
1078 ) 10711 -
10t 102 10° 10° 10! 10 10° 10°
Gradient descent step Gradient descent step
—— ANaGRAM —— Adam —— E-NGD —— GD L-BFGS

Figure 1: Median absolute L? errors and Test losses for the 2 D Laplace equation.

We choose Sp = 900 equi-distantly spaced points in  CpPU time (s) Perstep Full
the interior of 2 and Sp = 120 equally spaced points
on the boundary 0€2 (30 on each side). ANaGRAM, E- ANaGRAM  7.16e-02  1.25e+02

NGD and L-BFGS are applied for 2000 iterations each, ~Adam 1.23e-02  2.44e+02
while GD and Adam are trained for 20 x 103 iterations. E-NGD 1.94e-01  1.88e+02
The network consists of a single hidden layer witha ~ GD 2.07e-02  4.13e+02
width of 32, resulting in a total of P = 129 parameters. ~ L-BFGS 1.95e-01  1.95e+02

The cutoff factor is setto e = 1 x 1076,

1+1D Heat equation : We consider the (1 + 1) dimensional Heat equation and its solution:

Oru — i&mu =0 inQ=][0,1]2 2
u=0 on order = [0,1] x {0,1};  u™(t,z) = exp <_T> sin(wz). (24)
u(0,z) = sin(mz) on dQy = {0} x [0,1]
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10! 102 10° 10° 10 102 10° 10
Gradient descent step Gradient descent step
—— ANaGRAM  —— Adam ENGD —— GD L-BFGS

Figure 2: Median absolute L2 errors and Test losses for the Heat equation.

We choose Sp = 900 equi-distantly spaced points in -
the interior of Q and Sp = 90 equally spaced points ~ CPU time (s)  Per step

Full

on the boundary 02 (30 on 02y and 30 on each side ~ ANaGRAM  1.29e-01 3.78e+02

of 0Qporder). ANaGRAM, E-NGD and L-BFGS are  Agam 2.12e-02  4.15e+02
applied for 2000 iterations each, while GD and Adam  g_NGD 1.78¢-01  4.04e+02
are trained for 20 x 103 iterations. The network consists GD 3.87e-02 7.68e+02
of a single hidden layer with a width of 64, resultingin | _BFGS 1.30e-01  3.91e+02

a total of P = 257 parameters. The cutoff factor is set
toe=1x 1072,

5D Laplace equation : We consider the five dimensional Laplace equation and its solution:

Au=72Y0_ sin(rzy) inQ=[0,1]7
w=Y"_, sin(rxy) on 052

5
; u*(x) = Z sin(may), (25)
k=1

- A =
e s |
9@ @ 107
4 il
105
107
1075 ; | |
10! 102 10° 10 10* 102 10° 10
Gradient descent step Gradient descent step
—— ANaGRAM ~ —— Adam ENGD —— GD L-BFGS

Figure 3: Median absolute L? errors and Test losses for the 5D Laplace equation.

We choose Sp = 4000 uniformly drawn points in the

(26)

interior of 2 and Sp = 500 uniformly drawn points on ~ CPU time (s)  Per step Full
the boundary 0f2. ANaGRAM, E-NGD and L-BFGS ANaGRAM 7.18¢-01 4.88e+02
are applied for 1000 iterations each, while GD and  Agam 6.65e-02 1.29¢+03
Adam are trained for 20 x 10? iterations. The network  E_NGD 6.52e+00  4.96e+03
consists of a single hidden layer with a width of 64, @Gp 2.69e-01 5.38e+03
resulting in a total of PP = 449 parameters. The cutoff | _BRGS 2.96e-01 2.96e+02
factor is set to € = 5.1077 x Agax, Where Ag .y 18
the maximal eigenvalue of ¢y (cf. line 1 of algorithm 2).
1+1D Allen-Cahn equation We consider the (1 + 1) dimensional Allen-Cahn equation:

O — 1073 Oppu — 5(u —u®) =0 inQ =1[0,1] x [-1,1]

u=-1 on Qporder = [0,1] x {—1,1}

u(0,z) = 22 cos(mz) on 0Qg = {0} x [—1,1]
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Figure 4: Median absolute L2 errors and Test losses for the Allen-Cahn equation.

We choose Sp = 900 equi-distantly spaced points in
the interior of 2 and Sp = 90 equally spaced points ;
on the boundary 0f2 (30 on 0€2y and 30 on each side CPU time (s) Per step Full
of 0Qporder)- ANaGRAM and L-BFGS are applied for ~ANaGRAM 6.01e-01  2.16e+03

4000 iterations each, E-NGD for 1000 iterations, while ~ Adam 2.82¢-02 1.18e+03
classical gradient descent (GD) and Adam are trained  E-NGD 1.30e+00 6.52e+03
for 50 x 107 iterations. The network consists of three ~ GD 8.59e-02 4.28e+03
hidden layers with a width of 20, resulting in a total =~ L-BFGS 4.07e-01  1.60e+03

of P = 921 parameters. The cutoff factor is set to
€ = 5.1077 X Agax, Where Ag... is the maximal

eigenvalue of ggg (cf. line 1 of algorithm 2).

Results summary : We demonstrated that our approach can achieve comparable accuracy to Miiller
& Zeinhofer (2023) on linear problems, consistent with the equivalence established in Appendix E,
while maintaining a per-step computational cost at most, reasonably higher than that of Adam.
Excluding Adam and GD, which consistently get stuck at high error levels, the bottom line is that
ANaGRAM consistently outperforms both E-NGD and L-BFGS—often by a significant margin—on
at least one or even both criteria: precision and computation time. The cases where the computation
times of E-NGD and ANaGRAM are similar occur when small-sized architectures are sufficient for
the problem.

6 CONCLUSION AND PERSPECTIVES

We introduce empirical Natural Gradient, a new kind of natural gradient that scales linearly with
respect to the number of parameters and extend it to PINNs framework through a mathematically
principled reformulation. We show that this update implicitly corresponds to the use of the Green’s
function of the operator. We give empirical evidences that this optimization in its simplest form
(vanilla ANaGRAM) already achieves highly accurate solutions, comparable to Miiller & Zeinhofer
(2023) for linear PDEs at a fraction of the computational cost, and with significant improvements for
non-linear equations, for which equivalence of the two algorithms does not hold anymore.

Still, the present formulation of the algorithm has two limitations: one concerns the chosing procedure
of the batch points, which is so far limited to simple heuristics; the second is the hyperparameter
tunning, more specifically the cutoff factor, which is so far chosen by hand, while it may probably be

automatically chosen based on the spectrum of the 59.

L . L L . .
Important perspectives include exploring approximations schemes for terms I (e.g. using Nystrom’s

methods, cf. Sun et al. (2015)) and ﬁlllu‘e (e.g. using Cohen & Migliorati (2017)), introduced in
Theorem 1, the design of an optimal collocation points procedure, coupled with SVD cut-off factor
adaptation strategy for ANaGRAM, as well as incorporation of common optimization techniques,
such as momentum. From a theoretical point of view, it seems particularly important to us to include
data assimilation in this theoretical setting, and understand its regularizing effect, while establishing
connections to classical solvers such as FEMs.
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