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Abstract This study introduces a novel conditional recycle generative adversarial network for facial attribute transfor-

mation, which can transform high-level semantic face attributes without changing the identity. In our approach, we input a

source facial image to the conditional generator with target attribute condition to generate a face with the target attribute.

Then we recycle the generated face back to the same conditional generator with source attribute condition. A face which

should be similar to that of the source face in personal identity and facial attributes is generated. Hence, we introduce a

recycle reconstruction loss to enforce the final generated facial image and the source facial image to be identical. Evaluations

on the CelebA dataset demonstrate the effectiveness of our approach. Qualitative results show that our approach can learn

and generate high-quality identity-preserving facial images with specified attributes.
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1 Introduction

Social media has become popular platforms for the

public to share personal photos. People often apply fa-

cial editing or facial beautification operations to make

photos visually attractive. Facial image manipulation

has become an active research area in computer graph-

ics and computer vision. Users can interactively trans-

form their appearances by stylization[1], compositing[2],

virtual makeup[3-4], etc. In addition, modifying facial

images can also help improve the accuracy of face recog-

nition systems for a few hard facial images[5-7].

Although existing facial image editing methods can

effectively generate virtual appearances for people,

transforming facial features using high-level semantic

attributes remains challenging. The transformation of

facial attributes can help people visualize what they

may look like with different adornments, expressions,

hairstyles, genders and so on. Traditional ways to edit

facial image attributes and acquire realistic results usu-

ally require skilled users with image editing software

such as Adobe Photoshop, or operate by manipulating

patches of existing images[8]. Recently, benefited from

the development of deep learning techniques, many

generative models[9-11] are able to synthesize promis-

ing realistic images. Among these models, generative

adversarial networks (GANs)[12] are one of the most

efficient approaches for image generation.

In this paper, we present a novel framework to au-

tomatically transform the face in a given image to a

new appearance with specified attributes and identi-

cal personal identity. We design a conditional recycle

GAN (CRGAN) for the identity-preserving facial image

transformation to generate realistic and high-quality re-

sults.

Regular Paper

Special Section of CVM 2018

This work was supported by the National Natural Science Foundation of China under Grant Nos. 61672520, 61573348, 61620106003,
and 61720106006, the Beijing Natural Science Foundation of China under Grant No. 4162056, the National Key Technology Research
and Development Program of China under Grant No. 2015BAH53F02, and the CASIA-Tencent YouTu Jointly Research Project. The
Titan X used for this research was donated by the NVIDIA Corporation.

∗Corresponding Author

©2018 Springer Science +Business Media, LLC & Science Press, China



512 J. Comput. Sci. & Technol., May 2018, Vol.33, No.3

In our framework, we first use a conditional genera-

tor to transform a given face to a face with target at-

tributes and use a discriminator to judge whether the

generated face is real and predict its attributes. We

then recycle the generated face back to the same con-

ditional generator and transform it back to a face with

original attributes. We introduce recycle reconstruc-

tion loss to constrain the generated image in the re-

cycle phase to maintain personal facial identity. Our

method is a data-driven approach that directly learns

facial transformation from face datasets with attribute

annotations. After training, the generator learns to

transform a given face image with specified attributes.

Hence, given a facial image and the target facial at-

tributes, the learned generator can transform the given

face into a face with target attributes without chang-

ing face identity. As shown in Fig.1, when we specify a

Black Hair attribute for a black girl face, we modify her

hair color into blond; when we specify an Eyeglasses

attribute, she wears an eyeglass; even when we want

her face to grow a mustache, we only need to simply

specify a Mustache attribute. Therefore, we can expli-

citly manipulate the attributes of a real facial image by

learning CRGANs, and the model may also be generally

applied to other image attributes manipulation tasks.

0
0

…

0
1

1
0

…

0
0

0
1

…

0
0

Original

Blond Hair

Mustache

Eyeglasses

Fig.1. Example of conditional facial image generation from vi-
sual attributes.

The contributions of this paper are summarized as

follows.

• We propose a novel conditional GAN (CGAN)

learning architecture named CRGAN for learning

identity-preserving facial image transformation.

• We propose direct learning from attribute-

annotated facial image datasets without any landmarks

to transform multiple attributes for a given face.

The rest of this paper is organized as follows. Sec-

tion 2 describes related work on facial image manip-

ulation. Section 3 provides a detailed description of

the CRGAN architecture. Section 4 presents a few

experiments to validate the effectiveness of the pro-

posed method in facial image transformation. Finally,

Section 5 provides the CRGAN result analysis and dis-

cusses the limitations and future directions.

2 Related Work

Different approaches are available for face image at-

tribute transformation. Among computational photog-

raphy methods, Kemelmacher-Shlizerman[2] presented

a system that enables automatic synthesis of unlimited

numbers of appearances. The system uses photo and

text queries as inputs. The text descriptions are used

to retrieve related photos via a web image engine. Re-

trieved photo features are then computed and matched

to the input photo. The input face is finally blended

into the highest ranked candidates. Although this

method can produce many impressive results, the lim-

itation lies in retrieved photo quality. The synthesized

photos may occasionally look unnatural and unreal.

Image attributes transformation techniques have

leveraged deep convolutional neural networks in recent

years. Upchurch et al.[13] proposed a data-driven ap-

proach named deep feature interpolation (DFI) for au-

tomatic transformation of high-resolution image. This

method applies a simple linear interpolation between

the source image and target attribute features to obtain

attribute features. A neural network is then trained to

generate an image with the attribute features. The fea-

tures are extracted from the pretrained network that

distinguishes between images with and without those

attributes. Although the method can generate high-

quality transformed images, the apparent limitations

lie in the aligned image requirement and the similarity

of target image to sample images for the pretrained net-

work.

Peraranau et al.[14] proposed an invertible condi-

tional GAN (IcGAN) that learns real image mapping

into a latent space and a conditional representation.

The encoded image latent space and conditional repre-

sentation are used to reconstruct and modify real im-

ages of face conditioning on arbitrary attributes. How-

ever, the approach separates the learning procedure

into several steps. It needs to pretrain the encoder and

then prepares the dataset to train generators. Further-

more, this approach only applies to low-resolution facial

images in 64× 64.
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Yin et al.
[15] proposed a semi-latent GAN that

learns the relationship between user-defined and latent

attributes and between attributes and images to gene-

rate and modify facial images from high-level seman-

tic attributes. The learning framework is novel, but

the results present low quality and are blurry. Liao

et al.[16] transfered visual attributes across images that

may have different appearances but exhibit perceptu-

ally similar semantic structures. This approach can

transfer an image to different domains, whereas our

approach focuses on adding or removing specific at-

tributes. Lu et al.[17] extended CycleGAN[18] to condi-

tional CycleGAN, in which the mapping from X to Y is

subjected to attribute condition. The framework com-

prises two pairs of generators and discriminators: one

is learning to map from high-resolution images to low-

resolution images, and the other is learning to map from

low-resolution images with attribute condition to high-

resolution target images. An additional face verification

loss is introduced into the training process to preserve

facial image identity. This method can generate high-

resolution identity-preserving face images with trans-

formed attributes; however, unrealistic results are occa-

sionally produced. Unlike this approach, our framework

only contains one pair of CGAN and learns to transform

the transformed facial image back to the original one.

Recently, Choi et al.[19] proposed StarGAN that can

learn and perform image-to-image translations for mul-

tiple domains using a single model. Their approach is

similar to ours which contains one pair of the genera-

tor and discriminator and uses reconstruction loss to

train the generator. The difference lies on how to in-

troduce attribute conditions into the generator. Star-

GAN concatenates the attribute vectors to the input

facial images of the generator, while our method con-

catenates the attribute conditions to the bottleneck fea-

tures. StarGAN also allows to simultaneously train

multiple datasets with different domains within a single

network.

Our approach ameliorates the limitations of pre-

viously mentioned approaches. Moreover, this ap-

proach does not require specifically pretrained network,

or multi-scale transformation from low-resolution im-

ages to generate high-resolution images. Our CRGAN

framework is simple and can transform high-quality im-

ages that are realistic and natural.

3 Method

We describe our approach for facial image attribute

transformation with CRGAN in detail in this section.

First, we introduce several GAN architectures related

to our approach. Second, we describe the CRGAN

framework. Finally, we summarize the full objective

of CRGAN.

3.1 Related GAN Architectures

A GAN[12] comprises two neural networks, namely,

a generator G and a discriminator D, which are ite-

ratively trained in a two-player minimax game manner

to learn to generate samples that are similar to real

data samples. GAN is optimized using the adversarial

loss L (G,D) defined as

min
G

max
D

L(G,D)

= Ex∼pdata(x)(logD(x)) +

Ez∼pz(z)(log(1−D(G(z)))), (1)

where pdata(x) is the distribution of real data and pz(z)

is a prior distribution (usually a standard Gaussian dis-

tribution). The parameters of generator G and discrim-

inator D are iteratively updated in training. For image

generation, it draws a sample z ∼ pz(z) from the prior

distribution and then transforms it through the gener-

ator to obtain images G(z).

CGAN[20] is a conditional version of GANs, which

can be constructed by feeding additional information c

both the generator and discriminator condition on. In

this way, the generated samples can be directly con-

trolled by a specified condition. The objective function

of CGAN is formulated as follows:

min
G

max
D

L(G,D)

= Ex∼pdata(x)(logD(x|y)) +

Ez∼pz(z)(log(1 −D(G(z|y)))),

where y denotes the additional information conditions

for the generator and the discriminator. Condition y

could be any type of auxiliary information, such as class

labels or features from other modalities. Other nota-

tions are similar to those in (1).

Auxiliary classifier GAN (AC-GAN)[21] is another

variant of the GAN architecture. Apart from noise z,

every generated sample in AC-GAN has a correspond-

ing class label denoted as c ∼ pc(c). The generator is

similar to that in CGAN which uses c and z to generate

images Xfake = G(c, z). However, the discriminator

produces a probability distribution over images P (S|X)

and a probability distribution over class labels P (C|X).

The objective function comprises the log-likelihood of
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the correct source image LS and the log-likelihood of

the correct class LC as follows:

LS = Ex∼pdata(x)(logP (S = real|x)) +

Ex∼pfake(x)(logP (S = fake|x)),

LC = Ex∼pdata(x)(logP (C = c|x)) +

Ex∼pfake(x)(logP (C = c|x)).

The discriminator is trained to maximize LS + LC ,

whereas the generator is trained to maximize LC −LS .

The goal of CycleGAN[18] is to learn mapping func-

tions between two domains X and Y given training

samples {xi}
N

i=1 ∈ X and {yj}
M

j=1 ∈ Y , respectively.

The translations X → Y and Y → X are simulta-

neously learned with two generators and two discrimi-

nators. Unlike pix2pix[22] which requires paired train-

ing data, CycleGAN only needs unpaired training data.

Hence, cycle consistency loss is proposed to enforce

forward-backward consistency which ensures that the

image translation cycle for each image x from domain

X can translate x back to the original image. With

cycle consistency, the objective function of CycleGAN

is defined as:

L(G,F,DX , DY )

= LGAN(G,DY , X, Y ) + LGAN(F,DX , Y,X) +

λLcyc(G,F ),

where Lcyc(G,F ) = Ex∼pdata
(x) ‖ F (G(x)) − x ‖1

+ Ey∼pdata
(y) ‖ G(F (y))−y ‖1 is the cycle consistency

loss, and LGAN(G,DY , X, Y ) and LGAN(F,DX , Y,X)

are the adversarial losses for translations X → Y and

Y → X , respectively.

Motivated by CycleGAN, we combine CGAN and

ACGAN in our work to construct an adversarial

training architecture that can directly learn from fa-

cial image datasets and transform input facial images

with specified conditional semantic attributes without

changing the person’s face identity.

3.2 Conditional Recycle Generative

Adversarial Network

Our goal is to learn a generation network of high-

resolution facial images that can transform a given fa-

cial image by specifying high-level semantic attributes

with unchanged facial identity. We accordingly design

a novel generative adversarial learning network archi-

tecture to realize this goal, as illustrated in Fig.2. The

model comprises two transformation phases but with

one conditional generator and one adversarial discrim-

inator, because the parameters of the generator and

discriminator in the two phases are shared.

We regard the facial images with target attributes

as real samples and the generated facial images with

target attributes as fake samples to train the attribute

conditional GAN network. Thus, in the first transfor-

mation phase, the conditional generator attempts to

transform the original facial image x with condition cy

x

x

ycy

G↼x֒cy↽

cx

Discriminator

Discriminator

Reconstruction Error
||G↼G↼x֒cy↽֒cx↽֓x||

G↼G↼x֒cy↽֒cx↽

Generator

Generator

Real/Fake

Real/Fake

Multi-Label
Classification

Multi-Label
Classification

Fig.2. Overview of our CRGAN architecture for facial image attribute transformation. The generators and discriminators in two phases
share the same weights.
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to generate facial image G(x, cy) with cy attributes.

The discriminator D aims at distinguishing between

generated image G(x, cy) with attribute cy and real

image y with attribute cy. Simultaneously, we use a

multi-label classification loss to predict the attributes

contained in the facial images to explicitly preserve fa-

cial attributes. We define the conditional auxiliary clas-

sifier adversarial loss for this phase as follows:

LGAN1
= Ey,cy∼preal(y,cy) log(D(y)) +

Ex,cy∼pfake(x,cy)(log(1−D(G(x, cy)))),

LC1
= Ey,cy∼preal(y,cy)H(P (y), cy) +

Ex,cy∼pfake(x,cy)H(P (G(x, cy)), cy), (2)

where LGAN1
denotes the generative adversarial loss.

P (y) and P (G(x, cy)) denote the probability vectors

for each attribute of real and generated facial images,

respectively. H(P (y), cy) is the cross entropy loss be-

tween the probability of real facial image attributes

and target labels, and H(P (G(x, cy), cy) is the cross

entropy loss between the probability of generated fa-

cial image attributes and target labels. A facial image

usually contains several attributes; thus, LC1
denotes

multi-label classification loss. The training of the dis-

criminator to minimize LC1
guides the discriminator in

discerning attribute features. The training of the gen-

erator to minimize LC1
guides the generator to produce

images with target attributes.

The first phase of adversarial training can, theo-

retically, learn mapping G that produces facial images

identically distributed as target attribute facial image

domains. A network with a sufficiently large capacity

can map the same set of input images to any random

permutation of images in the target domain[18]. How-

ever, training in practice with only the first phase losses

(2) usually produces identical facial images with incon-

spicuous attributes modification. Therefore, the first

phase losses alone cannot achieve our goal. We intro-

duce the recycle generative adversarial learning phase

to transform facial image attributes with evident mod-

ifications and without modifying personal identity. In

this phase, we recycle conditionally generated images

G(x, cy) as inputs back to the same adversarial training

network. However, we use cx, which is the attributes

of facial image x, as the condition. The generated fa-

cial images are then denoted as G(G(x, cy), cx). We

enforce the facial images through the two transforma-

tion phases should be recycle-consistent, which means

x → G(x, cy) → G(G(x, cy), cx) ≈ x. Hence, we de-

fine the losses for this phase as follows:

LGAN2
= Ex,cx∼preal(x,cx) log(D(x)) +

Ex,cy,cx∼pfake(x,cy,cx)

(log(1−D(G(G(x, cy), cx)))),

LC2 = Ex,cx∼preal(x,cx)H(P (x), cx) +

Ex,cy,cx∼pfake(x,cy,cx)

H(P (G(G(x, cy), cx)), cx),

Lrecyc = Ex,cy,cx∼pdata(x,cy ,cx)

(‖ G(G(x, cy), cx)− x ‖1),

where LGAN2 and LC2 are the adversarial and multi-

label classification losses, respectively, which are similar

to those in the first phase. Lrecyc is the recycle recon-

struction loss. We use L1 distance to measure the diffe-

rence between the generated facial images through the

two phases with the original image. The minimization

of this reconstruction loss aims to maintain the identity

of transformed facial images.

We add an anisotropic total variation loss[23] to

slightly smooth the generated facial images. The loss is

defined for the transformed facial image G(x, cy) and

the recycled facial image G(G(x, cy), cx). We define

z = [zij ] = G(x) as

LTV (z) =
∑

i,j

((zi,j+1 − zi,j)
2 + (zi+1,j − zi,j)

2)
B
2 ,

where we set B = 2 in all our experiments.

3.3 Full Objective

In summary, the full objective is formulated as:

L(G,D) = LGAN1
+ LGAN2

+ LC1
+ LC2

+

λLrecyc + βLTV,

where λ and β control the relative importance of diffe-

rent objectives. We aim to solve:

G∗, D∗ = argmin
G

max
D

L(G,D),

which is a minmax optimization problem that requires

careful optimization. The full objective is trained in

the standard adversarial training scheme[12]. Notably,

the parameters of the generator and the discriminator

are shared in the two phases. Therefore, the gradients

computed from their corresponding objectives are accu-

mulated. We first update the discriminator parameters

via maximizing

LGAN1
+ LGAN2

+ LC1
+ LC2

.
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We second maintain the discriminator fixed and up-

date the generator parameters via minimizing

LGAN1 + LGAN2 − LC1 − LC2 + λLrecyc + βLTV.

Finally, we train the model by iterating this alternative

process.

Moreover, the generator and the discriminator of

our CRGAN have a special internal neural network

structure, which will be elaborated in Section 4.

4 Implementation and Experiments

We demonstrate in this section the efficacy of our

method in controlling the transformation task of fa-

cial image semantic attributes. First, we introduce the

experimental datasets. Second, we describe the im-

plementation of our architecture and training details.

Third, we demonstrate both the single and multiple at-

tributes facial image transformation results. Finally, we

qualitatively compare the results with those of IcGAN

and StarGAN and discuss the limitations of our model.

4.1 Experimental Dataset

We conduct the experiments on the CelebA

dataset[24] which contains 202 599 facial images of

celebrities with shape 178 × 218, and 40 different at-

tribute labels, where each label is a binary value. We

use facial images with 17 selected attributes for our

experiments because the number of facial images with

a few attributes is relatively small while a few at-

tributes are not visually evident. The selected facial at-

tributes are as follows: Bald, Bangs, Black Hair, Blond

Hair, Gray Hair, Brown Hair, Mustache, Pale Skin,

Smiling, Eyeglasses, Gender, Bushy Eyebrows, Attrac-

tive, Young, Heavy Makeup, Wearing Hat, and Nar-

row Eyes. We use a standard training and evaluation

dataset split on aligned and cropped version and select

the facial images with at least one of the 17 attributes.

Hence, 182 111 images for training and 19869 images

for evaluation are selected.

4.2 Implementation and Training Details

We adopt the architecture of the network in [22]

to build our CRGAN framework. We use U-Net[25]

architecture as our conditional generator, which is an

encoder-decoder structure that allows low-level infor-

mation to shortcut across the network, thereby leading

to improved results. We illustrate the general shape of

the conditional U-Net in Fig.3.

Attributes Condition

Encoder

Conditional U-Net Generator

Decoder

Fig.3. Illustration of conditional U-Net generator general struc-
ture. The black arrow represents skip connections between the
encoder and the decoder. The overlap in the decoder indicates
the concatenation of features. The yellow block denotes the la-
tent representation, and the red block is the attribute condition
vector.

We let Ck denote a Convolution-BatchNorm[26]-

Leaky ReLu[27] layer in the encoder with k filters. The

slope of Leaky-ReLu is 0.2. Convolutions use a kernel of

size 5×5, with a stride of 2 and “SAME” padding; thus,

each layer of the encoder divides the size of its input

by 2. The input images have a shape of 128× 128× 3.

The encoder comprises the following seven layers:

C64 − C128 − C256 − C512 − C512 − C512 − C512.

Consequently, the latent representation of an image

is a feature map with a size 512×1×1. We then use one-

hot vectors to encode attributes of facial images and

concatenate them to the latent representations. DCk

is denoted as a Deconvolution[28]-BatchNorm[26]-ReLu

layer in the decoder with k filters. The U-Net structure

concatenates the encoder features to the corresponding

decoder layers because skip connections exist between

the encoder and the decoder. Hence, the decoder com-

prises the following seven layers:

DC64×2 −DC128×2 −DC256×2 −DC512×2 −

DC512×2 − C512×2 − C512×2.

We use fcn to denote the fully-connected layer with

n hidden units. The discriminator is a five-Convolution-

BatchNorm-Leaky ReLu layer neural network, followed

by two fully-connected layers branches. One branch is

a fully-connected layer with an output size of 1, which

is used to discriminate a real/fake image. The other

branch is a fully-connected layer with an output size

of 17, which is used to predict the probability for each

attribute. The discriminator is described as follows:

C64 − C128 − C256 − C374 − C512 − fc1,
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C64 − C128 − C256 − C374 − C512 − fc17,

where the convolutional layers share the same weights.

Our method is implemented with a deep learning

framework, namely, Tensorflow[29]. For preprocessing,

we resize the images to 128×128, which is also the reso-

lution used in all results presented in this paper. Image

values are normalized to [−1, 1]. We do not perform

any other data augmentation on training images. All

models are trained with stochastic gradient descent al-

gorithm with Adam[30] solver by using a learning rate of

0.000 2, β1 = 0.5, and a batch size of 96. We set the hy-

perparamters of recycle reconstruction loss λ = 0.000 1

and the total variation loss β = 0.000 1. The train-

ing procedure follows the training scheme described in

Subsection 3.3. The experiment takes approximately

10 hours of training on a single Pascal Titan X GPU

and consumes around 8 Gb (Gigabit) GPU memory.

All results presented in this paper or used for evalua-

tion are taken from a validation set.

4.3 Single Attribute Transformation

We evaluate the performance of facial image trans-

formation by changing one attribute, as shown in the

results in Fig.4. Notably, a few inherent difficulties ex-

ist among some attributes. For example, the facial at-

tributes, Bald and Wearing Hat, and Bald and Hair

Style, conflict with each other. A few attributes may

not generate distinguishable changes, such as Attrac-

tive, Young, Heavy Makeup. Hence, we show evident

transformed facial results with one attribute modified

in their corresponding attribute conditions in Fig.4.

Clearly, the transformed results conditioned on at-

tributes, such as Bangs, Black Hair, Blond Hair, Mus-

tache, Smiling, Narrow Eyes, are convincing. For each

row, the facial identity is well preserved. The target

attributes can be either added to the face or removed

from the face.

4.4 Multi-Attribute Transformation

We present the capability of our model to simulta-

neously modify multiple attributes in Fig.5. Fig.5(a)

presents the original facial images. Fig.5(b) jointly

modifies Blond Hair, Bangs, and Eyeglasses. Fig.5(c)

jointly modifies Black Hair, Smiling, and Narrow Eyes.

Fig.5(d) jointly modifies Black Hair, Pale Skin, and

Bushy Eyebrows. Fig.5(e) jointly modifies Blond Hair,

Mustache, and Gender. Bangs are modified in the same

color with Blond Hair. A female face is transformed

into a male-like face with mustache and blond hair. The

transformed face can still be recognized as the same per-

son as before. Even in these difficult settings, our model

can still generate convincing identity-preserving facial

images with multiple modified attribute conditions.

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n)

Fig.4. CRGAN results of one attribute modification on a given facial image. Each row is the same face with different modified at-
tributes. (a) Original facial image. The followings are facial images with modified attributes: (b) Bald, (c) Bangs, (d) Black Hair, (e)
Blond Hair, (f) Gray Hair, (g) Brown Hair, (h) Mustache, (i) Pale Skin, (j) Smiling, (k) Eyeglasses, (l) Gender, (m) Bushy Eyebrows,
and (n) Narrow Eyes.
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(a) (b) (c) (d) (e)

Fig.5. CRGAN results of simultaneous multiple attribute modi-
fication on given face images. (a) Original facial images. (b)
Jointly modifying Blond Hair, Bangs, and Eyeglasses. (c) Jointly
modifying Black Hair, Smiling, and Narrow Eyes. (d) Jointly
modifying Black Hair, Pale Skin, and Bushy Eyebrows. (e)
Jointly modifying Blond Hair, Mustache, and Gender.

4.5 Comparison

We qualitatively compare our results with those of

IcGAN and StarGAN to verify the efficacy of our ar-

chitecture, as illustrated in Fig.6. Evidently, our re-

sults have three advantages over IcGANs. First, the

transformed facial images in our approach have a higher

resolution of 128× 128 than those in IcGANs (that is,

64×64). Central crop operation on the faces is also un-

necessary. Second, our results have better visual quality

and salient attributes modification. Third, our results

have never changed facial identity. When compared

with StarGAN which is the state-of-the-art approach,

our results also exhibit competitive visual performance.

We both have distinct facial attributes transformation

results.

5 Analysis and Discussion

We demonstrate the diversity and adaption of con-

ditional attribute results transformed by our CRGAN

(a)

CRGAN

IcGAN

StarGAN

CRGAN

IcGAN

StarGAN

CRGAN

IcGAN

StarGAN

(b) (c) (d) (e) (f) (g) (h) (i) (j)

Fig.6. Qualitative results comparison of CRGAN, IcGAN and StarGAN. (a) Original facial images. The followings are facial images
with transformed attributes: (b) Bald, (c) Bangs, (d) Black Hair, (e) Blonde Hair, (f) Eyeglasses, (g) Heavy Makeup, (h) Gender, (i)
Pale Skin, and (j) Smiling.
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in Fig.7. We use Bangs and Smiling attributes as ex-

amples.

(a)

(b)

(c)

Fig.7. Diversity of facial attribute transformation. (a) Original
facial images. (b) Transforming Bangs attribute. (c) Transform-
ing Smiling attribute.

By adding the Bangs attribute to the input faces,

we can see that for different hair styles and hair colors,

the conditional generator can generate different kinds of

bangs to suit different faces. The generated bangs are

also influenced by the original face styles. For different

female and male faces, although these different kinds of

bangs are not explicitly annotated in the dataset, CR-

GAN can generate straight bangs, angled bangs, curled

bangs, and tilted bangs. By adding Smiling attribute

to the input faces, CRGAN not only simply opens the

mouth of the face, but also controls muscles in the face

and modifies the shape of the eyes. Therefore, the

transformed facial images are natural and realistic.

Exploring the approach of CRGAN in learning fa-

cial image transformation with target attributes in an

identity-preserving way is interesting. Although the fa-

cial images are all aligned in the datasets, numerous

irregular faces are still blurry, inclined and side faces.

Moreover, the faces in the training dataset are not seg-

mented into semantic components, such as hair and jaw;

we only use weak attribute annotations. From our per-

spective, we consider that CRGAN can gradually learn

the relationships between weak attribute annotations

and their corresponding regions. The textures of the

attribute corresponding regions are controlled by the

specified attribute conditions.

Although our method can achieve many compelling

results in various cases, the results are still not uni-

formly consistent. In previous work[18,22-23,31-32], vari-

ant GANs can successfully transform a given image to

a target style domain, but the transformation mostly

involves image color and texture changes. Succeed-

ing in making meaningfully geometric deformation for

an image object remains difficult. In our CRGAN

model, the learned conditional generator can make a

few small appearance transfigurations such as Smiling,

Bushy Eyebrows, Bangs, and Narrow Eyes with the

help of weakly supervised attribute labels. However,

successfully transforming the attributes, such as Wear-

ing Hat and Eyeglasses, is still difficult because these

attributes require a considerable extent of deformation.

As shown in the failure cases in Fig.8, the failure case

in adding eyeglass usually leads to the addition of two

black blocks on the eyes or two dark circles around the

eyes. Meanwhile, the transformed results are unsatis-

factory for the addition of wearing a hat which requires

a considerable large extent deformation.

(a) (b) (c)

Fig.8. Failure cases for geometric deformation attribute trans-
formation. (a) Original facial image. (b) Transforming Eye-
glasses attribute. (c) Transforming Wearing Hat attribute.

6 Conclusions

In this paper, we proposed CRGAN for learning

identity-preserving high-quality facial image transfor-

mation task. Our main contribution lies in utiliz-

ing conditional generator and recycle reconstruction

loss to build a GAN learning framework that can di-

rectly learn from facial images with multiple attributes.

Our framework is clearer and simpler than other rele-

vant methods[14-15,17] and can generate single attribute

and multi-attributes transformation. Furthermore, our
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method is a general method that can be easily extended

to other attribute transformation tasks. In the future,

we will improve the CRGAN capability in geometric

deformation for image objects and apply it to other

general image editing problems.
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