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Abstract001

Large language models (LLMs) often succumb002
to users’ viewpoints when faced with conflict-003
ing perspectives. We identify two key biases004
underlying this issue : stance homogeneity bias005
and human preference bias. To address these006
biases, we propose a novel two-stage train-007
ing framework: Multi-stance Discussion Sam-008
pling and Truth Alignment Training (MDTA).009
First, we introduce an equal multi-stance dis-010
cussion framework to automatically generate011
multi-model discussion datasets. Based on this012
framework, we construct the first and largest013
multi-model fair discussion dataset named Eq-014
Discussion for supervised fine-tuning, reduc-015
ing stance homogeneity bias. Second, we op-016
timize Reinforcement Learning from Human017
Feedback (RLHF) to align with discussion cor-018
rectness, mitigating human preference bias. Ex-019
tensive experimental results demonstrate that020
MDTA effectively reduces both biases and sig-021
nificantly enhances the performance of LLMs022
across a variety of downstream tasks, including023
reading comprehension, logical reasoning, and024
social question answering. Furthermore, we ob-025
serve that MDTA improves the generalization026
capabilities of LLMs, leading to substantial027
performance improvements in non-discussion028
scenarios and on out-of-domain datasets.029

1 Introduction030

Psychological research underscores the benefits of031

diverse discussions for enhancing creativity (Han032

et al., 2021), and recent work explores using mul-033

tiple large language models (LLMs) to solve com-034

plex problems through mutual discussions (Du035

et al., 2023; Liang et al., 2023). However, LLMs’036

limited critical thinking hinders productive discus-037

sions. Existing studies (Wang et al., 2024; Ranaldi038

and Pucci, 2023) identify two key challenges: (1)039

LLMs find it difficult to reach coherent conclusions040

and are easily disrupted by divergent perspectives,041

and (2) they tend to conform to incorrect user view-042

points, failing to provide constructive feedback.043

Figure 1: The provided examples illustrate the impact of
human preference bias and stance homogeneity bias on
LLM performance. The accuracy histogram indicates
that the stance of the discussants significantly influences
the performances of the LLM.

These challenges elevate the user’s authority, creat- 044

ing inequality in discussions that impairs problem- 045

solving capabilities (Maltz, 2000; Edgren, 2003). 046

We illustrate these issues in Figure 1.1 In Figure 047

1 (a), the LLM abandons its correct answer to align 048

with a user’s incorrect viewpoint, while in Figure 1 049

(b), it fails to reach a conclusion due to interference 050

from erroneous information. To further investi- 051

gate these challenges, we conducted experiments 052

across multiple datasets to evaluate whether a LLM 053

can produce correct results when users with differ- 054

ing opinions engage in discussions. Figure 1 (c) 055

and (d) demonstrate that the accuracy of the LLM 056

significantly reveals to less than half of the ideal 057

situation when users hold incorrect opinions. We 058

1The examples and results are from testing GPT-4 Turbo,
which is one of the best LLMs in the world.
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posit that the fundamental cause of the issues lies in059

two biases inherent in the training process: stance060

homogeneity bias and human preference bias.061

Stance homogeneity bias is defined as the lack of062

opposing viewpoints in LLM training data, which063

is the root cause of challenge (1). Most tasks064

lack challengers presenting dissenting perspectives,065

as evidenced by technical reports on models like066

LLaMA (Touvron et al., 2023a,b), which show that067

over 90% of supervised fine-tuning (SFT) data con-068

tain only a single stance or answer. This absence of069

conflicting viewpoints leaves LLMs ill-equipped to070

handle opposing perspectives during discussions,071

impairing their ability to process such content ef-072

fectively .073

Human preference bias is defined as the ele-074

vated authority assigned to human input during075

training, which is the fundamental cause of chal-076

lenge (2). Reinforcement learning from human077

feedback (RLHF) learns the reward model from078

human-annotated preference data, consequently in-079

heriting human biases. Psychological studies and080

RLHF research (Wang et al., 2024) reveal that hu-081

mans often reject viewpoints that challenge their082

own, even when incorrect. This entrenches a ten-083

dency in LLMs to overly prioritize user input, lead-084

ing them to favor user perspectives regardless of085

their validity.086

To mitigate the above two biases in LLMs, we087

propose a novel training framework: Multi-stance088

Discussion Sampling and Truth Alignment Train-089

ing (MDTA). MDTA comprises two integrated090

stages: (1) The Multi-stance Discussion Sampling091

(MD) stage primarily addresses the stance homo-092

geneity bias in LLM training. We design an egal-093

itarian and comprehensive multiagent discussion094

scenario and sample a large amount of multistance095

discussion training dataset named Eq-Discussion.096

Through the free discussion of agents, we can sim-097

ulate the discussion process in real-world scenar-098

ios where diverse viewpoints converge, thereby099

reducing stance homogeneity bias. (2) The Truth100

Alignment Training (TA) stage primarily addresses101

the human preference bias. We design a unique102

RLHF training method to help the model gain feed-103

back from the ground truth of the discussion pro-104

cess instead of human preference. This process105

encourages the model to critically examine the106

user’s perspective, thus reducing human preference107

bias. MDTA can be applied to existing open-source108

LLMs to directly enhance their performance in dis-109

cussion scenarios, as well as used to build entirely110

new discussion-enhanced LLMs from scratch. 111

To thoroughly test the severity of LLMs’ human 112

preference bias and stance homogeneity bias, we 113

design two experiments: (1) challenger experiment 114

and (2) self-discussion experiment. Besides, we 115

also introduce a metric, namely correct agreement 116

rate (CAR) to quantitatively evaluate these biases. 117

Extensive experiments on four datasets demon- 118

strate that MDTA effectively mitigates both biases, 119

enabling the model to think critically and identify 120

correct answers across varying perspectives. This 121

leads to significant improvements in downstream 122

tasks, achieving state-of-the-art (SOTA) results in 123

domains such as reading comprehension, logical 124

reasoning, and social QA through self-discussion. 125

Additionally, MDTA enhances model generaliza- 126

tion, boosting performance in non-discussion sce- 127

narios and on out-of-domain data. 128

The contributions of this paper are as follows: 129

• To the best of our knowledge, we are the first 130

to address and evaluate both human prefer- 131

ence bias and stance homogeneity bias in the 132

context of LLM participation in discussions. 133

• We propose a novel LLM training framework, 134

MDTA, and create a large-scale, unbiased dis- 135

cussion dataset to mitigate both biases. 136

• Models enhanced by our MDTA framework 137

achieve superior performance across a wide 138

range of downstream tasks and scenario. 139

2 Method 140

2.1 Problem Definition 141

Task formulation. We propose a simple LLM 142

discussion task formulation. Specifically, given a 143

question Q and n candidate answers set A, differ- 144

ent agents provide m distinct answers S, and then 145

engage in a discussion through a framework F to 146

arrive at the final answer Ã. The discussion frame- 147

work F is a set of heuristic discussion rules that 148

govern the action of agents. Formally, F is defined 149

as follows: 150

F = {(roundi, agenti, actioni)}ni=1 (1) 151

Here, roundi denotes the discussion round, 152

agenti represents the speaking agent, and actioni 153

refers to the agent’s heuristic instruction, such as re- 154

buttal or summarization. Depending on the specific 155

implementation of F , heuristic instructions can be 156
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Figure 2: The figure presents the detailed schematic digram and comparison of MDTA and original training process.

formulated as specialized prompts or configura-157

tions. Our objective is to maximize the likelihood158

that the final answer Ã is the correct answer.159

2.2 The Propose of MDTA160

To address the human preference bias and stance161

homogeneity bias, we design the MDTA training162

framework, which consists of two stages: Multi-163

stance Discussion Sampling and Truth Alignment164

Training. A schematic diagram of the entire MDTA165

process is shown in Figure 2.166

2.3 Multi-stance Discussion Sampling167

To reduce stance homogeneity bias by supplement-168

ing missing challengers and detractors, we create169

an equal and comprehensive multiagent discussion170

framework F to automatically construct large-scale171

unbiased discussion datasets.172

To fully leverage multi-stance discussion abili-173

ties, we design a multi-agent discussion framework174

F to generate discussion data examples inspired175

by brainstorming. Brainstorming is an egalitarian176

group discussion where participants spontaneously177

propose various ideas to address actual problems178

(Al-Samarraie and Hurmuzan, 2018). Studies have179

shown that during brainstorming, participants natu-180

rally assume three roles: proponents, challengers,181

and summarizers (Ivanova et al., 2020). Propo-182

nents introduce a variety of stances or viewpoints,183

challengers test the validity of each viewpoint, and184

summarizers provide the final conclusion.185

We emulate these three roles by designing three186

corresponding actions for agents: proposition, free187

discussion, and summarization. Detailed defini-188

tions and settings are provided in Appendix A.189

The proposition and free discussion stages incorpo-190

rate multiple stances and challengers, thereby mit-191

igating stance homogenization bias. Meanwhile,192

the summarizer in the data construction phase is193

prompted with the ground truth, ensuring data con-194

vergence and effectively addressing challenge (1). 195

Our proposed discussion framework F with N 196

rounds and M agents is described as follows 2. 197

• Round: 1st, Action: Proposition. All partici- 198

pating agents will generate a natural language 199

proposition P based on their initial answers S, 200

including supporting evidence and reasoning 201

for their answers. 202

• Round: 2nd to (N − 1)th, Action: Free dis- 203

cussion. All participating agents take turns to 204

speak, each participatingMi generate a natu- 205

ral language response R based on the previous 206

discussion history, to refute or concede. 207

• Round: N th, Action: Summary. A selected 208

agent acts as the judge and, based on all propo- 209

sitions P and responses R, summarizes the 210

final answer Ã. 211

With the help of the framework, we can automati- 212

cally construct large-scale unbiased discussion data 213

for any domain and task. Utilizing GPT-4 turbo as 214

the base model, we constructed Eq-Discussion, the 215

first and largest multi-model egalitarian discussion 216

dataset. It contains over 200,000 dialogues and 100 217

million tokens. Detailed dataset statistics, exam- 218

ples, agent prompts and quality control methods 219

are provided in Appendix A and Appendix B. The 220

resulting Eq-Discussion dataset can be formally 221

represented as D = {Pi, Ri, Ãi}|D|
i=1. 222

During the training process, we introduce 223

SFT approach for stance homogenization de- 224

biasing.The loss function for this stage is: 225

L = − logP (A|P,R)−
N−1∑
t=1

logP (Rt|P,R<t)

(2)

226

2In the data construction and experiments of this paper, M
is set to 2, representing a one-on-one discussion scenario.
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2.4 Truth Alignment Training227

Reinforcement learning from human feedback228

(RLHF) is the mainstream paradigm to align LLMs229

with human preferences (Ouyang et al., 2022).230

However, numerous studies (Wang et al., 2024;231

Wei et al., 2023) have shown that humans often232

dislike statements that challenge their own views,233

even if those views are incorrect. This preference234

may be amplified by RLHF, leading to a human235

preference bias. To address this issue, we modify236

the learning objective of RLHF from aligning with237

human preferences to aligning with ground truth,238

proposing Truth Alignment Training (TA).239

Instead of using the original PPO or DPO meth-240

ods (Ouyang et al., 2022; Stiennon et al., 2020), we241

employ KTO as the reinforcement learning algo-242

rithm for the RLHF process. The KTO algorithm243

(Ethayarajh et al., 2024) uses Kahneman-Tversky244

theory of human utility, which better aligns with245

human corrections for loss aversion. The DPO246

and PPO algorithms use cross-entropy loss to learn247

directly from human preference data. However,248

Kahneman and Tversky’s Prospect Theory (Tver-249

sky and Kahneman, 1992) illustrates that humans250

are notably loss-averse, leading to distorted data251

annotations such as aversion to challengers afore-252

mentioned. The KTO algorithm adjusts reward253

optimization using the Kahneman-Tversky model,254

aligning it more closely with genuine human pref-255

erences and thereby reducing the impact of human256

preference bias on training. The standard KTO al-257

gorithm uses human annotations to determine the258

acceptability of each data sample. To further elimi-259

nate human preference bias, we employ rule-based260

ground truth alignment to automatically label RL261

data samples, inspired by DeepSeek-R1 (Guo et al.,262

2025).263

Given the base model named πθ(·|x) and dataset264

D = {Pi, Ri, Ãi}|D|
i=1, we sample k examples from265

D as RL training dataset DRL. We design the ac-266

ceptability function aφ(Pi, Ri, Ãi) as a rule-based267

piecewise function: the acceptability is True when268

the model produces the correct answer, and False269

when the model produces an incorrect answer.270

aφ(Pi, Ri, Ãi) =

{
T, Ãi = Ai

F, Ãi ̸= Ai

(3)271

During the RL phase, we follow the KTO train-272

ing setting, which can be described as below. To273

simplify the equation, we denote (Pi, Ri, Ãi) as y274

LKTO(πθ, πref) = Ex,y∼D[λy − v(x, y)] (4) 275

where 276

rθ(x, y) = log
πθ(y|x)
πref(y|x)

(5) 277

z0 = KL(πθ(y′|x)∥πref(y
′|x)) (6) 278

v(x, y) =

{
λDσ(β(rθ(x, y)− z0)) if aφ(y) = T

λUσ(β(z0 − rθ(x, y))) if aφ(y) = F

(7)

279

2.5 Training Process of MDTA 280

To integrate Multi-stance Discussion Sampling 281

with Truth Alignment Training into a complete 282

MDTA training framework, we introduce an al- 283

gorithm for the whole training process of MDTA, 284

shown in Algorithm 1. 285

Algorithm 1: Training MDTA framework
input :Question Q, agent modelMa and

base modelMθ

output :Mutistance unbiased discussion
dataset D and Updated modelMθ′

1 // Multi-stance Discussion Sampling
2 for each batch in epoch do
3 for each sample D in batch do
4 P,R,A←Ma(Q);
5 P̃ , R̃, Ã←Mθ(Q);
6 L ← f({P̃ , R̃, Ã}, {P,R,A});
7 Minimize loss L and update parameters

θ ← θ′;
8 // Truth Alignment Training
9 for each batch in epoch do

10 for each sample DRL in batch do
11 ỹ ←Mθ(Q);
12 LKTO ← fKTO(ỹ, y);

13 Minimize loss LKTO and update
parameters θ ← θ′;

3 Experiments 286

3.1 Datasets 287

We adopt four datasets with three different types 288

for our experiments. MMLU (Hendrycks et al., 289

2020) and CSQA (Talmor et al., 2018) are used to 290

evaluate the model’s common sense reasoning abil- 291

ities. OpenBookQA (Mihaylov et al., 2018) dataset 292
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is used to assess the model’s reading comprehen-293

sion abilities. Social IQa (Sap et al., 2019) dataset294

is used to evaluate the model’s social interaction295

abilities.296

3.2 Experimental Setup297

To thoroughly evaluate the downstream task ca-298

pabilities of the model in various scenarios and299

test the severity of the model’s human preference300

bias and stance homogeneity bias, we design two301

experiments:302

Challenger Experiment: This experiment303

mainly assesses the model’s human preference bias304

in a LLM-user setting. We simulate a scenario305

where the user challenges the model’s initial an-306

swer and observes whether the model can arrive at307

the correct discussion result in such a discussion308

environment. We first prompt the target language309

model (LLM) M with a question Q and obtain310

its answer Allm. We then randomly sample a can-311

didate answer Auser as the user response (where312

Allm ̸= Auser). We let the user and the LLM313

engage in a discussion and record the discussion314

result Ã.315

Self-Discussion Experiment: This experiment316

mainly assesses the model’s stance homogeneity317

bias in a LLM-LLM self-discussion. Specifically,318

inspired by Self-Consistency method (Wang et al.,319

2022), we sample multiple candidate answers A =320

{a1, a2, ..., an} for the target LLMM and then let321

the LLM engage in self-discussion to obtain the322

final discussion result Ã. This experiment allows323

for a fair comparison with single-model reasoning324

methods, such as Chain-of-Thought (Wei et al.,325

2022) and Self-Consistency (Wang et al., 2022).326

3.3 Models327

We utilize the MDTA method across four com-328

monly used open-source large language models.329

LLaMA3 (Touvron et al., 2023b): LLaMA’s330

ability to comprehend and generate human-like text331

across various contexts sets a high baseline.332

ChatGLM3 (GLM et al., 2024): ChatGLM333

is a sophisticated dialogue system model, which334

achieves excellent performance in multiple dia-335

logue downstream tasks.336

Vicuna (Zheng et al., 2024): Vicuna is a lan-337

guage model that comes from a collaborative effort338

to open-source LLMs.339

Mistral (Jiang et al., 2023): Mistral is a state-of-340

the-art large language model known for its preci-341

sion in language understanding and generation.342

Due to training cost and time overhead, we se- 343

lected versions with approximately 7B parameters 344

as the base models for all the experiments. 345

3.4 Baselines 346

For the Self-Discussion Experiment, we introduce 347

the following single-model baseline methods as 348

additional fair comparative references: 349

Self-Consistency+CoT: The method proposed 350

by (Wang et al., 2022) enhances model consistency 351

and improves accuracy on multiple datasets by re- 352

peated sampling and voting. To further enhance 353

the baseline performance, we utilize the Chain- 354

of-Thought prompt (Wei et al., 2022) during the 355

sampling process. 356

Self-Discussion: Our proposed discussion 357

method, where the candidate answers obtained 358

through repeated sampling are finalized through 359

a discussion process. 360

3.5 Evaluation Metrics 361

We design three evaluation metrics to assess the 362

stance homogeneity bias, human preference bias, 363

and discussion performance of the evaluated mod- 364

els: 365

Correct Agreement Rate (CAR) for human 366

preference bias: A higher CAR indicates that the 367

model makes judgments based on the discussion 368

context rather than blindly following the user’s per- 369

spective. This metric calculates the proportion of 370

cases where the model agrees with the user when 371

the user’s answer is correct, minus the proportion 372

of cases where the model agrees with the user when 373

the user’s answer is incorrect, formally. 374

CAR = Agree(Dcorr)−Agree(Dincorr) (8) 375

376

Agree(D) =

∑
i∈D I(Ãi = Auser)

|D|
(9) 377

378

I(x) =

{
1, x = True

0, x = False
(10) 379

where Agree(·) represents the proportion of users 380

with whom the model agrees, Dcorr represents the 381

set of data samples for which the user is correct, 382

and Dincorr represents the set of data samples for 383

which the user is incorrect. Ã is the discussion 384

result, Auser is the user answer. 385

Discussion Result Accuracy (DRA) for stance 386

homogeneity bias and discussion performance: A 387
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OpenBookQA CommonsenseQA MMLU Social IQa

Method CAR↑ Ag×↓ Ag✓↑ CAR↑ Ag×↓ Ag✓↑ CAR↑ Ag×↓ Ag✓↑ CAR↑ Ag×↓ Ag✓↑

LLaMA3-8B 0.12 0.72 0.85 0.08 0.67 0.76 0.05 0.69 0.75 0.05 0.71 0.76
LLaMA3-8B† 0.82 0.07 0.89 0.79 0.07 0.86 0.52 0.17 0.69 0.65 0.13 0.78
∆ 0.70 0.65 0.04 0.71 0.60 0.10 0.47 0.52 -0.06 0.60 0.58 0.02

ChatGLM3-6B 0.13 0.55 0.68 0.07 0.46 0.53 0.03 0.59 0.63 0.05 0.49 0.54
ChatGLM3-6B† 0.72 0.09 0.81 0.73 0.08 0.81 0.39 0.22 0.61 0.66 0.12 0.78
∆ 0.59 0.46 0.13 0.66 0.38 0.28 0.36 0.37 -0.02 0.61 0.37 0.24

Vicuna-7B 0.13 0.43 0.56 0.06 0.46 0.52 0.04 0.43 0.47 0.10 0.41 0.51
Vicuna-7B† 0.77 0.09 0.85 0.75 0.08 0.83 0.40 0.19 0.59 0.69 0.09 0.78
∆ 0.64 0.34 0.29 0.69 0.38 0.31 0.36 0.24 0.12 0.59 0.32 0.27

Mistral-7B 0.18 0.55 0.68 0.11 0.46 0.53 0.14 0.59 0.63 0.18 0.49 0.54
Mistral-7B† 0.83 0.05 0.88 0.79 0.05 0.84 0.56 0.14 0.70 0.68 0.09 0.77
∆ 0.65 0.50 0.20 0.68 0.41 0.31 0.42 0.45 0.07 0.50 0.40 0.23

Avg. ∆ 0.65 0.49 0.17 0.69 0.44 0.25 0.42 0.40 0.03 0.58 0.42 0.19

Table 1: Performance of methods in the challenger experiment. Ag× represents Agree(Dincorr), and Ag✓
represents Agree(Dcorr). Numbers indicate the value of the CAR metric, Agree(Dincorr) and Agree(Dcorr) ,
respectively. Bold numbers denote the best performance among all methods on each dataset. We use † to mark
the models that have been additionally trained by our proposed framework MDTA. ∆ represents the performance
difference between the model with MDTA applied and the original model. Green represents the metric is better
compared to original model without MDTA.

higher DRA indicates that the model is able to388

exclude interference from different opinions and389

arrive at the correct conclusion through the discus-390

sion. This metric measures the proportion of cases391

where the final answer derived from the discussion392

is the same as the correct answer, formally:393

DRA =

∑
i∈D I(Ãi = Ai)

|D|
(11)394

where Ã is the discussion result, A is the ground395

truth answer. I(x) is defined as above.396

3.6 Implementation Details397

We finetune all mentioned models with all parame-398

ters with the help of huggingface and DeepSpeed.399

AdamW optimizer is adopted for optimization, and400

initial learning rates are set to 1e-5 with a linear401

descent schedule. We train the model in 5 epochs.402

The batch size per device is set to 8. All exper-403

iments are conducted with NVIDIA Tesla A100404

GPU.405

4 Results and Analysis406

4.1 Main Results407

Performance on Challenger Experiment. As408

shown in Table 1, the experimental results demon-409

strate MDTA significantly reduces human prefer-410

ence bias, enabling the model to critically exam-411

ine user input rather than simply succumbing to412

user perspectives. On all four open-source models 413

(LLaMA, ChatGLM, Vicuna, Mistral), our method 414

achieves improvements in the CAR (Correct Agree- 415

ment Rate) metric, indicating a significant reduc- 416

tion in the human preference bias of the models 417

after applying our method. Specifically, we ob- 418

serve that on all open-source models and bench- 419

marks, our MDTA improves the CAR metric by an 420

average of 58.5 points (from 0.087 to 0.672). 421

Notably, our method led to clear improvements 422

in the Agree(Dcorr) and Agree(Dincorr) sub- 423

metrics, where the models trained with the MDTA 424

method exhibit higher Agree(Dcorr) and lower 425

Agree(Dincorr), suggesting that the models have 426

developed more independent critical thinking capa- 427

bilities and can objectively discern the correctness 428

of user perspectives. The Agree(Dcorr) metric, 429

which measures the agreement with the correct user 430

responses, improved by 16.0 points (from 0.613 to 431

0.774) on average, while the Agree(Dincorr) met- 432

ric decreased by an average of 43.7 points (from 433

0.545 to 0.108). 434

Performance on Self-Discussion Experiment. 435

The results of self-discussion experiments are 436

shown in Table 2. It demonstrates that the MDTA 437

method can effectively reduce the stance homo- 438

geneity bias and significantly improve the down- 439

stream task performance. On all the chosen LLMs 440

and benchmarks, the models trained with the 441

MDTA method consistently achieve higher self- 442
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OpenBookQA CommonsenseQA MMLU Social IQa

Method Consis. Discuss. ∆ Consis. Discuss. ∆ Consis. Discuss. ∆ Consis. Discuss. ∆

LLaMA3-8B 0.75 0.72 -0.03 0.75 0.67 -0.08 0.61 0.56 -0,04 0.70 0.66 -0.04
LLaMA3-8B† 0.79 0.83 0.04 0.73 0.78 0.05 0.59 0.62 0.03 0.73 0.76 0.03
∆ 0.04 0.11 0.07 -0.02 0.11 0.13 -0.04 0.06 0.07 0.03 0.10 0.07

ChatGLM3-6B 0.61 0.59 -0.02 0.65 0.63 -0.02 0.46 0.48 -0.02 0.70 0.66 -0.04
ChatGLM3-6B† 0.62 0.68 0.06 0.67 0.74 0.07 0.47 0.49 0.02 0.68 0.74 0.06
∆ 0.01 0.09 0.08 0.02 0.11 0.09 0.01 0.01 0.04 -0.02 0.08 0.10

Vicuna-7B 0.57 0.54 -0.03 0.56 0.55 -0.01 0.44 0.44 0.00 0.60 0.57 -0.03
Vicuna-7B† 0.70 0.72 0.02 0.73 0.75 0.02 0.50 0.52 0.02 0.72 0.74 0.02
∆ 0.13 0.18 0.05 0.17 0.20 0.03 0.06 0.08 0.02 0.12 0.17 0.05

Mistral-7B 0.73 0.72 -0.01 0.68 0.67 -0.01 0.58 0.57 -0.01 0.69 0.68 -0.01
Mistral-7B† 0.81 0.83 0.02 0.75 0.77 0.02 0.59 0.62 0.03 0.73 0.76 0.03
∆ 0.08 0.11 0.03 0.07 0.10 0.03 0.01 0.05 0.04 0.04 0.08 0.04

Avg. ∆ 0.07 0.12 0.06 0.06 0.13 0.07 0.02 0.05 0.04 0.04 0.11 0.07

Table 2: Performance of methods in the self-discussion experiment. Number indicate the DRA metric. Bold
numbers denote the best performance among all methods on each dataset. We use † to mark the models that have
been additionally trained by our proposed framework MDTA. ∆ represents the performance difference between
the model with MDTA applied and the original model. Consis. represents Self-Consistency+CoT and Discuss.
represents Self-Discussion. Green represents the metric is better compared to original model without MDTA.

discussion accuracy compared to the baseline mod-443

els, improving the DAR metric by 10.25 points.444

Compared to single-model SOTA methods like445

Self-Consistency and Chain-of-Thought, the mod-446

els trained with the MDTA method exhibit supe-447

rior downstream task performance. Specifically,448

MDTA method achieved an average improvement449

of 8.91 points on the DAR metric compared to the450

SOTA methods. Notably, even without using the451

discussion framework, the models trained with the452

MDTA method still show significant performance453

improvements, suggesting that the MDTA method454

has good generalization capability.455

Interestingly, self-discussion leads to a decrease456

in accuracy for all base models. This is because457

of the influence of human preference bias and458

stance homogeneity bias, which introduce more459

noise. In contrast, MDTA-trained models with self-460

discussion demonstrate improved accuracy, indi-461

cating that MDTA reduces the impact of these two462

biases, allowing the truth to be more accurately463

reflected through discussion.464

4.2 Ablation Study465

Effectiveness of MDTA Method. We evaluate466

the performance of the model without MDTA. As467

shown in Table 3, the experimental results indi-468

cate that the removal of the MDTA method led469

to a decrease in the performance of all the evalu-470

ated benchmarks, suggesting that MDTA plays a471

positive role in the performance of the model.472

Effectiveness of Multistance Discussion 473

Framework. We evaluate the performance with- 474

out using the Self-Discussion. As shown in Table 475

3, the Self-Discussion method can enhance the 476

performance of the MDTA model, demonstrating 477

the effectiveness of the multistance discussion 478

framework. Meanwhile, as indicated in Table 2, 479

using the Self-Discussion method on the base 480

model reduces performance, indicating that the 481

MDTA method significantly lowers both types of 482

biases and achieves better discussion performance. 483

Effectiveness of Model Parameters. We tested 484

the performance of MDTA across base models with 485

different parameters. As shown in Table 6 and Ta- 486

ble 7 in Appendix C, the MDTA method consis- 487

tently demonstrates effectiveness across varying 488

parameter sizes, from 3B to 70B. 489

4.3 Generalization Analysis 490

To further analyze the generalizability of the 491

MDTA method, we restricted the data source of 492

Multi-stance Discussion Sampling. As shown in 493

Table 4, we trained the MDTA model using only the 494

MMLU data source. We then evaluated the model 495

on all four benchmarks. For the self-discussion, the 496

in-domain performance of the model improved by 497

6.0 points. The out-of-domain performance also 498

showed varying degrees of improvement by 4.0 499

points. For self-consistency + CoT, the in-domain 500

and the out-of-domain performance remained ba- 501

sically unchanged. This suggests that MDTA can 502
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Method OBQA CQA MMLU SIQa

MDTA-LLaMA 0.83 0.78 0.62 0.76
w/o MDTA 0.72 0.67 0.56 0.66
w/o Self-Discussion 0.79 0.73 0.59 0.76

MDTA-ChatGLM 0.68 0.74 0.49 0.74
w/o MDTA 0.59 0.63 0.48 0.66
w/o Self-Discussion 0.62 0.67 0.47 0.68

MDTA-Vicuna 0.72 0.75 0.52 0.74
w/o MDTA 0.54 0.55 0.44 0.57
w/o Self-Discussion 0.70 0.73 0.50 0.72

MDTA-Mistral 0.83 0.77 0.62 0.76
w/o MDTA 0.72 0.67 0.57 0.68
w/o Self-Discussion 0.81 0.75 0.59 0.73

Table 3: Ablation results of various methods on the
CAR metric. Bold numbers indicate the best results in
each ablation group.

enhance the general in-domain capabilities of the503

model without degrading its out-of-domain gener-504

alization.505

4.4 Case Study506

In the Appendix D, we provide an example that in-507

cludes the outputs of all baselines as well as our pro-508

posed model. It can be seen that the MDTA model509

generates entirely new answers in the Self Discus-510

sion section through advanced reasoning modes511

such as self-reflection, and successfully provides512

correct answers to the questions. Due to its major-513

ity vote characteristic, the CoT method also fails514

to generate new correct answers. Additionally, in515

Appendix E, we conducted an error analysis of the516

MDTA method.517

5 Related Work518

5.1 Sycophancy in LLMs519

Sycophancy is an undesirable behavior in which520

models tailor their responses to follow the view of521

a human user even when that view is not objec-522

tively correct. Wei et al. (2023) first introduced the523

phenomenon of LLM sycophancy. They provide524

a definition of the phenomenon and constructed525

three benchmarks. Subsequently, many researchers526

began to focus on the phenomenon of sycophancy.527

Some researchers (Sharma et al., 2023; Ranaldi and528

Pucci, 2023; Malik, 2024) conducted detailed and529

in-depth analyses of the sycophancy phenomenon,530

discussing its scope, types, and underlying prin-531

ciples in detail. Some researchers try to explore532

methods to reduce the sycophancy phenomenon.533

Chen et al. (2024) use the supervised pinpoint tun-534

Model Method In-domain Out-of-domain

MMLU CQA OBQA SIQa

LLaMA3
SC+CoT 0.61 0.75 0.75 0.70

SD 0.56 0.67 0.72 0.66

LLaMA3† SC+CoT 0.60 0.72 0.75 0.70
SD 0.62 0.76 0.81 0.72

Table 4: Accuracy of LLM and method combinations
in the self-discussion experiment. Bold numbers high-
light the best performance across all methods for each
dataset. We train LLaMA3 exclusively on data sampled
from MMLU, denoted as LLaMA3†. Consequently,
MMLU is considered in-domain, while the remaining
three datasets are treated as out-of-domain.

ing method instead of the SFT (Wei et al., 2023), 535

reducing the training cost. 536

5.2 LLMs Discussion Framework 537

Abundant research has explored the development 538

of LLMs discussion frameworks, which utilize mul- 539

tiple LLMs as agents to collectively discuss and 540

reason about given problems in an interactive way. 541

Du et al. (2023) introduce the Multi-Agent Debate 542

(MAD) framework, which establishes an adversar- 543

ial discussion framework among agents. Inspired 544

by this, several studies have explored the impact of 545

the specific debate format on the performance of 546

LLMs in reasoning tasks, reporting positive results 547

(Xiong et al., 2023; Wang et al., 2023). Khan et al. 548

(2024) finds that engaging in debates with LLMs 549

can help improve downstream performance. 550

6 Conclusion 551

In this paper, we present a novel end-to-end training 552

framework, MDTA, to address the shortcomings 553

of large language models (LLMs) in discussion 554

scenarios. The framework focuses on mitigating 555

the stance homogeneity bias and human preference 556

bias that arise during LLM training. Experiments 557

on various open-source LLM models and multi- 558

ple benchmarks demonstrate that MDTA signifi- 559

cantly reduces both types of biases. Consequently, 560

MDTA markedly enhances model performance in 561

downstream tasks. Models based on MDTA have 562

achieved state-of-the-art results across various do- 563

mains, including reading comprehension, logical 564

reasoning, and social QA. Additionally, we con- 565

structed Eq-Discussion, the first and largest multi- 566

model discussion dataset, to address these biases 567

during the LLM training process from a resource 568

perspective. 569
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7 Limitation570

Although our model achieved outstanding results571

in discussion scenarios and downstream tasks, its572

potential limitations remain due to the lack of fur-573

ther theoretical analysis of reinforcement learning574

methods during the RLHF phase. We plan to ex-575

plore human preference correction in RLHF more576

deeply in future work.577

8 Ethical Consideration578

The ethical risks of our proposed methods and mod-579

els are low. This is because the open-source models580

we used to build datasets, such as GPT4 have under-581

gone strict security training, and the output content582

complies with ethical standards. During the writ-583

ing process, we did not use generative AI tools for584

assistance, which also reduces ethical risks.585
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A Actions of Multi-stance Discussion 738

Sampling Framework 739

To construct a multiagent discussion framework F , 740

we propose three types of action for conducting 741

equal and comprehensive discussions: (1) Propo- 742

sition: Each of the m different agents provides 743

detailed explanations for their points of view, in- 744

cluding the steps that lead to their conclusions, log- 745

ical reasoning, and key supporting evidence. (2) 746

Free Discussion: The agents take turns refuting 747

each other’s arguments or seeking compromises, 748

ultimately reaching a consensus through effective 749

collaboration. (3) Summary: One agent serves 750

as a reviewer, synthesizing the information gen- 751

erated during the free discussion to arrive at the 752

final outcome of the discussion. As an specific im- 753

plement of the discussion framework F , the agent 754

prompt used in Eq-Discussion dataset construction 755

is presented in Table 8. 756

B Eq-Discussion Dataset Statistics, 757

Examples and Quality control 758

To comprehensively cover all scenarios during the 759

discussion process and reduce stance homogeneity, 760

we employ the following three sampling strategies 761

for each discussion question Q when constructing 762

the Eq-Dataset: a) The answer is correct during the 763

propositions but incorrect during the free discus- 764

sion, i.e., P = Ã and R ̸= Ã. b) The answer is 765

incorrect during the propositions but correct during 766

the free discussion, i.e., P ̸= Ã and R = Ã. c) The 767

answers are incorrect during both the propositions 768

and the free discussion, i.e., P ̸= Ã and R ̸= Ã. 769

To ensure data convergence during construction, 770

the summarization model is provided with the cor- 771

rect answers and required to analyze the reasons 772

for previous incorrect answers. During testing and 773

inference, the model engages in completely free 774

discussion and summarization. Detailed informa- 775

tion on data sources and quantities is shown in 776

Table 5. We also provide a detailed example of the 777

Eq-Dataset in Table 9 778

10

https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971


Table 5: Statistics of Eq-Discussion datasets.

Source Dataset #Example Domain

MMLU 147,360 Knowledge QA
OpenBookQA 9,351 Reading comprehension
CommomsenseQA 16,236 Logical reasoning
Social iQa 82,674 Social intelligence
Total 255,621 -

C Experimental Results of MDTA under779

Different Parameter Base Model780

In this section, we present the results of the chal-781

lenger experiments and self-discussion experiments782

for MDTA under different parameter settings. The783

experimental results demonstrate that MDTA ex-784

hibits consistent performance across varying pa-785

rameters, consistently improving CAR and DRA786

metrics.

Model OBQA CQA MMLU SIQa

LLaMA3-3B 0.11 0.05 0.03 0.04
LLaMA3-3B† 0.67 0.60 0.41 0.52

LLaMA3-8B 0.12 0.08 0.05 0.05
LLaMA3-8B† 0.82 0.79 0.52 0.65

LLaMA3-70B 0.12 0.08 0.07 0.08
LLaMA3-70B† 0.88 0.85 0.79 0.77

Table 6: Ablation results of model parameters on the
CAR metric. Bold numbers indicate the best results in
each ablation group.

787

MMLU

Model Consis. Discuss. ∆

LLaMA3-3B 0.59 0.53 -0.06
LLaMA3-3B† 0.59 0.60 0.01

LLaMA3-8B 0.75 0.72 -0.03
LLaMA3-8B† 0.79 0.83 0.04

LLaMA3-3B 0.85 0.81 -0.04
LLaMA3-3B† 0.87 0.92 0.05

Table 7: Ablation results of model parameters on the
DAR metric. Bold numbers indicate the best results in
each ablation group.

D Case of MDTA-model and Baseline788

Output789

The outputs of the MDTA model and other base-790

lines are listed in Table 10. It can be seen that791

the MDTA model generates entirely new answers 792

in the Self Discussion section through advanced 793

reasoning modes such as self-reflection, and suc- 794

cessfully provides correct answers to the questions. 795

In contrast, non-MDTA models produce incorrect 796

answers. Due to its majority vote characteristic, 797

the CoT method also fails to generate new answers, 798

thus leading to incorrect responses. 799

E Error Analysis of MDTA 800

Figure 3: The figure shows the detailed data of the error
analysis. From left to right, it depicts the respective
proportions of type (a), type (b), and type (c) errors.

We categorize the errors made by the model in 801

self-discussion scenarios into three types: (a) The 802

model stubbornly maintains its erroneous view- 803

point, continuing to believe its own answer is more 804

correct after the discussion. (b) The model suc- 805

cumbs to the user’s erroneous viewpoint, believing 806

the user’s answer is more correct after the discus- 807

sion. (c) The discussion leads to a new erroneous 808

answer, as both the model and the user abandon 809

their original viewpoints and arrive at a novel, in- 810

correct answer. The proportions of cases (a) and 811

(b) are roughly equal, with case (b) being slightly 812

higher. This suggests that while MDTA has effec- 813

tively reduced the human preference bias, some 814

residual issues still remain. This may be because 815

the dataset used by MDTA is smaller than the 816

pre-training data, and some of the human prefer- 817

ence bias introduced during pre-training is difficult 818

to completely eliminate. In case (c), the model 819

is required to generate a completely new answer 820

during the discussion, and methods such as Self- 821

Consistency that rely on the model’s self-voting 822

cannot handle this situation. The discussion-based 823

MDTA method can address this case, but since it is 824

more challenging than the other two, the errors in 825

this scenario are the most prevalent among all the 826

scenarios. The specific proportions of each type of 827

error are shown in Figure 3 828
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Stage Prompt

Proposition The following are questions about [Questions], Your an-
swer is [Answer], explain why you chose this answer and
give reasons.

Free discussion Agent [Number] think Answer: [Answer] is more plau-
sible, because [Explanation]. Do you think It is more
reasonable or you have a different answer?

Summary The correct answer is [Ground Truth]. Based on our pre-
vious discussions, analyze why [Ground Truth] is more
reasonable and identify the errors made by other agents.

Table 8: Prompt of each stage of Eq-Dataset construction.

Question: Peter sued Don for breach of contract. The court admitted testimony by Peter that Don and
his wife quarreled frequently, a fact of no consequence to the lawsuit. Don seeks to testify in response
that he and his wife never quarreled. The court A. must permit Don to answer if he had objected to
Peterś testimony. B. may permit Don to answer, whether or not he had objected to Peterś testimony. C.
may permit Don to answer only if he had objected to Peterś testimony. D. cannot permit Don to answer,
whether or not he had objected to Peterś testimony

System Prompt: You are in a debate now. My opinion is not always true, you can ignore any incorrect
part of my opinion. And you can refer to my opinion to revise your choice or defend your own. Please
remember there should and must be a more plausible answer in the choices.
Proposition: Answer: C is more plausible. The court may permit Don to answer only if he had objected
to Peter’s testimony, as this would allow for a fair opportunity for both parties to respond to evidence
presented. Allowing Don to introduce testimony about his relationship with his wife without prior
objection could unfairly prejudice Peter and be considered irrelevant to the breach of contract lawsuit.
Therefore, the court has the discretion to allow Don to respond only if he had objected to the testimony in
question.
Free Discussion: I disagree. I think Answer: A is more plausible.The court must permit Don to answer if
he had objected to Peterś testimony in order to provide a fair opportunity for Don to rebut any incorrect
or misleading information presented by Peter. This allows for both parties to address any potentially
irrelevant or prejudicial evidence presented during the trial.
Summary: In summary, I think Answer: C is more plausible. While it is important for both parties to have
a fair opportunity to respond to evidence presented in court, allowing Don to testify about his relationship
with his wife without any objection could lead to irrelevant information being introduced and potentially
prejudice the case. Therefore, the court may permit Don to answer only if he had objected to Peter’s
testimony, ensuring that the trial remains focused on the relevant issues related to the breach of contract
lawsuit.

Table 9: Case of Eq-Discussion Dataset.
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Question: How do city planners separate discordant land uses such as housing and sewage plants? A.
Malls B. Fences C. Zoning D. Tunnels

Vicuna Self-Consistency+CoT: D
Vicuna Self-Discussion: B
MDTA-Vicuna Self-Consistency+CoT: D
MDTA-Vicuna Self-Discussion: C
MDTA-Vicuna Self-Discussion Logs:
Round 1: I think the answer is B, because fences are commonly used to separate discordant land uses
such as housing and sewage plants. Fences can help maintain boundaries between different land uses and
prevent the mixing of incompatible activities. Zoning laws can also be used to separate land uses, but
fences are a more physical barrier. Tunnels and malls are not typically used to separate land uses in this
context.
Round 2: I think answer D is more reasonable, because tunnels are often used to separate discordant land
uses such as housing and sewage plants by allowing utilities to be buried underground. This helps to keep
the unsightly sewage plants out of sight and also reduces the impact on the surrounding residential areas.
Round 3: I think the final answer will be C, because zoning laws are a more effective and widely used
method for separating discordant land uses such as housing and sewage plants. Zoning laws dictate specific
regulations for different types of land use within a particular area, ensuring that incompatible activities
are kept apart. While tunnels can be used for utilities, zoning laws provide a more comprehensive and
enforceable way to separate land uses in a city planning context. Fences may not always be feasible or
practical in all situations, and malls are not typically used as a method for separating land uses.

Table 10: Case of MDTA-model and baselines.
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