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Abstract

In-context learning methods are popular infer-001
ence strategies where Large Language Mod-002
els (LLMs) are elicited to solve a task using003
provided demonstrations without parameter up-004
dates. Among these approaches are the rea-005
soning methods, best exemplified by Chain-of-006
Thought (CoT) and Program-Aided Language007
Models (PAL), which elicit LLMs to generate008
reasoning paths, thus promoting accuracy and009
attracting increasing attention. However, de-010
spite the success of these methods, the ability011
to deliver multi-step reasoning remains limited012
to a single language, making it challenging to013
generalize to other languages and hindering014
global development.015

In this work, we propose Cross-lingual016
Program-Aided Language Models (Cross-017
PAL), a method for aligning reasoning pro-018
grams across languages. In particular, our019
method delivers programs as intermediate rea-020
soning steps in different languages through021
a double-step cross-lingual prompting mech-022
anism inspired by the Program-Aided ap-023
proach. In addition, we introduce Self-024
consistent Cross-PAL (SCross-PAL) to en-025
semble different reasoning paths across lan-026
guages. Our experimental evaluations show027
that our method significantly outperforms exist-028
ing prompting methods, reducing the number029
of interactions and achieving state-of-the-art030
performance1.031

1 Introduction032

Reasoning methods, best exemplified by Chain-of-033

Thought (CoT) (Kojima et al., 2023; Wei et al.,034

2023), Program-Aided Language Models (PAL)035

(Gao et al., 2022) (or program-of-thoughts (Chen036

et al., 2023b)) elicit Large Language Models037

(LLMs) to generate reasoning paths, thus promot-038

ing accuracy and attracting increasing attention.039

The operation of these methods lies in the LLMs’040

1We have shared the code along with the submission

abilities to afford tasks by following prompts de- 041

fined by structured patterns. This phenomenon, 042

known as in-context learning (Brown et al., 2020; 043

Min et al., 2022a; Dong et al., 2023), allows solv- 044

ing tasks without updating the model’s internal 045

parameters using only the input structure. 046

Since using reasoning methods brings clear ben- 047

efits to the final performance, a series of earlier 048

works began to investigate whether these findings 049

could also be transferred to languages other than 050

English. Shi et al. (2022) introduced the first multi- 051

lingual benchmark to assess the mathematical rea- 052

soning abilities of prompt-based LLMs in different 053

languages, which Huang et al. (2023) exploited to 054

demonstrate the in-context cross-lingual sensitiv- 055

ity of larger LLMs. In parallel, Fang et al. (2022) 056

introduced a pre-translation phase to align and im- 057

prove the generative reasoning capabilities beyond 058

English. Qin et al. (2023) proposed task-specific 059

solver prompting, using a succession of prompts, 060

eliciting the models to understand questions and 061

deliver CoT answers in specific languages. Fi- 062

nally, Ranaldi et al. (2024) proposed a single-step 063

pipeline, getting closer to the zero-shot principle 064

but observing the practical functionalities only in 065

models with a few billion parameters. These strate- 066

gies base their efficacy on the generative capabili- 067

ties of larger-scale LLMs with limited access due to 068

cost and convenience whilst not exploiting the ben- 069

efits that may arise from the structure of in-context 070

prompting. 071

In this paper, we propose Cross-lingual Program- 072

Aided Language Models (Cross-PAL), a method 073

for aligning reasoning programs across languages. 074

In particular, Cross-PAL, by exploiting the 075

structure of in-context demonstrations, delivers 076

program-of-thought as intermediate reasoning pas- 077

sages in different languages by employing a cross- 078

lingual prompting mechanism inspired by the 079

Program-Aided approach. Moreover, we introduce 080

Self-consistent Cross-PAL (SCross-PAL), which 081
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Figure 1: Our Cross-PAL elicits the LLM to generate reasoning programs across different languages. In this
example, given separate problems in language LS , the conducted steps for solving it are: (1) generate a structured
planning strategy in English (using in-context demonstrations in LS), (2) collect the planned strategy and finalize
the solution in LS (that is the language of the original problem).

is inspired by the Self-consistent CoT (Wang et al.,082

2023), to ensemble different reasoning paths across083

languages and align them in a unique final solu-084

tion. We then show that our method works even on085

small-scale models through a series of analyses.086

This leads to the main research questions of this087

paper:088

RQ1: What is the role of in-context structured089

demonstrations, and how much do they impact plan-090

ning abilities in mathematical reasoning tasks?091

RQ2: What effects emerge during the generation092

process between the different languages, and how093

does different self-consistent reasoning lead to a094

more robust final solution?095

RQ3: Since previous achievements have been096

established in high-parameters LLMs. Are the pro-097

posed approaches and findings scalable to models098

with fewer parameters?099

To answer these questions, we propose Cross-100

PAL, a novel cross-lingual prompting strategy to101

bridge the gap across different languages. In par-102

ticular, we elicit the model to deliver reasoning103

programs operating between languages using the104

prompting mechanisms shown in Figure 1. More-105

over, we ensemble the answers along each specific106

language using SCross-PAL, enabling the model107

to have different views of reasoning paths across108

languages. We evaluate the impact of our methods109

on GPT-based models (OpenAI, 2023) using Mul- 110

tilingual Grade School Math (MGSM) (Shi et al., 111

2022) to have a comparative result with the pre- 112

vious works and MSVAMP (Chen et al., 2023a). 113

Moreover, to analyze the potential scalability of 114

smaller LLMs, we introduce further models best 115

exemplified by Phi-3 (Abdin et al., 2024), Llama3- 116

8 (Touvron et al., 2023), and finally Llama2-7 to 117

have a term of comparison with the previous analy- 118

ses (Qin et al., 2023). 119

Experimental results reveal that Cross-PAL out- 120

performs the baselines and achieves robust perfor- 121

mances in different languages. Furthermore, the 122

proposed method is scalable and effective even on 123

small-scale models. The main contributions of this 124

work are concluded as follows: 125

• We introduce Cross-PAL, a novel cross- 126

lingual prompting mechanism that elicits the 127

model to structure solutions to mathemati- 128

cal problems using in-context reasoning pro- 129

grams. We show that structured demonstra- 130

tions facilitate the planning of reasoned solu- 131

tions and increase final performances. 132

• We further propose SCross-PAL, which is 133

self-consistent prompting that allows the in- 134

tegration of reasoning paths across different 135

languages. This mechanism enables the align- 136
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ment of multilingual abilities by strengthening137

deficient pathways.138

• Finally, we propose extensive evaluations of139

the role of each language by discerning be-140

tween the effects of low-resource and high-141

resource languages. Hence, we demonstrate142

that our approaches can effectively improve143

multilingual performance in mathematical rea-144

soning tasks and, in contrast to the previous145

works, achieve stable, robust results in differ-146

ent scales of LLMs.147

2 Multi-step Reasoning across Languages148

To elicit the reasoning abilities of Large Language149

Models (LLMs) across languages, we propose150

Cross-PAL, which is a cross-lingual alignment151

reasoning program, as a solution. In particular,152

our method goes beyond the previous multilingual153

prompting strategies introduced in §2.1. Our ap-154

proach, which takes inspiration from (Gao et al.,155

2022), uses reasoning programs, also defined as156

programs-of-thought (Chen et al., 2023b), to struc-157

ture the generation and elicit the LLMs to deliver158

structured answers as discussed in § 2.2.159

2.1 Cross-lingual Chain-of-Thoughts160

Cross-lingual alignment is a strategic challenge161

for enabling cross-lingual transfer. Shi et al.162

(2022) proposed a series of prompts to elicit163

models to generate CoT answers in specific lan-164

guage Native-CoT, and in English En-CoT and165

Translate-CoT (detailed in Table 8). Later,166

Huang et al. (2023) produced a single prompt tem-167

plate that showed the in-context cross-lingual sen-168

sitivity of the more robust LLMs. Qin et al. (2023)169

extends the previous works method on two phases:170

Cross-lingual alignment prompt and task-specific171

solver prompting by using two separate steps, as172

shown in Table 9, to handle input and output in173

different languages.174

Although this second approach overcomes the175

limitations of previous works that emerged in low-176

resource languages, it could be more laborious and177

challenging. Hence, Ranaldi et al. (2023) proposed178

Cross-ToT, which aims to centralize cross-lingual179

reasoning in a single pathway by generating self-180

consistent CoT as reported in Table 10.181

2.2 Cross-lingual Program-Aided Reasoning182

To elicit the cross-lingual reasoning ability of183

LLMs, we operate the structure of the in-context184

prompt by transferring the PAL (Gao et al., 2022; 185

Chen et al., 2023b) methodology in cross-lingual 186

scenarios (Cross-PAL). Our approach consists of 187

a double-step prompt structured in two steps: first, 188

there is a (i) cross-lingual code-switching under- 189

standing phase (named "understander") followed 190

by a (ii) language-specific resolution phase (named 191

"solver"). 192

Cross-lingual Understander To elicit LLMs in 193

understanding the provided problem and planning 194

a solution by using in-context structured demon- 195

strations in a specific language "[Language Ls]", 196

we plan the prompt in the following way: 197

Given the following problems and the
program solutions, please act as an expert
in multilingual understanding in [Language
Ls].

198

To establish the LLMs’ expertise in multilingual 199

comprehension, we introduce program-of-thought 200

demonstrations consisting of code-like intermedi- 201

ate steps to elicit LLMs’ handling of the question 202

and structuring of the solution. In the main setting, 203

we use two demonstrations that are composed of 204

a question in [Language Ls] and a program-like 205

solution in pseudo-code commented in a specific 206

language (here we report a single demonstration; 207

see Appendices F and K for additional examples): 208

Q: Jason hatte 20 Lutscher. Er hat Denny
einige Lutscher gegeben. Jetzt hat Jason
12 Lutscher. Wie viele Lutscher hat Jason
Denny gegeben?
A: #solution in Python

def solution():
# Jason hatte 20 Lutscher.
jason_lollipops_initial=20
# Jetzt hat Jason 12 Lutscher.
jason_lollipops_left=12
# Lutscher werden Denny
lollipops_given_to_denny=jason_lollipops_initial

-jason_lollipops_left
# Die Antwort ist 11

209

We conclude the first phase by eliciting a step- 210

by-step understanding process to align the planning 211

paths from the original language [Language Ls] to 212

the target language [Language Lt]. 213

Please, after understanding the structure
of previous examples, given
Q: [question Q (in Ls)]
understand the question in [Language Lt]
and plan a solution step-by-step!

214
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The generated answer comprises a reasoning215

path represented as a sequence of steps {si}ni=1,216

where n denotes the number of steps. In a formal217

way, this generation can be expressed as:218

A = argmax p(s1, . . . , sn|Q,Ls, Lt), (1)219

where A denotes a specific path generated from220

the prompted LLM.221

Language-specific Solver phase After achiev-222

ing the planned solution in [Language Lt] in the223

first phase, we introduce the resolution phase to224

elicit the model to deliver the final solution. In par-225

ticular, given the target [Language Lt], and the226

generated planning A, we structure the prompt to227

engage in resolving target question Q. The model228

generates the final answer At in [Language Lt]229

along possible reasoning steps R = {ri}ni=1, where230

n represents the number of steps in the reasoning231

process delivered by the LLMs. Specifically, we232

construct the resolution prompter as:233

After understanding, you should act as an
[Language Lt] programmer, and for clarity
at the end, you should format your answer
as ’Die Antwort ist: [num].’

234

Hence, the reasoning paths R are organized into235

the final reasoning path Rt for target Language Lt,236

which can be determined as:237

Rt = argmax
R

p(R|P,Lt, Q), (2)238

where P represents previous generation in A given239

the input variables Q, Ls, Lt.240

The final answer is determined as:241

At = argmax p(f |Rt), (3)242

where the model generates the answer At chosen243

from all potential reasoning results in f . In conclu-244

sion, we evaluate the accuracy by estimating the245

exact matching between At and the target answer.246

2.3 Cross-lingual Self-consistent Prompting247

Moreover, to align the possible different reason-248

ing paths across different languages, we introduce249

Self-consistent Cross-PAL (SCross-PAL) by en-250

sembling the different pathways as proposed in251

(Wang et al., 2023).252

Starting by the fact that a model could deliver253

various reasoning patterns in accordance to a spe-254

cific language, inspired by Wang et al. (2023), we255

propose SCross-PAL to integrate reasoning knowl- 256

edge across different languages (see Figure 1). 257

Specifically, as described in Section 2.2, during 258

the first step, we prompt the model to understand 259

the problem in different target languages Lt and 260

plan a solution going forward with respective rea- 261

soning steps. Hence, in order to select the most 262

consistent reasoning patterns, answers that exhibit 263

a high level of consistency in the inferred generated 264

answers (Y ) are selected through a voting mecha- 265

nism. The final result can be formulated as: 266

Â = argmax

|L|∑
t=1

|Y |∑
f

1 (At = Y ) , (4) 267

where |L| represents the count of target languages, 268

|Y | signifies the count of potential reasoning results 269

Y across all target languages, and 1 (X) denotes 270

a 0-1 function that returns 0 when X is False and 271

returns 1 when X is True. 272

3 Experiments 273

3.1 Data 274

To observe the arithmetic reasoning cross-lingual 275

abilities of Large Language Models (LLMs), we 276

used GSM8K (Cobbe et al., 2021), and MSVAMP 277

(Chen et al., 2023a). The available languages differ 278

depending on the resources reported in Appendix 279

3. 280

Multilingual Grade School Math To evaluate 281

the problem-solving abilities in Cross-lingual sce- 282

narios, we used the extension proposed by Shi 283

et al. (2022), i.e., Multilingual Grade School Math 284

(MGSM). Initially, Cobbe et al. (2021) proposed a 285

benchmark of mathematical problems in English in 286

GSM8K. Each example has the following structure: 287

a mathematical problem in natural language and a 288

target answer in Arabic number. Shi et al. (2022), 289

in their contribution, i.e., MGSM, selected the first 290

250 examples from the official list of examples in 291

GSM8K and translated them manually into 11 dif- 292

ferent languages, maintaining the structure of the 293

input and output. 294

Multilingual SVAMP Following Shi et al. 295

(2022), Chen et al. (2023a) proposed the multilin- 296

gual extension of SVAMP (MSVAMP). Patel et al. 297

(2021) structured SVAMP in a similar manner to 298

GSM8K so that the question-and-answer structure 299

is the same as discussed above. However, in con- 300

trast to GSM8K, SVAMP has a larger number of 301
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Method de zh fr ru sw es bn ja te th Avg
Single-step
Direct (Qin et al., 2023) 56.0 60.0 62.0 62.0 48.0 61.2 33.6 52.8 7.6 42.2 48.5
Native-CoT (Qin et al., 2023) 70.0 59.6 64.4 62.4 54.0 70.4 26.4 64.4 40.0 59.6 57.1
En-CoT (Qin et al., 2023) 73.6 63.2 70.0 65.6 55.2 69.6 50.0 60.4 22.0 48.0 57.7
Translate-En (Qin et al., 2023) 75.6 71.6 72.4 72.8 69.6 74.4 66.4 66.0 58.0 57.6 68.4
XLT (Huang et al., 2023) 81.4 71.8 79.2 80.2 71.2 81.6 64.4 72.8 40.8 69.8 71.3
Cross-ToT (Ranaldi et al., 2024) 87.0 78.0 82.4 85.6 75.0 84.6 77.0 77.8 62.0 70.4 77.0
Double-step
CLP (Qin et al., 2023) 80.0 73.6 79.2 81.6 74.8 82.4 64.8 69.2 38.8 62.0 70.6
Cross-PAL 84.2 79.8 82.0 86.8 78.0 84.6 79.0 80.2 59.8 73.6 79.3
+Self-Consistency
SCLP (Qin et al., 2023) 86.8 77.2 82.0 87.6 76.0 84.8 75.2 77.2 52.0 68.0 76.7
SCross-PAL 85.8 81.0 84.2 88.4 79.8 86.2 79.6 81.6 61.8 74.0 80.3

Table 1: Accuracies (GPT-3.5-turbo) on MGSM using the "Direct" prompt, i.e., question and answer in the
original language; the "Native-CoT" prompt, i.e., question and answer CoT in the original language; the "En-CoT"
prompt specific language question and answer CoT in English, the "Translate-En" prompt where the specific
input is translated into English and the answer accordingly is in English. Moreover, CLP and SCLP, as proposed in
(Qin et al., 2023), questions in a specific language and answers in different languages. Finally, our Cross-PAL and
SCross-PAL are explained in Sections 2.2 and 2.3.

problems but with a lower order of complexity (Pa-302

tel et al., 2021).303

3.2 Experimental Setup304

To conduct our study on robust models and have a305

term of comparison with the work proposed in (Shi306

et al., 2022; Qin et al., 2023), we use GPT-3.5. Fur-307

thermore, to show the scalability and effectiveness308

of our approach on further models, we use Llama3-309

8, Phi-3, and Llama2-7 (the last because it has been310

tested in previous works (Qin et al., 2023; Ranaldi311

et al., 2024)). We report in Appendix J details312

of model versions and parameter configurations.313

Then, we systematically defined the input prompt314

as described in Section 2. In each experimental315

set-up, we modify the appropriate languages Ls,316

Lt, as shown in Figure 1 for the German.317

Following Wei et al. (2022); Kojima et al. (2023),318

we evaluate performance using the accuracy score.319

In particular, we compute the string matching be-320

tween the final answers (see Figure 1 where the321

final outputs have the form of "The answer is322

[num]") in specific language and the target values.323

4 Results324

Prompting mechanisms for eliciting Large Lan-325

guage Models (LLMs) in delivering multilingual326

reasoning answers can be empowered via Cross-327

lingual Program-Aided Language Models (Cross-328

PAL) that employ a strict in-context structure and329

aid LLMs in delivering robust reasoning paths330

across languages. Our approach based on a PAL-331

inspired prompting mechanism outperforms state-332

of-the-art in-context learning techniques on Arith-333

metic Reasoning tasks as shown in Table 1 and 334

Figure 2. 335

In particular, Cross-PAL operating in two 336

phases improves the effectiveness of LLMs in un- 337

derstanding and following structured solutions to 338

multilingual reasoning problems. The in-context 339

demonstrations are provided in the understand- 340

ing ("understander" in Figure 1) phase and used 341

as resolution schemes in the resolution phase 342

("solver" in Figure 1). Hence, an alignment mech- 343

anism between languages is applied, promoting 344

the reasoning abilities of more robust languages 345

while preserving one of the original questions and 346

consequently allowing proficiency in less robust 347

languages. Finally, Self-consistent Cross-PAL 348

(SCross-PAL) allows the sampling of different rea- 349

soning paths by selecting the most consistent that 350

leads the LLMs to the most accurate path. 351

Our approach outperforms the methods proposed 352

in (Shi et al., 2022) that are yet surpassed by the 353

Cross-lingual Prompting (CLP (Qin et al., 2023) 354

and XLT (Huang et al., 2023)). However, although 355

Cross-PAL outperform previous in-context learn- 356

ing approaches, it is necessary to analyze which 357

dynamics emerge between languages (Section 5), 358

whether the introduction of English can increase 359

performance (Section 5.2), the trade-off between 360

the number of languages and the final results (Sec- 361

tion 5.3). 362

5 Analysis 363

In this section, we explore the impact of program- 364

of-thoughts demonstrations along our Cross-PAL 365
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Figure 2: Accuracies (%) on MSVAMP. In Appendix B
are reported detailed results.

(Section 5.1) discerning between the role of En-366

glish (in Section 5.2), different languages and in-367

context demonstrations (Section 5.3) in the evalua-368

tion phase. Then, we analyze the scalability of our369

approach on different models in Section 5.4.370

Figure 3: Accuracies (%) on MGSM using Cross-
PAL, SCross-PAL, Cross-PAL(Native) and SCross-
PAL(Native). The native versions are based on the
prompt in Appendix E.

5.1 Cross-PAL works across the languages371

The structure of in-context demonstrations posi-372

tively influences LLMs’ multilingual mathematical373

problem-solving planning. Our Cross-PAL outper-374

forms previous methods. In comparison with the375

previous methods based on single-step prompting376

(Direct, CoT-based in Table 1), improvements can377

be observed. In addition, significant average im-378

provements emerged compared to the double-step379

prompting approaches, i.e., CLP-based (Qin et al.,380

2023). Moreover, introducing self-consistent meth-381

ods (i.e., SCross-PAL) has surpassed the original382

version (see Cross-PAL and SCross-PAL in Table383

1). These results are further confirmed in additional 384

tasks such as MSVAMP in Figure B. 385

The pragmatic nature of in-context demonstra- 386

tions elicits LLMs to plan problem solutions sys- 387

tematically and encourages alignment between dif- 388

ferent languages (see generations in Table 14) by 389

improving the reasoning evolution (discussed in 390

Appendix H). However, to better understand the 391

emerging dynamics and the role of each language 392

in the planning and problem-solving phase, we in- 393

vestigate the effect of introducing a more robust 394

language in both English in Section 5.2 and other 395

languages Section 5.3 396

5.2 The English Matter 397

Earlier works (Wei et al., 2022; Liu et al., 2023) 398

have shown that LLMs are able to deliver multi- 399

step reasoning answers on arithmetic tasks in En- 400

glish and in further languages (Shi et al., 2022) 401

without any fine-tuning phases. Therefore, we ana- 402

lyzed the effects of the introduction of English on 403

downstream performance, specifically, the impact 404

of the two phases introduced in Section 2.2 (Figure 405

1) on the different languages. 406

Hence, we introduced Cross-PAL(Native) by 407

manipulating the setting proposed in Section 3.2. 408

We replaced the alignment part (the English gener- 409

ation part) with the language related to the specific 410

question (see details in Appendix E). 411

The results obtained in Figure 3 show that 412

the original Cross-PAL outperforms the Cross- 413

PAL(Native). Specifically, there is a substan- 414

tial difference between the low-resource languages 415

(see Telugu (te) and Swhali(sw), Bangla(bn) and 416

Thai(th)). This result suggests that an alignment 417

phase in a robust language, in English, impacts the 418

final reasoning process. 419

On the other hand, SCross-PAL and SCross- 420

PAL(Native) do not suffer from the lack of English 421

as high-resource languages are present in the path 422

set. However, whether the performance is due to 423

the number of languages or English is unclear. To 424

observe the impact of adding a specific language 425

in Section 5.3, we propose to reduce the number of 426

languages in the presence and absence of English. 427

5.3 The Role of the Languages 428

In SCross-PAL, English leads multilingual reason- 429

ing on arithmetic tasks, as discussed in Section 430

5.2. To observe the impact of the number of lan- 431

guages and one specific, i.e., English, we propose 432

two further analyses: 433

6



Figure 4: The impact of integrating languages in our
SCross-PAL on the final performance. Following Table
12, we integrate languages from low-resources to high-
resources and vice versa. We also propose the same
experiments without the presence of English.

SCross-PAL in low-resources scenarios Inte-434

grating more languages into cross-lingual prompt-435

ing methods (SCross-PAL) improves performance.436

As already observed in (Qin et al., 2023), increas-437

ing the number of languages improves downstream438

performance, as shown in Figure 4 (average perfor-439

mances using the same setting proposed in Section440

3.2).441

As discussed in (Malkin et al., 2022; Blevins and442

Zettlemoyer, 2022), the performances of the Large443

Language Models are highly correlated with the444

percentage of pre-training data in each language.445

Following the approach proposed in (Qin et al.,446

2023) and considering language distribution in447

the widely used multilingual pre-training dataset,448

which in our case is CommonCrawl (Common449

Crawl, 2021), we integrated languages in descend-450

ing and ascending order based on their respective451

proportions (detailed in Table 12).452

Figure 4 indicates that adding more languages in453

high-resource contexts positively impacts down-454

stream performance. In contrast, performance455

drops when incorporating low-resource languages456

increases as the number of languages increases457

(see low-resource in Table 12). Finally, adding En-458

glish (the prevalent rate in standard pre-training459

corpora) to the prompting significantly improves460

performance (see "+ English" in Figure 4).461

These findings highlight that the number of in-462

tegrated languages only partially defines the effec-463

tiveness of language integration. The amount of464

pre-training data for each language, particularly465

for high-resource languages, plays a strategic func-466

tion. Balancing multiple languages and considering 467

available resources and impact is crucial. 468

Figure 5: Accuracies (%) on MGSM using SCross-
PAL, SCross-PAL(Native), SCross-PAL+English and
SCross-PAL(Native)+English. We define as English the
original PAL prompt and relative generated reasoning
path.

SCross-PAL in bilingual settings To analyze 469

the effects of English on SCross-PAL approach, we 470

evaluate similar scenarios in low-resource settings 471

and reproduce the same experiments using only 472

two languages. In particular, we used the same 473

setting proposed in Section 3.2 by including an 474

additional path derived from original PAL that is in 475

English (example prompt in Appendix E). 476

From the results shown in Figure 5 (violet and 477

green bar), using the target English-language tuple 478

does not change in a significant way the perfor- 479

mance of high-resource languages. In contrast, low- 480

resource languages achieve significantly higher per- 481

formances. This second finding reinforces what 482

was said earlier about the experiments on prompt 483

compositions. 484

From Zero- to Few-shot In the original exper- 485

iments, we used two in-context demonstrations. 486

However, increasing the number of demonstrations 487

does not dramatically improve performance (see 488

Table 5). In contrast, decreasing the number of 489

demonstrations of structured solutions negatively 490

affects performance. In conclusion, a few demon- 491

strations of solutions are necessary to have positive 492

effects and to stimulate models to structure robust 493

solutions. 494

5.4 Smaller Models 495

Cross-PAL and SCross-PAL outperform other ap- 496

proaches in open-source models with fewer param- 497

eters. Table 2 shows the average scores of Phi-3 and 498

Llama models (Appendix D reports the accuracies 499
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Model Di
re

ct

CL
P

Cr
os

s-
PA

L

SC
LP

SC
ro

ss
-P

A
L

M
G

SM Llama2-7 42.5 48.3 49.9 54.1 56.3
Llama3-8 48.2 53.2 55.4 60.6 62.4

Phi-4 43.0 51.3 54.0 57.8 57.3

M
SV

A
M

P

Llama2-7 46.8 53.1 55.0 58.2 60.3
Llama3-8 51.9 55.7 57.3 63.6 64.4

Phi-4 47.0 50.8 52.5 61.4 61.9

Table 2: Differences in term of accuracies (δ) be-
tween Direct and and the Native-based versions
(Native-CoT and Native-PAL) in Appendix D detailed
results.

of each language). Unlike previous approaches500

based on in-context natural language rationales,501

the style of program-based demonstrations is more502

strict and functional for planning solutions to mul-503

tilingual mathematical reasoning tasks. This sce-504

nario benefits the understanding abilities of various505

scale models, simplifying the planning problem506

solutions.507

6 Related Work508

In-context learning abilities emerged in Large Lan-509

guage Models (LLMs) (Brown et al., 2020; Wei510

et al., 2022; Min et al., 2022b) are based on a series511

of approaches that elicit models to generate desired512

planned answers. These approaches kept the begin-513

ning of the prompting era and reached the age of514

the intermediate steps in algorithmic and structured515

reasoning (Roy and Roth, 2015; Ling et al., 2017).516

Nevertheless, earlier works questioned the efficacy517

of few-shot methods for improving the prompt-518

ing phase and performances. Gao et al. (2022) in519

Program-Aided Language Models (PAL) and par-520

allel Chen et al. (2023b) in Program-of-Thought re-521

fined the original idea of Chain-of-Thought (CoT)522

(Wei et al., 2022) by using structured in-context523

demonstrations that are less ambiguous than natu-524

ral language rationales.525

The traditional and derivated CoT mechanisms526

achieved significant success but are determined to527

generate answers within a single language (i.e.,528

English). Shi et al. (2022) proposed a multilin-529

gual evaluation that Qin et al. (2023) extended to530

cross-lingual scenarios. In particular, Qin et al.531

(2023) proposed a prompt mechanism to handle532

requests in any language and generate CoT specifi- 533

cally in English. This approach, which in our con- 534

struct we defined as Cross-CoT, has been proposed 535

both single-phase, i.e., as a single prompt (CLP) 536

also adopted by (Huang et al., 2023) and multi- 537

phase (CLPS), i.e., characterized by self-consistent 538

prompts that follow the prompting methodology 539

proposed in (Qiao et al., 2023). 540

In our work, we propose a method inspired by 541

the PAL approach and two novel multilingual re- 542

finement approaches (Li et al., 2024; Zhu et al., 543

2024). In particular, using in-context learning 544

settings (without further fine-tuning), we stimu- 545

late generations of thought programs as they are 546

structured and more precise than natural language. 547

Hence, our technique generates cross-lingual struc- 548

tured reasoning paths by providing self-consistent 549

answers and reducing reasoning steps. Our work 550

goes beyond the following ways: (i) Proposal 551

of novel PAL-based prompting methods in cross- 552

lingual scenarios characterized by low-resource 553

and high-resource languages. (ii) Using arithmetic 554

reasoning tasks to study Cross-PAL multi-step rea- 555

soning mechanisms. (iii) In-depth study of the 556

reasoning pathways provided by our prompting ap- 557

proach (impact of the number of languages and 558

strongly high-resource languages). (iv) Scale-up 559

test by transferring proposed methods to further 560

LLMs by analyzing performances. 561

7 Conclusion 562

In-context reasoning methods are effective prompt- 563

ing techniques. However, the imbalance of lan- 564

guages in pre-training data does not always produce 565

robust results. Different state-of-the-art works have 566

proposed multi- and cross-lingual prompting ap- 567

proaches to improve performances obtained across 568

different languages using natural language ratio- 569

nales. In this paper, we propose Cross-PAL, a 570

prompting method that elicits multi-step reasoning 571

abilities in cross-lingual scenarios. Hence, we elicit 572

models to plan solution problems using a program- 573

like structure. We show the functionality of our 574

Cross-PAL through performance improvements 575

obtained in a multilingual mathematical problem 576

task. Hence, we conducted a series of in-depth 577

analyses to measure the impact of low- and high- 578

resource languages and the inclusion of English. 579

Our contribution aims to propose more robust mod- 580

els that can break down issues arising from lan- 581

guage barriers and provide more reliable results. 582
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Limitations583

Due to the limitations imposed by the evaluation584

benchmarks and the cost of the OpenAI API, we585

conducted tests on two tasks and different lan-586

guages, which only scratches the surface of the587

world’s vast array of languages. Finally, we tested588

the effectiveness of our method on GPT-based589

models (closed-source) and several models (open-590

source). In the future, it will be appropriate to591

study the generality of our model compared to other592

closed-source Large Language Models.593

Finally, although we have considered and ana-594

lyzed different models in our work, we would like595

to take a closer look at the performance achieved by596

language-specific pre-trained models (better known597

as language-centered). However, at the moment,598

there are not many open resources comparable in599

size to those we have analyzed. In the future, we600

hope these models can be readily available to better601

investigate this phenomenon.602

Ethics Statemet603

In our work, ethical topics were not addressed.604

The data comes from open-source benchmarks,605

and statistics on language differences in commonly606

used pre-training data were obtained from official607

sources without touching on gender, sex, or race608

differences.609
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A Proposed Task
Dataset Task Languages #Languages

Bengali (bn), Chinese (zh), French (fr), Thai (th) 10
MGSM mathematical reasoning German (de), Japanese (jp), Russian (ru), Telugu (te)

Spanish (es), Swahili (sw)
Bengali (be), Chinese (zh), French (fr), Thai (th) 9

MSVAMP mathematical reasoning German (de), Japanese (jp), Russian (ru)
Spanish (es), Swahili (sw)

Table 3: Languages present in datasets used in this work.

B Performances MSVAMP
Model Method de zh fr ru sw es bn ja th Avg

GPT-3.5

Direct 60.3 66.2 63.5 60.3 59.2 69.2 12.6 68.9 20.2 53.7
CLP 74.4 75.6 73.3 70.8 66.4 72.2 42.3 71.2 47.4 65.7
SCLP 76.4 77.0 75.0 72.9 69.6 74.6 45.0 74.2 50.4 68.0
Cross-PAL 76.8 76.3 76.3 71.7 67.8 74.3 56.0 72.2 53.4 69.6
SCross-PAL 80.4 81.0 78.6 76.9 74.7 77.6 60.5 75.2 59.4 74.1

Table 4: Accuracies (%) on MSVAMP using Cross-PAL, SCross-PAL and other similar approaches. *we repro-
duced CLP and SCLP by using the core released by Qin et al. (2023).

C Other Results
# of shot- Cross-PAL de zh fr ru sw es bn ja te th Avg
0-shot 78.0 76.8 77.6 72.8 60.0 80.2 62.0 69.6 50.0 51.4 67.7 (-11.6)
1-shot 82.0 78.0 79.0 80.6 66.8 82.4 67.2 75.0 54.0 63.4 74.8 (-5.5)
2-shot (Cross-PAL) 84.2 79.8 82.0 86.8 78.0 84.6 79.0 80.2 59.8 73.6 79.3
3-shot 84.8 80.4 81.8 87.0 78.6 84.4 80.4 82.2 62.2 73.8 79.5 (+0.3)
4-shot 85.6 81.4 82.4 87.6 79.8 84.6 81.8 82.0 64.4 75.0 80.3 (+1.0)

Table 5: Accuracies (%) on MGSM using zero-shot, one-shot, and three-shot and Cross-PAL (based on two shot
in-context demonstrations).
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D Performances Smaller Models
Model Method de zh fr ru sw es bn ja te th Avg

MGSM

Llama2-7
Direct 48.4 50.2 54.0 56.8 42.0 54.8 28.0 46.2 5.4 38.4 42.5
CLP (Qin et al., 2023) 53.2 53.8 56.0 57.6 52.8 59.4 25.6 49.4 29.0 46.0 48.3
Cross-PAL 54.6 55.0 58.2 57.8 52.6 62.6 29.0 52.0 30.0 47.4 49.9

MSVAMP

Llama2-7

Direct 51.2 57.3 57.1 51.0 50.9 56.3 10.4 60.2 - 30.1 46.8
CLP (Qin et al., 2023) 52.3 56.2 59.6 58.0 55.3 60.4 29.8 65.8 - 41.4 53.1
Cross-PAL 56.6 60.3 62.0 59.8 55.0 62.7 35.8 66.2 - 42.3 55.0

Table 6: Accuracies (%) on MGSM and SVAMP of further models using the reasoning methods described in Section
2.2. We reproduced (Qin et al., 2023) using the released repository.

Table 7: Average on MGSM and MSVAMP using Direct, CLP and Cross-PAL. We reproduced (Qin et al., 2023)
using the released repository.

13



E Cross-PAL(Native) prompting
approaches (Example in German)

Given the following problems and the
program solutions, please act as an expert
in multilingual understanding in German.

Q: Roger hat 5 Tennisbälle. Er kauft noch 2 Dosen
Tennisbälle. In jeder Dose sind 3 Tennisbälle. Wie
viele Tennisbälle hat er jetzt?
A:Pythonlösung
# Roger begann mit 5 Bällen.
tennis_balls = 5
# 2 Dosen, 3 Tennisbälle pro Dose
bought_balls = 2 * 3 tennis balls.
# Die Antwort.
answer = tennis_balls + bought_balls
# Die Antwort ist 11

Q: Jason hatte 20 Lutscher. Er hat Denny
einige Lutscher gegeben. Jetzt hat Jason
12 Lutscher. Wie viele Lutscher hat Jason
Denny gegeben?
A: #solution in Python

# Jason hatte 20 Lutscher.
jason_lollipops_initial=20
# Jetzt hat Jason 12 Lutscher.
jason_lollipops_left=12
# Lutscher werden Denny
lollipops_given_to_denny=jason_lollipops_initial

-jason_lollipops_left
# Die Antwort ist 11

Please, after understanding the structure
of previous examples, given
Q: Kylar geht ins Kaufhaus, um Gläser für
seine neue Wohnung zu erwerben. Ein Glas
kostet 5 US-Dollar, aber jedes weitere Glas
kostet nur 60% des Ausgangspreises. Kylar
möchte 16 Gläser kaufen. Wie viel muss er
dafür ausgeben?
understand the question in German and plan
a solution step-by-step!

After understanding, you should act as an
[Language Lt] programmer, and for clarity
at the end, you should format your answer
as ’Die Antwort ist: [num].’

F Cross-PAL prompting approaches
(Example in Chinese)

Given the following problems and the
program solutions, please act as an expert
in multilingual understanding in Chinese.

Q: 罗杰有5 个网球。他又买了2 罐网球。每罐
有3个网球。他现在有多少个网球？
A:用Python解决
#罗杰从5个网球开始。
tennis_balls = 5
# 2罐，每罐装3个网球
bought_balls = 2 * 3 tennis balls.
#答案是
answer = tennis_balls + bought_balls
#答案是11

Q: 杰森有20 根棒棒糖。他给了丹尼一些棒棒
糖。现在杰森有12 个棒棒糖。杰森给了丹尼多
少棒棒糖？
A:用Python解决
#杰森有20根棒棒糖。

jason_lollipops_initial=20
#杰森现在有12个棒棒糖。

jason_lollipops_left=12
#答案是

lollipops_given_to_denny=jason_lollipops_initial
-jason_lollipops_left
#答案是11

Please, after understanding the structure
of previous examples, given
Q:利亚有32块巧克力，她妹妹有42块。如果她
们吃了35块，她们一共还剩下多少块？
understand the question in English and plan
a solution step-by-step!

After understanding, you should act as a
Chinese programmer, and for clarity at the
end, you should format your answer as 答案
是：[数字]。
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G State-of-art Prompting Methods

Direct (Question in Chinese without CoT)
Q: ：罗杰有5 个网球。他又买了2 罐网球。每罐有3
个网球。他现在有多少个网球？
A: 11
Q:利亚有32块巧克力，她妹妹有42块。如果她们吃
了35块，她们一共还剩下多少块？
A:
Native-CoT ( Question and CoT Answer in Chinese)
Q:罗杰有5个网球。他又买了2罐网球。每罐有3个
网球。他现在有多少个网球？
A: 罗杰一开始有5 个球。2 罐各3 个网球就是6 个网
球。5 + 6 = 11。答案是11。
Q:利亚有32块巧克力，她妹妹有42块。如果她们吃
了35块，她们一共还剩下多少块？
A:让我们一步步思考
En-CoT (Question in Chinese and CoT Answer in English)
Q:罗杰有5个网球。他又买了2罐网球。每罐有3个
网球。他现在有多少个网球？
A: Roger started with 5 balls. 2 cans of 3 tennis balls each
is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q:利亚有32块巧克力，她妹妹有42块。如果她们吃
了35块，她们一共还剩下多少块？
A: Let’s think step-by-step!

Table 8: Chain-of-Thought as proposed in (Shi et al.,
2022) (for simplicity we have reduced the shot but the
original is 6-shot). Given a problem in a specific lan-
guage, the following prompts are Direct, Native-CoT
(without additional languages), and En-CoT, the original
question in a specific language with answers in English.

CLIP First-Step
Please act as an expert in multi-lingual
understanding in [Specific Language Ls].
Question: [Given sentence X in Ls]
Let’s understand the task in [Target Language
Lt] step-by-step!

CLIP Second-Step
After understanding, you should act as an expert
in mathematics in [Language Lt].
Let’s resolve the task you understand above
step-by-step!

Table 9: CLIP (Qin et al., 2023) where the prompt is
split into two phases: the alignment of the different
languages, and then, the solving mechanism for the
specific language.

Cross-ToT
Simulate the collaboration of {n} mathematicians
answering a question in their mother tongue: L1,
L2, ... and Ln. They all start Step1 from a
separate thought process, step by step, each
explaining their thought process. Following
Step1, each expert refines and develops their
thought process by comparing themselves with
others. This process continues until a
definitive answer to the question is obtained.
Question: [Question in Language L1]
Answer: [num].

Table 10: Cross-ToT prompting (Ranaldi et al., 2023)
that using the Tree-of-Thoughts method elicits the
model to produce reasoning processes in different lan-
guages.

H Reasoning Evolution

H.1 Chain-of-Thought Quality Scoring
Implementation

The ROSCOE framework (Golovneva et al., 2023)
incorporates multiple chain-of-thought quality met-
rics, with the reasoning alignment vector α that
is

ralign(h → s) = {α1, α2, . . . , αN} ∈ [0, 1]N

(5)
from the N -step hypothesis h = {hi}Ni=1 to the
source input s of length T , where αi are defined as:

ralign(hi → s) =
1+maxTj=1 cos(hi,sj)

2

Faithfulness score The Faithfulness (F ) score
is calculated based on the alignment between the
hypothesis steps h and the source sentences s. It
represents the average reasoning alignment score
over the steps of reasoning:

F =
1

N

N∑
i=1

ralign(hi → s) (6)

The Faithfulness score serves as a measure to as-
sess whether the model misconstrued the problem
in the statement or if the reasoning chain is charac-
terized by ambiguity, unimportance, or the misuse
of information.

Informativness Informativeness-Step (Info-
Step) measures the utilization of facts from the
original text s in the reasoning steps h:

InfoStep =
1

2T

T∑
t=1

ralign(st → h) +
1

2
F (7)

Info-Step assigns a higher score to reasoning steps
that strongly align with the source, showing the ca-
pacity to which the generated hypothesis includes
the information from the source. Conversely, a
lower Info-Step score means reasoning steps un-
related to the source sentences or overlooking the
provided information in the context.

Informativeness Chain Like the Info-Step met-
ric, the InformativenessChain (Info-Chain) metric
estimates the degree of concordance between the
hypothesis chain and the source. The calculation is
as follows:

InfoChain =
1 + cos(h, s)

2
(8)
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Missing Step The Missing Step (Miss-Step) met-
ric is introduced to estimate any significant lacking
steps, which examines the alignment between the
reference reasoning text r = {ri}K and the hy-
pothesis h. A miss-step is needed to meticulously
assess each step in the reference and verify the exis-
tence of a similar step in the hypothesis. The metric
is computed as:

Miss-Step =
K
min
i=1

(r-align(ri, h)). (9)

H.2 Application of RSCORE
We use the framework ROSCOE (Golovneva et al.,
2023) to investigate why our approach works.
Hence, we evaluate the quality of the reasoning
paths (implementation described in Appendix H).
As shown in Figure 11, our approach delivers rea-
soning with higher faithfulness, exhibiting better
consistency with key steps during the reasoning
process. Specifically, the faithfulness score in-
creased by 4.5 points, indicating that the model bet-
ter understood the problem statement and ensured
a transparent inference chain without generating
irrelevant or misused information. Furthermore,
we observe improvements in the Informativeness
metrics for “Step” and “Chain”. It suggests that
the models’ reasoning, behind the alignment, could
provide more well-grounded inference steps.

Table 11: The analysis of reasoning quality between
GPT-3.5 (Native-CoT), CLP in (Qin et al., 2023) and
Cross-PAL

Language Percentage
English (en) 46.3%
Russian (ru) 6.0%
German (de) 5.4%
Chinese (zh) 5.3%
French (fr) 4.4%
Japanese (ja) 4.3%
Spanish (es) 4.2%
Other 23.1%

Table 12: Language distribution of CommonCrawl
(Common Crawl, 2021).

I Model and Hyperparameters

In our experimental setting, as introduced in Sec-
tion 3.2, we propose different LLMs: (i) GPT-3.5
(gpt-3.5-turbo-0125), (ii) two models from the
Llama family (Touvron et al., 2023): Llama2-7b,
Llama2-13b, Llama3-8; (iii) one model of the Phi
family: Phi-3 (Abdin et al., 2024) (detailed in Table
13).
In particular, GPT models are used via API, while
for the others, we used open-source versions (see
detailed versions in Table 13)
As discussed in the limitations, our choices are re-
lated to reproducibility and the cost associated with
non-open-source models. We use closed-source
API and the open-source version of the model on
four 48GB NVIDIA RTXA600 GPUs for all exper-
iments performed only in inference.
Finally, the generation temperature varies from
τ = 0 of GPT models to τ = 0.5 of Llama2s.
We choose these temperatures for (mostly) deter-
ministic outputs, with a maximum token length of
256. The other parameters are left unchanged as
recommended by the official resources. We have
shared the code along with the submission.

J Models Vesions
Model Version
Llama2-7 meta-llama/Llama-2-7b
Llama3-8(-instruct) meta-llama/Meta-Llama-3-8B-Instruct
Phi-3(-mini-instruct) microsoft/Phi-3-mini-4k-instruct
GPT-3.5-turbo OpenAI API (gpt-3.5-turbo-0125)

Table 13: List the versions of the models proposed
in this work, which can be found on huggingface.co.
We used all the default configurations proposed in the
repositories for each model.
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K Example of Generations
Cross-PAL
(first step) Given the following problems and the program solutions, please act as an expert
in multilingual understanding in Chinese.
Q:罗杰有5个网球。他又买了2罐网球。每罐有3个网球。他现在有多少个网球？
A:用Python解决

#罗杰从5个网球开始。
tennis_balls = 5

# 2罐，每罐装3个网球
bought_balls = 2 * 3 tennis balls.

#答案是
answer = tennis_balls + bought_balls

#答案是11
(...one more in-context demonstrations as in Table F...)
Please, after understanding the structure of previous examples, given
Q:利亚有32块巧克力，她妹妹有42块。如果她们吃了35块，她们一共还剩下多少块？
understand the question in English and plan a solution step-by-step!
(second step) After understanding, you should act as a Chinese programmer, and for clarity
at the end, you should format your answer as 答案是：[数字]。.

GPT-3.5-turbo
A: # Liya has 32 pieces of chocolate.

liya_chocolate = 32
# Her sister has 42 pieces of chocolate.

sister_chocolate = 42
# Total chocolate before eating.

total_chocolate = liya_chocolate + sister_chocolate
# They ate 35 pieces of chocolate.

chocolate_eaten = 35
# Remaining chocolate.

remaining_chocolate = total_chocolate - chocolate_eaten
答案是：39 .

Llama3-8-Instruct
A: As an expert in multilingual understanding in Chinese, I will analyze the question and provide a step-by-step
solution. Translation: "Lia has 32 pieces of chocolate, her sister has 42 pieces. If they eat 35 pieces, how many
pieces do they have left in total?"

Calculate the total number of chocolate pieces initially:
Lia has 32 pieces, and her sister has 42 pieces. To find the total, add the two numbers:
Total = 32 + 42 = 74
Calculate the number of chocolate pieces eaten:

They eat 35 pieces.
Calculate the number of chocolate pieces left:
To find the number of chocolate pieces left, subtract the number of eaten pieces from the total:

Left = Total - Eaten = 74 - 35 = 39
Lia and her sister have 39 pieces of chocolate left.

剩下= 总数- 吃掉的数= 74 - 35 = 39 .
答案是：39 .

Phi-3-mini
A: To understand and solve the given problem in both English and with the approach for a
Python solution, follow these steps:
Understanding the Problem in English:
Liberty initially has 32 pieces of candy. Her sister has 42 pieces of candy. Together, they
eat 35 pieces of candy. We need to find out how many pieces of candy they have left in total.
Plan the Solution:
First, find the total amount of candy Liberty and her sister have initially by adding the
candy she has to the amount her sister has. Then, subtract the amount of candy they ate from
the total amount they initially had. The result will give us the remaining pieces of candy.
Implement the Solution in Python:
# Liya 32 pieces of candy.

liya_candy = 32
# Her sister has 42 pieces of candy.

sister_candy = 42
# Total candy initial.

total_candy = liya_candy + sister_candy
# Remaining candy after eating.

candy_eaten = 35
# Remaining candy.

remaining_candy = total_candy - candy_eaten
答案是：39。.

Table 14: Example output answers generated by different LLMs prompted via Cross-PAL (Section 2.2). Generations
are structured and guided by program languages. 17
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