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Abstract

Current methods for generating attractive head-
lines often learn directly from data, which bases
attractiveness on the number of user clicks and
views. Although clicks or views do reflect user
interest, they can fail to reveal how much inter-
est is raised by the writing style and how much
is caused by the event or topic itself. Also,
such approaches can lead to harmful inventions
by over-exaggerating the content, aggravating
the spread of false information. In this work,
we propose HonestBait, a novel framework
for solving these issues from another aspect:
generating headlines using forward references
(FRs), a writing technique often used in click-
bait. A self-verification process is also included
in training to avoid harmful inventions. We
start with a preliminary user study to under-
stand how FRs affect user interest, after which
we present PANCO, an innovative dataset con-
taining pairs of fake news with verified news
for attractive but faithful news headline genera-
tion. Automatic metrics and human evaluations
show that our framework yields more attractive
results while maintaining high veracity.

1 Introduction

Fake news has become a medium by which to
spread misinformation (Oshikawa et al., 2020; Vi-
cario et al., 2019). One common way to fight
against fake news is to release verified news. How-
ever, as the goal of news verification is to correct
misinformation, their headlines are often bland,
making it difficult to gain the attention of users,
which works against the need to alleviate the harm-
ful impact of fake news. Therefore, headlines
for verified news articles should be rewritten to
be more sensational but still faithful, which is ex-
pected to pique reader interest in verified news.
Many studies have been conducted on generat-
ing styled headlines (Jin et al., 2020; Xu et al.,
2019), among which clickbait represents the style

that generates the most reads or clicks. Despite
their success in attracting readers, there are several
challenges in current clickbait generation models.
First, clickbait datasets for training headline gener-
ators with sensational style transfer are commonly
collected based on the amount of views or clicks,
which assumes that headline popularity is always
due to the writing style. However, user reading
preferences could also be motivated by trending
topics or major events. Although such headlines
get many views and clicks, they could end up as
noise in the dataset, harming sensational headline
classification performance (Xu et al., 2019). Sec-
ond, harmful hallucinations created by headlines
exaggerated to be more sensational could distort
the meaning of the original article. This is espe-
cially critical as we do not want our generation
model itself to spread misinformation. However, as
such sensational headline generation models often
generate clickbait which contains more ambigu-
ous words than a general abstractive headline, it
increases the difficulty of evaluating faithfulness
by aligning title semantics with the content of the
article.

In this work, we propose making real news sen-
sational by learning what fake news is good at.
Quantity-wise, the many fake news articles can
serve as learning materials by which to generate
more attractive headlines; style-wise, fake news is
written to attract attention. To learn these attractive
writing styles, we adopt the forward-reference (FR)
writing technique (Blom and Hansen, 2015), which
draws from psychology and journalism, and is fre-
quently used to create attractive headlines. Specifi-
cally, FR creates an information gap between users
and the news article with the headline, which moti-
vates user curiosity (Loewenstein, 1994) to inves-
tigate the news content, and hence provokes the
desire to click on the headline. One example is the
headline “Wanna be an enviable couple? 12 things
a happy couple must do... It’s that simple!”, which



drives readers to find out what those things are.
Here, to understand the relation between verac-
ity, attractiveness, and FR types in news headlines,
we conduct a preliminary user study to investigate
the attractiveness of fake and real news, followed
by an analysis of the FR types used in the selected
headlines. Given these results and observations, we
propose HonestBait, a novel framework by which
to generate attractive but faithful headlines. In this
framework, we use FR to remove the need to learn
directly from the clicks-based dataset. To ensure
the faithfulness of the generated headlines, we de-
sign a lexical-bias-robust textual entailment com-
ponent on the generated headline and its original
content to confirm that the latter infers the former.
In addition, we propose PANCO, an innovative
dataset which consists of pairs of fake and verified
news headlines, their content, and their FR types.
We conduct experiments on PANCO and evaluate
the results by both autometrics and human evalua-
tion. The contributions of our work are threefold:

* We conduct a thorough user study to under-
stand the relation between reading preference
and FR types on fake news and verified news.

* We propose a novel framework for gener-
ating attractive but faithful headlines. In
human evaluations, HonestBait outperforms
baselines on attractiveness and faithfulness.

* We propose a new dataset containing pairs of
fake and verified news, including their titles,
article content, and title FR types.

2 Related Work

Forward Referencing as a Lure Loewenstein
(1994) shows how the desire for information moti-
vates human curiosity. Forward-reference was later
defined as a technique for creating curiosity gaps
at a discourse level for use in headlines (Blom and
Hansen, 2015; Yang, 2011). A similar concept is
cataphora, in which information is forwarded as a
teaser at a sentence level (Baicchi, 2004; Halliday
and Hasan, 1976). Kuiken et al. (2017) investi-
gate how editors rewrite headlines for digital plat-
forms, and analyze the linguistic features of what
makes up an attractive headline. Zhang et al. (2018)
address attractive headline generation as question
headline generation (QHG), which assumes that
interrogative sentences are more popular. Indeed,
such modality is a type of FR, but we argue that

the interrogative style may not be suitable for some
news headlines, especially for verified news.
Headline Generation Headline generation can be
viewed as a more specific summarization task. Qi
et al. (2020) propose a Transformer-based, self-
supervised n-gram prediction objective. Liu (2019)
propose BERTSum, a variation of BERT (Devlin
et al., 2019) for extractive summarization. See
et al. (2017) propose an attention-based pointer
generator with a copy mechanism, which has made
great progress in summarization. Although its ca-
pability of copying text from the source context
is powerful, using it directly for verified news of-
ten leads to bland titles. Hence we apply forward
references and a sensationalism scorer to produce
more satisfying results. Xu et al. (2019) propose
auto-tuned reinforcement learning to generate sen-
sational headlines using a pre-trained sensational-
ism scorer, the resulting score of which is used as
the reward to enhance the attractiveness.

Faithful Summarization Recent work investigates
how to improve the faithfulness of the generated
summary or headline. Matsumaru et al. (2020) pro-
pose pretraining a textual entailment scorer to filter
out noisy samples in the dataset, preventing hal-
lucination or unfaithful generation. Maynez et al.
(2020) analyze the faithfulness of current abstrac-
tive summarization systems, and discover that tex-
tual entailment correlates better to faithfulness than
standard metrics. Based on such work, one ma-
jor direction is to evaluate generated summaries
with textual entailment rather than raw metrics
such as ROUGE (Lin, 2004) or BLEU (Papineni
et al., 2002). Accordingly, we propose a faithful-
ness scorer based on textual entailment. During
training, the scorer provides feedback in the form
of a faithfulness score, which is used as an opti-
mization goal in a reinforcement learning fashion.

3 Preliminary User Study

In this section, we investigate for a given topic
which of the fake or real headlines users are more
interested in, and how often forward references are
found in interesting titles. Accordingly, we want to
test the following two hypotheses:
H1: Fake news headlines motivate user reading
interest more than real news headlines.
H2: Forward references are commonly seen/used
in headlines which interest users.

We conducted the user study on both Chinese
and English news to see whether forward refer-



ences were used across languages. For English
headlines, we adopted FakeNewsNet (Shu et al.,
2018), which contains fake and real news headlines
about gossip and political news from GossipCop
and PolitiFact. Since the real and fake news in Fak-
eNewsNet are not paired up, we performed topical
clustering to alleviate topical bias. For Chinese
headlines, we directly leveraged news pairs labeled
as disagreed in the WSDM fake news challenge
dataset,! which contains one fake news headline
and its corresponding verified news headline. In
this way we avoid topical preferences.

We conducted the English user study using Ama-
zon Mechanical Turk (Crowston, 2012). Each pair
was labeled by 3 turkers, whereas each Chinese pair
was annotated by 5 native speakers we recruited.
To test H1, annotators chose which headline they
wanted to read further, with four options: first head-
line, second headline, both and none. News verac-
ity was not revealed during the study. Results show
that both Chinese and English readers prefer fake
news headlines. For Chinese, 39.75% of fake ti-
tles were chose, while 23.60% of real titles were
chose. For English, the percentages are 34.57%
and 30.33%, respectively. This result supports H1:
fake news headlines motivate reading interest more
than real news headlines.

To test H2, we asked another set of three annota-
tors to label the FR type of the preferred headline
selected in the previous user study. This question
could have more than one answer as more than one
FR type can be used to compose a title. The defini-
tion of each FR type are listed in appendix. Results
show that 73% of Chinese and 85% of English
headlines utilize FR techniques (at least one FR is
included in the headline), which further supports
H2: FR is commonly used in interesting headlines.
For detailed distribution of reading preference and
FR type of the preferred headlines, please see Ap-
pendix A and B.

4 Method

Having motivated the use of FR, we propose Hon-
estBait, a novel framework which incorporates FR
techniques. The left part of Figure 1 is a high-level
workflow of the model. The model input during
training contains verified news headlines and their
content. First, we use an FR classifier to predict
which FR type best fits the input real news head-

"https://www.kaggle.com/c/
fake-news-pair-classification-challenge

line, after which the generator takes the real news
content as input and generates a headline. During
each decoding step, we use the FR labels from the
FR classifier to compute the FR type reward. After
decoding, we utilize a faithfulness scorer and a sen-
sationalism scorer to compute the faithfulness and
sensationalism rewards by which to evaluate the
generated headline. During inference, given ver-
ified news articles and their headlines, the frame-
work generates interesting headlines using FR, and
ensures fidelity via the faithfulness scorer. Thus
the model has four major components: a sequence
generator, a FR type classifier, a faithfulness scorer,
and a sensationalism scorer. Below we describe
these in detail.

4.1 Sequence Generator

We adopt a pointer network (See et al., 2017) as
the sequence generator. For given real news con-
tent A with M tokens {wq,we, - wyr} and its
corresponding headline consisting of () tokens
{z1,22---zq}, the encoder encodes each token
with a bidirectional LSTM (Hochreiter and Schmid-
huber, 1997) to obtain its hidden state ~;. We adopt
Chinese word-level embeddings pre-trained on the
Weibo corpus (Li et al., 2018). Following Luong
et al. (2015), we use an attention mechanism on the
hidden states of the encoder: a; = softmax(hy;),
he = Zl a;h:;, and then h, is sent to the decoder.
For each token in the article, the decoder updates
its hidden state as s;. The probability distribution
of each time step over the vocabulary is computed
through two linear layers: o; = (Wy[he ® s¢]) + by,
Pyoc(z*) = softmax(W, 0, +b,,), where W,,, W,
by, and b, are trainable parameters. The final distri-
bution is combined with the probability computed
by copy mechanism, making words from source
article available for generation:

Pgen = U(‘/Chhe + ‘/;SSt + chet + bC)7

Pﬁnal(x*) = pgeanoc(x*) + (1 - pgen) Z Qi
ey

where a; is the attention weight over the input to-
kens computed by the encoder, and e; is the embed-
ding of the tokens in the article. Vch , V2, VZ, and
b. are trainable parameters, and o is the sigmoid
activation function. For the objective we use the
negative log likelihood as L ;g as follows:

Q
1
Lyre = ) Z log Pnai (). )
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Figure 1: Left: The proposed framework. Required inputs are underlined. Components with frozen training weights
are depicted with a blue background. Right: Workflow of model-level debiasing module.

4.2 Forward Reference Type Classifier

To make the model able to mimic different FR
types, we pre-train two multi-label classifiers:
(1) real2fake, which receives the real headline as
input and predicts the FR type of the corresponding
fake news; this classifier learns which kinds of real
titles are suitable for which specific combination
of FRs. (2) real2real, which predicts which FR
type the generated headline contains; this is pre-
trained by taking real news headlines as input and
classifying which FR type these headlines have.
We implement these FR classifiers with a BERT-
based encoder. Given a verified news headline, we
obtain a sentence-level representation h, with the
hidden state of the [CLS] token. The final predic-
tion pj,. € R! is the probability distribution of each
forward reference type predicted by a MLP clas-
sifier following a sigmoid function; the FR type
prediction is defined as:

i 1, ifph >0

[ ) fr _llz2.

b {0, otherwise ~ Ue = (T3 Ui -5 U]
3)

where ¢ denotes the ¢-th dimension of py. and 0 is a
threshold, here set to 0.5. ¢4 € {0, 1} and [ is the
number of the FR type. We pre-train these models
using binary cross entropy loss, yielding a 0.65 mi-
cro F1 score on real2fake and 0.91 on real2real on
a pre-training test set. Below we denote real2fake
prediction as §jy and real2real as ¢, both of which
are calculated using Eq. 3.

4.3 Forward Reference Reward

For each decoding time step, we calculate the FR
reward once: tokens generated up to the current
time step y7., are sent to the real2real FR-classifier

to derive y;}* and calculate how well the generated
text fits the FR prediction by real2fake ;. This is

formulated as:
T

3 (1 — MSE(gy, y),

i

Ry = )
where MSE denotes the mean squared error and
Ry € [0,1] is the FR reward. In practice, we can
also use the FR label of the fake news acquired
from our user study y, to replace 7/, and view this
setting as an upper bound for real2fake accuracy to
calculate .. The FR prediction by real2fake ¢
can be treated as a hint to guide HonestBait as to
which FR type is more likely to be applied given
the real news headline. Based on our observation,
however, to interest the user, it is not necessary to
generate headlines according to a specific FR type.
Hence, real2fake can be used as an auxiliary tool to
help decide which FR type to use, and is especially
useful when the dataset contains no FR-type labels.

4.4 Faithfulness Scorer

Inspired by Kryscinski et al. (2020) that textual
entailment better correlates to faithfulness than raw
metrics, we use a pre-trained faithfulness scorer
to evaluate whether the generated headline distorts
or contradicts the corresponding content. When
pre-training, we use a real news headline and its
content as a positive example, and a fake news head-
line with the corresponding real news content as a
negative example. We pre-train this as a natural lan-
guage inference (NLI) task (classifying entailment
and contradiction).” The sentence embeddings of
headline and content are denoted as x;, and wy,. We
apply a popular method to encode sentences for the
NLI model (Conneau et al., 2017):

&)

where ; denotes concatenation on the hidden dimen-
sion, and ® denotes the element-wise product.

h = [xp; wp; zn — wh; xp © wp)

>We exclude real-headline fake-content pairs since some
of the fake contents are not necessarily fake.



Lexical Bias We discover that the verified news
in the WSDM dataset often contains lexical bias;
in particular, many true headlines entailed by their
contents contain the words “verification" and “ru-
mor" which results in a shortcut model, i.e., the
NLI model tends to classify samples as entailment
based simply on the existence of certain words. In
addition, the word-overlap bias (WOB), i.e., high
word-overlap (Naik et al., 2018), also harms our
entailment task to ensure faithfulness. This is espe-
cially true when the fake headline in PANCO also
has high word overlap with the verified content
as they concern the same specific event or person.
Thus, we adopt the model-level debiasing learning
module (Zhou and Bansal, 2020) to our entailment
task; its workflow is illustrated in the right part of
Fig. 1. A bag-of-words sub-model is deployed to
capture superficial features, since it has the least
reasoning ability, and is more likely to use short-
cuts to make predictions. The main model, in turn,
consists of two bi-LSTM (Hochreiter and Schmid-
huber, 1997) networks that are capable of reasoning
over deeper semantics. During training, HEX pro-
jection (Wang et al., 2019) is used to screen out
superficial features by making the hidden state of
main model and the BoW sub-model orthogonal,
allowing the main classifier to focus on deeper fea-
tures. Following Zhou and Bansal (2020), we use a
self-attention layer as the bag-of-words sub-model
encoder, and a 3-layer bi-LSTM with skip connec-
tions and residuals as the main model encoder:

Fy :f([ubow§ umain]a g)a
Fp :f([07 umain}vi% (6)
FG’ :f([ubow; 0}75)7

where f denotes the final MLP classifier, u,,, and
Umain denote the sentence embeddings encoded
with Eq. 5, and ¢ denotes the classifier parameters.

Fr = (I —Fg(FLFG)'FLF4, (D)

where F is projected to the orthogonal space of
Fs. We use the same training objective as Zhou
and Bansal (2020). After training, the main model
Fp is ready for use in the proposed framework as
shown in Fig. 1 to make inferences and to calcu-
late the faithfulness score R f4;s,. The faithfulness
scorer achieves 0.83 accuracy on the testing set.

4.5 Sensationalism Scorer

In addition to being faithful, the desired output
must be attractive. We make use of another BERT-

based binary classifier to obtain the sensational-
ism score. We first manually determine the news
categories that are consistently sensational (fash-
ion, gossip, headlines, international, society, poli-
tics) and collect the news headlines along with the
content in these categories. The collected news
headlines are regarded as sensational. For non-
sensational headlines, we utilize a pointer genera-
tor to obtain a summary headline, and treat this as
a non-sensational title since summarization mod-
els retain only the semantics of the content. We
train the sensation scorer with binary cross entropy
along with a softmax layer to produce a sensation
score € [0,1]: Rsen, = 0(Wszs + bs), where
is the aggregated representation of the [CLS] token
produced by BERT, ¢ is the softmax function, and
W, and b, are learnable weights. The accuracy on
test set is 0.86, indicating its ability to discriminate
sensational headlines.

4.6 Hybrid Training

We adopt the reinforcement learning (RL) algo-
rithm (Williams, 1992) to train our model with the
weighted sum of scores produced by the FR classi-
fier, the faithfulness scorer, and the sensationalism
scorer as the reward R. Following Xu et al. (2019);
Ranzato et al. (2015), we use the baseline reward
Rt to reduce variance, where ]%t is the mean reward
estimated by a linear layer for each time step ¢ dur-
ing training. The final reward and its loss are

R = 'R,fr + O/Rfaith + (1 —a)Rsen

1 . (8)
Lri = ~7 Z(R — Ry)log Prnai ().

1

Similar to Xu et al. (2019), we compute the final
loss as the combination of £,z and Ly

L=Xyrr + (1 —X)LRL, ©)

where both \ and « € [0, 1] are hyperparameters
to balance the weight of each component, and the
composite design here is to ensure that we produce
headlines that satisfy all objectives. To sum up, we
use the pre-trained faithfulness scorer to evaluate
the textual entailment between the generated head-
line and the content, the sensationalism scorer to
measure the sensationalism of the generated head-
line, and the FR type classifier to estimate whether
the generated headline matches the given FR type.



S Experiment

We conducted experiments to evaluate HonestBait.
We describe the experimental dataset, following
by the result of autometrics and human evaluation,
and include a case study to further demonstrate the
superiority of the proposed model. Source code is
available at https://reurl.cc/glDmyD

5.1 PANCO Dataset

We compiled Paired News with Content (PANCO),
a dataset that originated from a fake news classifica-
tion competition held by WSDM. The competition
involved a textual entailment task in which two
news headlines were given as input: the task was
to predict the relationship between the headlines.
Each sample in the original dataset includes a fake
news headline and a headline that is either agreed
(two fake stories describing the same event), unre-
lated (two stories describing different events), or
disagreed (two stories describing the same event,
one of which is real and the other fake). We aug-
mented the provided dataset in the following way:
(1) We discarded agreed headline pairs (both titles
are fake). (2) We manually examined the unrelated
pairs and discarded unrelated samples because we
found that some unrelated samples implicitly verify
the fake headline. (3) We merged selected unre-
lated samples with disagreed samples. (4) We used
each title as a query and used Google Search to
determine the source of each news story. (5) We
deployed a crawler to acquire news content from
sources which matched the title. (6) Five annota-
tors labeled the FR type of each headline; the final
label was decided by majority vote. The proposed
dataset has a total of 7,930 paired samples, con-
taining fake news and the corresponding verified
news along with their content and FR type. Some
statistics are listed in Fig. 2. The main novelty of
PANCO is the collection of pairs (describing the
same event) of verified and fake news as well as the
content. In addition, we provide the FR type label
for each headline and for both real and fake news
as linguistic features for further study. Also, al-
though WSDM also provided English translations
of the headlines, they were machine-translated and
hence not satisfactory for further experiments; thus
PANCO is a Chinese-only dataset.

5.2 Baseline and Settings

We compared the proposed model with the follow-
ing strong baseline for Chinese headline generation.

Model Ry Rs Ry BS FR

Ptr-G 41.86 28.18 37.30 69.61 55%
Clickbait 41.02 28.03 36.64 69.52 69%
ROUGE 4375 27.65 35.65 71.56 59%
ProphetNet 46.82 3040 38.89 73.57 50%
BertSum 28.09 16.15 1886 6322 17%
T5 4427 28,55 38.66 7273 60%
HonestBait 43.76 31.45 4042 7261 80%

Table 1: Automatic metric of proposed model against
baselines. R,, represents the n-gram ROUGE score and
Ry, is the ROUGE-L score. BS represents the BERT
score. FR is the ratio of generated headlines using FR.

The pointer-generator network (Ptr-G) (See et al.,
2017) is an LSTM-based model with attention and
a copy mechanism. Clickbait (Xu et al., 2019) uses
a CNN-based sensationalism scorer to automati-
cally balance MLE and reward loss, and also for
use as a reward to generate more sensational head-
lines. ROUGE uses the Ptr-G architecture but with
the ROUGE score as a reward. TS5 (Raffel et al.,
2020) is a text-to-text Transformer-based model;
we utilize TS5 with Pegasus (Zhang et al., 2020)
pre-training to strengthen the baseline. Prophet-
Net (Qi et al., 2020, 2021) is a Transformer-based
model that utilizes future n-gram prediction as a
self-supervised objective. It performs strongly over
several summarization benchmarks. For human
evaluation and the case study, we also include Gold,
which represents real human-written headlines as a
strong baseline. Evaluation is done on PANCO by
autometrics and human evaluation.

Experimental settings are detailed as follows.
We first pre-trained all baselines on the LCSTS
dataset (Hu et al., 2015) with 480,000 steps. LC-
STS is a large-scale Chinese summarization dataset
containing 2,400,591 samples with paired short text
and summaries. We used the pre-trained weights
to fine-tune all baselines on the PANCO training
set for another 10,000 steps. The A hyperparameter
was set to 0.2 and « to 0.4. For qualitative analysis
of A and a, please refer to Appendix D and E.

5.3 Automatic Metrics

We used three autometrics for evaluation: ROUGE-
n (Lin, 2004), ROUGE-L, and the BERT
score (Zhang* et al., 2020). Though automet-
rics are in general not reliable for text genera-
tion (Sulem et al., 2018; Callison-Burch et al.,
2006; Schluter, 2017), we still provide automet-
ric results for reference. Results in Table 1 show
the good abstractive ability of HonestBait with the
highest 40.42 Ry score. Among the baselines,


https://reurl.cc/q1DmyD

Headline  Content Top-10 Words in Headline Top-10 Words Eng. Trans.
max S1 4731 FRE, &2, [FIRL B W%, Clarify, Rumor, Response, Fake, Buzz,
Real i G e e .. . X
avg. 13.7+£3.8 576.8+4495 B, B, 17, iR, EHAH Official, Carcinogenic, Eat, Spread rumor, Truth
Fake Max 29 12653 M, B, L 7L, Eat, Netizens, Carcinogenic, Without, Daughter,

avg. 139138

603.7 +566.9 PR, W, AFE H

Drinking, Wine, Drive, Driving Car, Belongs to

Figure 2: Headline and content length of PANCO dataset. We report the max and average length at the word level.
We also list the top 10 most frequent words in real/fake headlines, sorted from left to right, top to bottom. Numbers

and names are ignored.

ProphetNet is the strongest, with the highest R;
and BERT scores, perhaps due to its n-stream self-
attention mechanism. On the other hand, the ex-
tractive summarization model BERTSum performs
worst here, as extracting a sentence from the article
as its headline is not a common practice in general.

In the last column of Table 1, we further use
the real2real FR classifier to detect which FR tech-
nique(s) the generated headlines are using, and
report the percentage of generated headlines using
FR in different models. The result shows that 80%
of the headlines generated by HonestBait exploit
FR to make headlines more attractive, which is the
highest among all models, indicating that Honest-
Bait indeed learns to utilize FR techniques during
generation.

Model ATRC FAITH FLCY
Ptr-G -29.50  -17.83  -19.80
Clickbait -6.00 -22.33 -9.25
ROUGE -17.50 -17.25 -24.66
ProphetNet  -5.60 -5.50 433
BertSum -30.50  -21.99 -9.70
T5 -12.50  -10.25 -1.25
Gold -11.25 1.00 8.34
HonestBait - - -

Table 2: Results of pairwise comparison, in terms of at-
tractiveness (ATRC), faithfulness (FAITH), and fluency
(FLCY), shown as percentages.

5.4 Human Evaluation

We conducted a human evaluation to further evalu-
ate the attractiveness, faithfulness, and fluency of
the generated headlines. We randomly selected 100
samples from the test data in PANCO, and asked 5
native speakers to select headlines in response to
the following questions: (1) Which headline makes
you want to read further? (2) Which headline is
more faithful to the content? (3) Which headline
is more fluent? The workers were given two gen-
erated titles and the story content, and were asked
to select first title, second title, or tie in response to
the questions. The order of titles was shuffled and

the generation system behind was not revealed.

Table 2 reports the pairwise comparison results
as percentages. Each number in the table is the
competing model compared to the proposed Hon-
estBait, following Zhao et al. (2020). For example,
the output of Ptr-G is 12.50%/45.50%/42.00% bet-
ter/same/worse than HonestBait in terms of attrac-
tiveness, resulting in 12.50%-42.00% = -29.50%
in the table. Results show that for both attrac-
tiveness and faithfulness, HonestBait outperforms
all baselines by a large margin. We believe this
is due to the use of forward referencing and the
faithfulness check. Compared to the pure click-
driven attractiveness-optimized Clickbait (Xu et al.,
2019), HonestBait outperforms by directly learn-
ing writing skills to avoid other impact factors of
attractiveness. In addition, boosting only attractive-
ness makes Clickbait relatively unfaithful (-22.33).
As for fluency, only ProphetNet and Gold outper-
form our model. As we did nothing specifically to
improve fluency like ProphetNet’s n-stream atten-
tion, this result indicates that HonestBait maintains
reasonable fluency while increasing attractiveness
and faithfulness. Note that compared to human-
generated headlines (Gold), HonestBait generates
more attractive headlines (+11.25%) with only a
modest drop in faithfulness (-1.00%), which shows
the effectiveness of HonestBait for rewriting real
news headlines to promote the stories.

5.5 Ablation Study

To further investigate our framework, we conducted
an ablation study. We compared each setting with
the full framework using the evaluation protocol
from Sec. 5.4 by pairwise comparison. Results
are shown in Table 3. Clearly, there is an sig-
nificant drop in attractiveness when we remove
the sensation scorer (—19.50%) or FR type reward
(—16.00%), which indicates that even with the sen-
sation scorer, attractiveness still decreases without
the help of the FR reward (see setting w/o FR). That
is, the FR reward indeed helps the model to learn



attractive writing styles. On the other hand, remov-
ing the faithfulness scorer results in the largest de-
crease in faithfulness (—11.50%). This also shows
our lexical-bias-robust faithfulness scorer prevents
deviations in the generated headline. This attests
the effectiveness of each component in the pro-
posed model.

ATRC FAITH  FLCY
W/osen -1950% -4.00%  -9.75%
W/o faith  -4.00% -11.50% -6.75%
W/oFR  -16.00% -5.50% -6.25%

Table 3: Ablation study result. “w/0” represents remov-
ing corresponding component from the full framework.

Article: JLSFRI, ZCRCTrAIRT R > BB R R e —
IO A A LRSI A — AR — {7 MUt BEE AT PN
BRI, WARNBE. BT, TR, W
s RO, BREMIE . R EERIERPIR E
E I E R EIME, D ARESE R UGS
Few years ago, "the woman version of Jobs™ Elizabeth
Holmes became popular by proposing a revolutionary
blood testing technique: using a drop of blood to perform
over two hundreds of professional testing. But not for long,
her lies were revealed, and she had fallen from the peak.
Expert said the liquid biopsy in clinic has not yet formed a
gold standard, and cannot completely replace tissue biopsy.
Ptr-G: FFE | T, FLIE S i |

Rumors! Jobs, really tells you the truth!

Clickbait: “F¥ "7 i Arie By T it &7 EfHAEE !
"Rumors™ Jobs can heal the reagent box? Here’s the truth!
Clickbait+ROUGE: F¥i | 77 Al he it AT ?
Rumors! Can Jobs make people test for cancer?
BERTSum: —{# MLt fEM 7

A drop of blood can detect cancer?

T5: — A MEEMELEE S . I RefhE?

A drop of blood can detect cancer is a rumor,

how can we do to prevent cancer?

ProphetNet: B2 i RS §EWA 2 s hE
Clarification: Drop blood test cannot determine cancer.
Gold: i ! —EIL [HaMlERE] 1B

Rumors! The truth of using one drop of blood to test cancer.
HonestBait: — 7 5L AE A e . < ZReie: [ |

A drop of blood can detect cancer? Experts clarify: it’s fake!

Figure 3: Generated examples from different models.
For simplicity, we only present part of the article.

5.6 Case study

Figure 3 shows an example illustrating headlines
generated by different models. Results show that
Ptr-G, Clickbait, and ROUGE extract the name
“Jobs” from the article, which is a powerful ability
of the copy mechanism to alleviate the generation
of unknown tokens. However, in terms of being
headlines, these texts are less satisfying in that they
are not understandable. BERTSum and T5 make
mistakes by generating open questions without an-
swering them, which could motivate user interest

Full: 2R EG? EFF MR E: NEEE |
Papaya is helpful for breast enlargement?
Nutritionist clarified: not reliable.

w/o Faith. Scorer: IZ K JNa[ g7 EFEH
FEE: WZRJAATF /8. Papaya is helpful for
breast enlargement? Nutritionist clarified:
Papaya is helpful for breast enlargement.

Table 4: Examples w/ and w/o faithfulness scorer

but is not faithful enough for verified news head-
lines. T5 focuses on the wrong point borrowed
from other articles as this article is not about can-
cer prevention, which could be harmful. In contrast,
HonestBait generates interrogative sentences to at-
tract readers, but with an explicit clarification of
the fake information, and is aligned to the content.

We also provide examples generated with and
without the faithfulness scorer, as listed in Table 4
to better demonstrate the effectiveness of the faith-
fulness scorer. The headline generated without the
faithfulness scorer appears quite fanciful, while
with the proper guide of the faithfulness scorer, it
successfully produces a true headline. These exam-
ples confirm that the proposed HonestBait has good
writing techniques, yielding attractive and faithful
headlines, which is indeed indispensable for news
headline generation.

6 Conclusion

In this paper, we present HonestBait, a novel frame-
work for generating faithful but interesting head-
lines. Moreover, we construct PANCO, a novel
dataset that includes the title and content of pairs
of fake and verified news, along with their forward
reference type for further research. Our user study
show that verified news headlines are relatively bor-
ing, and forward references are used in most head-
lines that readers like. Experiment results show
that HonestBait outperforms all baselines in both
automatic and human evaluations, which demon-
strates its effectiveness on generating attractive but
faithful headlines. We expect HonestBait to help us
rewrite monotonous real news headlines to increase
their exposure rate to help combat fake news.

7 Ethical Consideration

HonestBait is only designed to assist journalists as
a reference to write more user-desired and faithful
headlines for verified news. While being similar
to clickbait or attractive headline generation sys-
tems, HonestBait also has the risk to be used by
unwanted malicious users to generate sensational



headlines for fake news. Additionally, HonestBait
may misjudge an offensive or unethical headline
as user-desired headline. Our goal is to leverage
the existence of fake news as a learning material to
fight against misinformation, by encourage users to
read verified news. This system focuses specially
on the alignment between headline and its content,
in order to be aware of the potential harm of misin-
formation generation. We are calling users not to
abuse HonestBait to produce false information.
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Appendix
A Distribution of Reading Preferences

Reading preferences for Chinese and English are
aligned in general. As mentioned in Sec. 3, For
Chinese headlines, 39.75% of fake titles were chose
more interesting than the real ones, while 23.60%
of real titles win. For English headlines, the per-
centages are 34.57% and 30.33%, respectively. We
report the complete distribution including tie situa-
tion as shown in Fig. 4, the ratio of tie situation is
36.66% and 35.10% respectively.

30.33%

‘ 25.86%

(b) English headlines

23.60%

‘ 26.81%

(a) Chinese headlines

Real
B Fake
B Both
None

Real
Fake
Both
None

Figure 4: Reading preferences w.r.t. real news and fake
news.

B Distribution of Forward Reference

Here we report the distribution of FR type labelled
by the annotators, as shown in Fig. 5. Table 5
summarizes the types of forward references, and
their sample headline can be found in Fig. 6.

Forward-referring Expressions

Type 0 None of below

Type 1  Demonstrative pronouns
Type 2 Personal pronouns

Type 3  Definite articles

Type 4  Ellipses

Type 5 Imperatives

Type 6  Interrogatives

Type 7  General nouns

Type 8  Location Adverbs

Table 5: Types of different forward-referring features

Note that for Chinese headlines, we merged
type 8 into type 1 as their definitions are similar
in Chinese.> The FR type used depends on the
language or culture. We can easily find that the dis-
tribution of forward-referring features in Chinese
headlines are more uneven. One possible reason
is that the source of news in our dataset are less

3In Chinese, location adverbs are often regarded as a type

of demonstrative pronoun. Also, as very few samples are of
type 8, we treat it as a special case of type 1.
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diverse, so the writing style is more monotonic.
A majority part of fake titles utilize interrogatives
(Type 6) to lure readers to look inside the article
to search for the answer, while personal pronouns
(Type 2) are less common to appear. As for English
headlines, all types are observed roughly equally.

%
3k 27% 0
16 %

V2%
9%
26 %
6 . 6
(a) Chinese headlines  (b) English headlines

Figure 5: Distribution of forward references in Chinese
and English headlines with 2,800/2,159 samples. Type 0
indicates headlines without forward references.

C Stress Test of Faithfulness Scorer

To evaluate the robustness of the proposed faithful-
ness scorer to lexical bias, we conducted a stress
test (Naik et al., 2018) by choosing samples (a) with
high word overlap between headline and content
but that are unfaithful, and (b) with headlines that
contain certain cue words but are unfaithful. These
two types of samples are biased but unfaithful,
which is the hardest part for a faithfulness scorer.
We selected (a) by taking fake news headlines with
>85% word overlap with the verified contents. We
then picked four word cues that contains the word
“rumor”. which we randomly added before or after
headlines randomly chosen from LCSTS (Hu et al.,
2015), after which we randomly selected other con-
tent from PANCO to pair with the headlines to form
(b). In total, we collected 80 samples for (a) and
200 samples for (b). Note that headlines or contents
selected from PANCO are in the validation and test
sets. Accuracy results are 0.78 on (a) and 0.85 on
(b), indicating an ability to reason semantically in-
stead of taking shortcuts to determine faithfulness.
Additionally, when we apply a biased faithfulness
scorer (faithfulness scorer without debiasing) on
HonestBait, we discovered that the only things it
generates are “clarification” and “rumor”, which
shows the importance of debiasing mechanism in
this framework.



D Analysis of different \

Here we provide a qualitative analysis to examine
the sensitivity of A, which balances the weight of
MLE loss and RL loss. In a sense, a higher A
leads to robust yet boring generation, as a higher A
relies more on MLE, and the MLE loss is calculated
according to the gold title. Table 6 summarizes the
generation with different A. Note that the A =
0.0 case is ignored, as it completely relies on RL
loss, which often leads to broken generation results
and is not practical in general. When A = 1.0,
the model completely relies on MLE loss and is
identical to using only Ptr-G.

A smaller A creates more diversity, and A = 0.2
effectively balances the diversity, attractiveness,
and fluency. Also, in A = 0.2 and A = 0.6, more
sensational or eye catching words are used (high-
lighted in orange in Table 6), whereas A = 1.0
shows a more plain, ordinary tone. When A = 1.0,
the generated results are unrelated and unintelligi-
ble, which also shows that our faithfulness scorer
helps align the headlines to the content.

A Generated Example

e SE SRR L P B BUR IR -
Apples from Linyi county are unsalable?
Shanxi Linyi county government
clarified:

0.2

e oy SRR

0.6 Apples from Linyi county are unsalable?

s SRR IR AREPHREIE
H %X Apples from Linyi county are unsalable?
e-commerce’s customer service:
the merchant may violate portrait rights.

1.0

Table 6: Headlines generated with different A\. Orange
words refer to more sensational expressions.

E Analysis of different o

We also conducted an analysis of how different val-
ues of « affect the generated headline. In Table 7,
a lower a means more emphasis is put on sensa-
tionalism. A higher « tends to yield a relatively
simple and monotonous sentence structure. In Ta-
ble 7, we observe that when o = 1.0, it predom-
inantly generates affirmative sentences including
“will” or “is”, which are highlighted in red. On
the other hand, a less dominant o provides more
flexibility with respect to the sentence structure
and adds diversity. When the reward is completely
provided by the sensation scorer and the FR type re-
ward (o = 0.0), it seems that the model generates
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headlines from a different aspect and focuses on
different keywords (highlighted in blue). However,
such diversity comes at the risk of harmful inven-
tion, which we can see from the second dubious
example. When o = 0.4, the generated headlines
maintain high veracity while improving attractive-
ness. Accordingly, we use 0.4 as our default setting.
To better show these above-mentioned phenomena,
we provide three examples here.

Generated Example 1
FREE T LB TR
Eating too much coriander is not good for
male’s reproduction?
3

(%

0.0

FE: ERaAE - & A5 THE
ZA47 ! Rumor: eating coriander will kill sperm,
cause impotence and not good
for male’s reproduction.

WE: BRieE I NG TBREER!
Rumor: Eating too much coriander is not
good for male’s reproduction.

WE ER AN N
Rumor: Eating coriander will kill sperm
and causes impotence.
Generated Example 2
FEVE: R = IR s B T3 s |

Clarification: Dental scaling is a precaution that
prevents disease before it onset!
FEE: BEFRREA Y BIEE T !
Clarification: Dental scaling can wash
your teeth? Stop believing it!
V. DR — TR ORI !
Clarification: Dental scaling is
a kind of health care!
FE: X 2RI, BEAR!
Clarification: Dental scaling is
washing your teeth, True or False!
Generated Example 3
FEVE D FAKIRN B R 2E R E R E? |
Clarified! How much harm will
new clothes do to our body?!
FRESURE? ZiE s !
Formaldehyde causes cancer?
It’s a rumor!
FRESUE? JHEE 1!
Formaldehyde causes cancer?
Stop believing it!
FRESUE? Zis |
Formaldehyde causes cancer?
It’s a rumor!

0.4

0.8

0.0

0.4

0.8

1.0

0.0

0.4

0.8

1.0

Table 7: Generated headlines with different a. Red
words refer to monotonic affirmative, and blue words
refer to more diversified expressions.



FR Type

Example Headline

1. Demonstrative pronouns

XESFERANFERS |

This is the biggest regimen rumor in the year!

2. Personal pronouns

PR RSG5 5 A

It is said that this is the last movie he participated.

3. Define articles

FEE: T8O RER EEEST

Rumor: Chewing gum does not prevent tooth decay.

4. Ellipses

T T PA4E Facetime, 455...

After answering the unfamiliar Facetime, it turns out...

5. Imperatives

KR! BREZRKRHEETEEEES?

OMG! Will second freezing of ice cream produce soluble toxic protein?

6. Interrogatives

kP A B ) 2 B0 ?

Does microwave heating food cause cancer?

7. General nouns

KERMARIZRPISFA, 12T FTREER!
5 kinds of people who can’t eat spicy food no matter
how cold it is, eating them is tantamount to chronic suicide!

8. Location Adverbs

L3N J7 (E T A 2 B Y IR AR X B
Does eating instant noodles often really cause cancer?
Here is the correct explanation.

Figure 6: Example headlines using different types of forward reference defined in Blom and Hansen (2015), retrieved

from PANCO
Real Title Real Content
W R e K B0 EREEF RN TR JE—REBRES .
Rumors: Water in a bottle is carcinogenic Bottle water is carcinogenic in the car when it’s summer?
after the exposure of summer sun. That’s another health rumor...
Fake Title Fake Content

BBCE Gt XMKE—O, MEEUE!

BBC urgent disclosure: this kind of water

can lead to cancer with a sip!

SR, ZETAERER . EE2F A NEaRERRRET
WO T ! R TUEHSUEIR: 9l PO ...
Today, this huge worry that is harmful and even taking lives
has finally revealed! WHO announce: over 90% of bottle
water is poisoned...

Figure 7: A sample of paired news collected from the PANCO dataset. Real news and fake news describe the same

story: the real news headline is less attractive, and the fake news headline is more sensational.
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